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AN EXTENSION OF GAUSS' FORMULA FOR HYPERGEOMETRIC SERIES.

Kenjiro Okubo, Tokyo Metropelitan University.

1, Introduction. A system of linear ordinary differential equations with

rational coefficients:
dx/dt=A(t)x
is in Fuchsian class if all the poles of A(%) are regular singular points
of the system. A fundamental problem for such a system is the computafion,of
the group of the system. But the computation has scaresly been carried out

in closed form except for the case of hypergeowetiric system

(1) (tQB)dx/at=Ax

where B is the diagonal matrix

and A has the form
1-c 1
A= ( )
(c-1-a)(c-1-t) c-l-a-b
A crucial role was played in the computation of the grour of the system in

Riemann's paper "Beitrage zur Theorie der durch die Gauss'sche Reihe F(a,b,c,x)

darstellbaren Functionen",by Gauss' Formula
(2)  F(e,b,c,1)=T(c) P(c-a-b)/ T(c-a)77 (c-b)

A generalization of the formula for higher dimensional systems (1) has

implicitly been used for the cémputations of Stokes multipliers of the system

tdx/dt=( A+tB)x
in a paper by M.Kohno ([/ ]). The object of the paper is to present this

generalization by modifying slightly the result of him,
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2. Statement of the Theorem.

Let B be a diagonal matrix with constant diagonal elements Ay,Ap,...,A,
and let A be the matrix with (j,k)-th element 83 (j,k=1,2,...,n). We consider

a system of differential equations
(1)(t-B)dx/dt= Ax

The system (1) has n+l regular singular points: Ay, ...,A,,» The characeristic
exponents at t=A, are

0,0,.. s Bk ,O
So, if we denote by e, the constant n-vector with all the elements zero except

the k-th which is 1, there is a solution x,(t) which behaves like (t-A,)%kke,,

Theorem. If on none of the numbers 813,...,8,,5 P1, +..F, ( det(A-pI)=oc )

“is an integer, then we have

n
¢t Qn U T'(ﬂg,q‘r')
(3) det( xl(t),xg(t),...,xn(t) ) = (t-2) - -c(r-Ae) —EG
TTr(e+1)
o= J
a
where the branches of multi-valued factors (t-Ay) ke are suitably chosen

in a simply connected domain D whose boundary.is a closed Jordan curve J

carrying all the singularities Aj,....,A,.

Our proof is s direct continuation of the argument of Gauss' original proof

of the formuls (2). but it will be esrried out only for the special case

(4) INgAgl >IN D > 0 (3#%)
The method of snalytic continuation of functions beyond the circle of convergence

across asn arc of finite non-zero width, used in [ 2 ], may be used to avoid

the unnecessary condition (4).



.Proof of the Theorem,

If we expand the solution x,(t) into power series in (t-Ay);

(5)  x(t) =% Gk(s)(t_xk)akk+s

the coefficeints G (s) satisfy
(6) (eyp+s-4)G(s)= (B-Ap ) (g +s+1)G(s+1)
(1) 6 (o)me,

A simple change of (6) by the trensformation

T(agg+1)

(8) Gk(s)sz(s)7:Z;;:?;77

takes (6) and (7) into
(6)* (akk+s-A)Hk(é)-(B—Ak)Hk(s+1)
(7)* H(o)=ey

Now we introduce a new parameter m which tzkes non-negative integral values
P g

into the system and define new vector valued functions

QuptS +mM

({- Ap)

(0]

Plokxt!)
(9) %l t,m)= -

R %R T]
H 's)'r(akp +m+ St )

8=0
and the matrix X(t,m) whose k-th vertical vector is x,(t,m).
By an easy computation using the property of the Gamma-function
x7(x) =7 (x+1)
we hsgve |
(10) (t—xk)dxk(t,m)/dt=(t—x)xk(t,m-1)

Sirmilerly, by using (6)*, we have

(11) (t-xk)dxk(t,m)/dt=(A+m)xk(t,m)+(B-xk)xk(t,m-1)

Gl
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Combining (10) and (11) together, we have systems of difference equations

(12) (t-B)xp(t,m~1)=(A+m)x, (t,m)

The most important feature of the system (12) is that their coefficents are

independent of suffix k, Consequently, the matrix X(t,m) satisfies:

(1) (2-B)X(t,m-1)=(A+m)X(t,m)

Since we sre interested only in computing the determinant of X(t,m), we

write detX(t,m)=c(t,n) snd deduce

Plg+1) 2~ ~ THPatt)
(14) ce(t,n)=c(t o)/‘é‘«/\/)m»'”[t ~An) Airl) ( - +1)
’ 10/ ¢ P(mefr1) - o= Tmtfa

On the other hand, for o fixed t, o(t,n) is given asymtptotically by

m+Au m+ Ann 7—)(%”_[() N Ly ) g
= (%- Ce (A : 1+ol)
(15) . cltm) =04) Y T ) -~ memnm)} " }

since the expansion (9) is a convergsnt iagerse factorisl series, for t which
is im the intersection of the circlse of convergence of the solutions xk(t)
¥=1,2,...,n. The condition (4) shows t=o is such a point. And since our

domain U is a simply connected doamin, we have

t*
(16) X(t*)= c(t*)=detx(tf)=c(t) exp[[ PX akk(t~xk) at ]
t :

that is, (3) is valid uniformly in D, We have

K
1] Ay Ann 7—_r 77/%&1‘/)
Clt,o) = /tm [t =4y e (F-An)  BEH——
m - 0d TT 7—’(?]‘1‘/)

4=

Tlmtpr) - - PUmtftl, {g4 06

Trmroy+t) - - Nlm+anpnt! )

. by —Z%h

’ awn [ [ Dret!) 7

= bl p-a) - TR - fitolE)f
721

which complete e proof 5 B) space
= Pr - 2 Ppy =0
by easiomce of the trare g mobx A ( Fuck’s acdukion )
«
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4, An Application of the Theorem.

Consider the case n=2. Let x(t)*, xg(t)* be solutions

| B S

x*(t) = 2 6 *(s)(t-A) 6,*(0)me,
8=0

xz*(t) =3 Gz*(s)(t—Ag)s GZ*(O)=91
8=0

Ne have

det(xl,xl*)=(t~Al)811[ 1+0(t-Ay) ]

L\ Boo-
det(xg,x2*)=(t—A2) [ l+O(t—A2) ]

If we sssume
1 (t)= pxotp*x,*
The connection constants p*2 can easily computed with the help'of'the theorem

by teking the limit t -> A,.
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