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Introduction

Since E.R.Caianiello [3] proposed a mathematical model of neural behaviors, numerous contributions have been given by himself and his collaborators regarding mathematical properties of the neural equations. Among these contributions the reverberation phenomenon of a neural network has been one of their main concerns. For instance they investigated neural networks whose reverberation cycles are required not to exceed a preassigned maximal length, as shown in Caianiello and others [1]~[9], [11]~[16]. Their main mathematical techniques rely upon matrix algebra.

On the other hand Kitagawa[10] recently started with discussion of dynamical behaviors of all the possible solutions of the neural equation for the case of single neuron. Among others, Kitagawa [10] introduced various special operators and investigated some characteristic features of the dynamics led by each of these operators. This paper is especially connected with detailed discussions of these operators introduced by Kitagawa [10].

In Section 1 we shall give a necessary and sufficient condition for that all the sequences obtained from the solutions of the neural equation (1.1) form a set of mutually disjoint reverberation cycles and show that the neural system satisfying the above condition is equivalent to that under either of two operators \( L_\alpha \) and \( L_\beta \) introduced by Kitagawa [10]. In section 2 we then define a digraph with respect to each of operators which were introduced by Kitagawa[10] in connection with (1.1). Our graph theoretical consideration shows that there exists a set of \( 2(n+1) \) special operators, called an \( \alpha-\omega \) set of operators, in terms of which any operator associated with (1.1) can be represented in a unique way. In Section 3, we deal with reverberation cycles associated with each of these fundamental operators \( L_\alpha \) and \( L_\beta (\alpha = 0, 1, \ldots, n-1) \). We determine the exact number of all the possible reverberation cycles with any admissible length. Here we make use of a combinatorial method appealing to circular partitions. We then proceed to discuss the reverberation phenomena for operators \( L_\alpha \) and \( L_\beta \) as well. It is shown that the number of all the reverberation cycles
can be reduced to those of reverberation cycles under the operators \( L_{\alpha} \) and \( L_{\gamma} \).

§1. Characterization of the operators \( L_{\alpha} \) and \( L_{\gamma} \)

We shall investigate mathematical properties of a single neuron model represented by a nonlinear difference equation which read:

\[
\begin{align*}
\chi(t + 1) &= 1 \left[ \sum_{k=0}^{\infty} a_k \chi(t-k) - \theta \right] \\
\gamma[u] &= \begin{cases} 1 & \text{if } u > 0 \\ 0 & \text{if } u \leq 0 \end{cases}
\end{align*}
\]

where \( \chi(t) \) is the state \((1, 0)\) of a neuron at the time \( t \) in the set \( I \) of indices \((0, \pm 1, \pm 2, \ldots)\), \( a_k \) is the coupling coefficient from the neuron to itself which is effective \( k \) unit times after firing, and \( \theta \) is the threshold value.

In what follows in this paper we assume that all \( a_k (k=0,1,\ldots,n-1) \) and \( \theta \) are constant independently of \( t \). The functional equation (1.1) is regarded a neural equation (NE) due to Caianiello [1] for a single neuron.

In order to investigate state transition phenomena of (1.1), it is convenient to introduce the following \( n \)-dimensional vector as shown in Kitagawa [10]:

\[
\mathbf{S}_t = (S_t^1, S_t^2, \ldots, S_t^{n-1})
\]

where \( S_t^k \equiv \chi(s) \) and \( S_t^k \) denotes the state of our neuron at time \( t \), while \( S_t^k \) is called an \( n \)-state configuration of our neuron at time \( t \). Let us define the inner product \((\mathbf{a}, \mathbf{b})\) by

\[
(\mathbf{a}, \mathbf{b}) = \sum_{k=0}^{n-1} a_k b_k
\]

where \( \mathbf{a} = (a_0, a_1, \ldots, a_{n-1}) \) and a concurrence function by

\[
\mathcal{Z}(\mathbf{S}_t) = (\mathbf{a}, \mathbf{S}_t) - \theta,
\]

which reduces the functional equation (1.1) to

\[
\mathbf{S}_{t+1} = 1[\mathcal{Z}(\mathbf{S}_t)].
\]
In connection with (1.6) Kitagawa [10] introduced the operator \( L \) of n-dimensional vectors defined by

\[
\mathcal{L}(\vec{d}_0, \vec{d}_{-1}, \ldots, \vec{d}_{-n+2}, \vec{d}_{-n+1}) = (\mathcal{L}(\vec{d}_1), \vec{d}_2, \ldots, \vec{d}_{n+2})
\]

The five characteristic features of the functional equation of (1.1) have been pointed out by Kitagawa[10], one of which is the translatability of associated operators. An operator \( L \) defined by (1.7), namely

\[
\mathcal{L}(\vec{d}_t) = (\mathcal{L}(\vec{d}_t), \vec{d}_{t-1}, \ldots, \vec{d}_{t-n+2})
\]

with

\[
\mathcal{L}(\vec{d}_t) = \mathcal{I} [\mathcal{L}(\vec{d}_t)]
\]

is translatable, i.e., commutative with all translations \( T^\alpha \), where \( T^\alpha z(t) \equiv z(t+\alpha) \), in the sense that we have

\[
T^\alpha (\mathcal{L}(\vec{d}_t)) = \mathcal{L}(T^\alpha (\vec{d}_t))
\]

for all \( t \) and \( \alpha \). Because of this translatability property, we may and shall confine our discussion to a transition :

\[
\mathcal{L}(\vec{d}_{n-1}, \ldots, \vec{d}_1, \vec{d}_0) = (\mathcal{L}(\vec{d}_n), \vec{d}_{n-1}, \ldots, \vec{d}_0)
\]

for any \( \vec{d} = (\vec{d}_{n-1}, \ldots, \vec{d}_0) \) in the n-state configuration space \( X_n \), which is defined by

\[
X_n = \{ \vec{d} = (\vec{d}_{n-1}, \ldots, \vec{d}_1, \vec{d}_0) ; \vec{d}_i = 1 \text{ or } 0, i = 0, 1, \ldots, n-1 \}
\]

Now we shall give the following

Definition 1.1. A solution \( x(t) \) of the functional equation (1.1) is said to have a reverberation cycle, abbreviated by RVC, of period \( R \) if the following equality holds:

\[
x(\text{t+R}) = x(t)
\]

for any \( t \in I = \{ 0, 1, 2, \ldots \} \).

Let us define \( \mathcal{L}^t(\vec{d}) \equiv \mathcal{L}(\mathcal{L}^{t-1}(\vec{d})) \) and \( \mathcal{I}^t(\vec{d}) \equiv \vec{d} \).

Lemma 1.1. The equality (1.13) holds if and only if the following equality holds :

\[
\mathcal{L}^t(\vec{d}_t, \vec{d}_{t-1}, \ldots, \vec{d}_{t-n+2}, \vec{d}_{t-n+1}) = (\vec{d}_t, \vec{d}_{t-1}, \ldots, \vec{d}_{t-n+2}, \vec{d}_{t-n+1})
\]

for any \( t \in I \).

Proof. The proof is trivial.

Because of Lemma 1.1, our search for any reverberation cycle is equiva-
lent to that for the solutions of equation (1.7) with the condition (1.14).

For the operator $L$, an immediate observation gives the following

Lemma 1.2. For any assigned $n$-state configuration in $X_n$ the number of state configurations transformed to $\mathcal{S}$ by an application of $L$ is at most two.

In particular, when any assigned $\mathcal{S}$ belongs to some reverberation cycle there is one and only one $\mathcal{S}'$ such that $L(\mathcal{S}') = \mathcal{S}$.

Kitagawa[10] was concerned with the following special operator;

$$(1.15) \quad L_{\mathcal{D}_0} (\mathcal{S}_{n-1}, \ldots, \mathcal{S}_1, \mathcal{S}_0) \equiv (\mathcal{S}_0, \mathcal{S}_{n-1}, \ldots, \mathcal{S}_1)$$

for any state configuration $(\mathcal{S}_{n-1}, \ldots, \mathcal{S}_1, \mathcal{S}_0)$ in $X_n$ and showed that for any state configuration there exists a positive integer $R$ such that equality (1.14) holds, that is, any $n$-state configuration in $X_n$ belongs to some reverberation cycle, under the operator $L_{\mathcal{D}_0}$. Here we shall introduce the another special operator

$$(1.16) \quad L_{\mathcal{S}_0} (\mathcal{S}_{n-1}, \ldots, \mathcal{S}_1, \mathcal{S}_0) \equiv (\mathcal{S}_0, \mathcal{S}_{n-1}, \ldots, \mathcal{S}_1)$$

for any $(\mathcal{S}_{n-1}, \ldots, \mathcal{S}_0)$ in $X_n$.

In connection with these operators $L_{\mathcal{D}_0}$ and $L_{\mathcal{S}_0}$ just introduced, it is important to observe that there exist sets of coupling coefficients $\{a_k\}$ and the threshold value $\theta$ for any of which the operator $L$ associated with the functional equation (1.1) is equivalent to one of these two operators $L_{\mathcal{D}_0}$ and $L_{\mathcal{S}_0}$.

Lemma 1.3. There exist sets of coupling coefficients $\{a_i; i=0, 1, \ldots, n-1\}$ and the threshold value $\theta$ such that (i) $L(\mathcal{S}) = \mathcal{S}_0$ for any $\mathcal{S} = (\mathcal{S}_{n-1}, \ldots, \mathcal{S}_0)$ in $X_n$ or (ii) $L(\mathcal{S}) = \mathcal{S}_0$ for any $\mathcal{S} = (\mathcal{S}_{n-1}, \ldots, \mathcal{S}_0)$ in $X_n$.

Proof. The case (i). For any $\mathcal{S} = (\mathcal{S}_{n-1}, \ldots, \mathcal{S}_0)$ in $X_n$, let us assume $L(\mathcal{S}) = \mathcal{S}_0$ which holds if and only if the following inequalities hold:

$$(1.17) \quad a_{n-1} + \sum_{j=1}^{n-1} a_j \theta = 0$$

$$(1.18) \quad \sum_{j=1}^{n-1} a_j \theta - \theta > 0$$

for any set $(i_1, i_2, \ldots, i_h), 0 \leq h \leq n-1$, such that $0 \leq i_1 < i_2 < i_h \leq n-2$.

For any fixed $a_1, i=0, 1, 2, \ldots, n-2$, let us put

$$(1.19) \quad A^{(i)} \equiv \sum_{a_i \geq 0} a_i$$
(1.20) \[ A^{(\gamma)} = \sum_{a_i<o} A_i \quad i=0,1,\ldots,n-1 \]

It is trivial that (1.17) and (1.18) for \( a_{n-1} \) and \( \theta \) hold true if

\[ a_{n-1} + A^{(\gamma)} \equiv \theta < A^{(\gamma)}. \]

The case (ii). This is quite similar to the case (i).

Under each of these operators \( L_{\bar{x}} \) and \( L_{\bar{x}} \), any solution of (1.1) is dependent on the sole state \( \bar{z}_{(n-1)} \) exactly \( n \) step before the time \( t \).

Now we shall prove the following

Theorem 1.1. The necessary and sufficient condition for that any \( n \)-state configuration \( \bar{z} = (\bar{z}_{n-1}, \ldots, \bar{z}_0) \) in \( X_n \) belongs to some reverberation cycle is that

\[ L = L_{\bar{x}} \quad \text{or} \quad L_{\bar{x}} \], that is, \( 1[z(\bar{z})] = \bar{z}_0 \quad \text{or} \quad \bar{z}_0. \]

Proof. (1) Necessity. For any \( \bar{z} = (\bar{z}_{n-1}, \ldots, \bar{z}_0) \), let us put

(1) \[ \bar{z}^{(0)} = (\bar{z}_{n-1}, \ldots, \bar{z}_1, 0) = (\bar{z}, 0), \]

(1) \[ \bar{z}^{(0)} = (\bar{z}_{n-1}, \ldots, \bar{z}_1, 1) = (\bar{z}, 1), \]

(1.22)

(iii) \[ \min_{\bar{z} \in X_{n-1}} Z(\bar{z}^{(0)}) \equiv \ell \]

(iv) \[ \max_{\bar{z} \in X_{n-1}} Z(\bar{z}^{(0)}) \equiv u. \]

Now it is evident that the following three cases exhaust all the possibilities:

Case 1. \( \ell > 0 \)

Case 2. \( u \leq 0 \)

Case 3. \( \ell \leq 0 < u \).

Case 1. In this case, for any \( \bar{z} = (\bar{z}_{n-1}, \ldots, \bar{z}_0) \) \( Z(\bar{z}^{(0)}) \), and hence we have

\[ \ell \leq Z(\bar{z}^{(0)}) \]

(1.23)
which implies
\[(1.24) \quad 1 \left[ \mathcal{I} \left( \mathcal{D}^{(0)} \right) \right] = 0, \]
because \( l[z(\mathcal{D}^{(0)})] = 1 \), i.e., \( L(\mathcal{D}^{(0)}) = L(\mathcal{D}^{(0)}) \), contradicts Lemma 1.2.

From (1.23) and (1.24), we have \( L(\mathcal{D}^{(0)}, \cdots, \mathcal{D}^{(0)}_i, \mathcal{D}^{(0)}_0) = (\mathcal{D}^{(0)}_0, \mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i) \)
for any \( \mathcal{D} = (\mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i, \mathcal{D}^{(0)}_0) \) in \( X_n \), which means that \( L \) is equivalent to the operator \( L_{\mathcal{D}^{(0)}_0} \).

Case 2. In this case for any \( \widehat{\mathcal{D}} = (\mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i) \), \( z(\mathcal{D}^{(0)}) \leq 0 \), and hence we have
\[(1.25) \quad 1 \left[ \mathcal{I} \left( \mathcal{D}^{(0)} \right) \right] = 0, \]
which implies, in view of Lemma 1.2,
\[(1.26) \quad 1 \left[ \mathcal{I} \left( \mathcal{D}^{(0)} \right) \right] = 1 \]
as in Case 1.

From (1.25) and (1.26), we have \( L(\mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i, \mathcal{D}^{(0)}_0) = (\mathcal{D}^{(0)}_0, \mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i) \) for any \( \mathcal{D} = (\mathcal{D}^{(0)}_{n-1}, \cdots, \mathcal{D}^{(0)}_i, \mathcal{D}^{(0)}_0) \) in \( X_n \), which implies that \( L \) is equivalent to the operator \( L_{\mathcal{D}^{(0)}_0} \).

Case 3. Now let us introduce an \((n-1)\)-state configuration
\[(1.27) \quad \mathcal{D}^{(c)} = (\mathcal{D}^{(c)}_{n-1}, \cdots, \mathcal{D}^{(c)}_i), \]
where
\[(1.28) \quad \mathcal{D}^{(c)}_j = \begin{cases} 1 & \text{if } \alpha_j < 0 \\ 0 & \text{if } \alpha_j \geq 0 \end{cases} \quad j = 1, 2, \cdots, n-1, \]
and another one
\[(1.29) \quad \mathcal{D}^{(r)} = (\mathcal{D}^{(r)}_{n-1}, \cdots, \mathcal{D}^{(r)}_i), \]
where
\[(1.30) \quad \mathcal{D}^{(r)}_j = \begin{cases} 1 & \text{if } \alpha_j > 0 \\ 0 & \text{if } \alpha_j \leq 0 \end{cases} \quad j = 1, 2, \cdots, n-1. \]

Then it is clear that
\[(1.31) \quad \mathcal{L} = \mathcal{I} \left( \mathcal{D}^{(c)} \right), \]
\[(1.32) \quad \mathcal{U} = \mathcal{I} \left( \mathcal{D}^{(r)} \right). \]

Now we shall prove that the Case 3 does not occur by ad absurdum.

Let \( \mathcal{L} \neq 0 \). Then it follows that
\[(1.33) \quad 1 \left[ \mathcal{I} \left( \mathcal{D}^{(c)} \right) \right] = 0 \]
which implies, in view of Lemma 1.2,
\[(1.34) \quad 1 \left[ \mathcal{I} \left( \mathcal{D}^{(c)} \right) \right] = 1, \]
which is equivalent to
\[ (1.35) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{-}, 0)) > 0. \]
From (1.33) and (1.35) we have
\[ (1.36) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{-}, I)) - \mathcal{Z}((\widehat{\mathcal{Q}}^{-}, 0)) = \alpha_{m-j} < 0. \]

On the other hand let \( u > 0 \). Then it follows that
\[ (1.37) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{+}, I)) = 1, \]
which implies, in view of Lemma 1.2.
\[ (1.38) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{+}, 0)) = 0, \]
which is equivalent to
\[ (1.39) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{+}, 0)) \leq 0. \]
From (1.37) and (1.39) we have
\[ (1.40) \quad \mathcal{Z}((\widehat{\mathcal{Q}}^{+}, I)) - \mathcal{Z}((\widehat{\mathcal{Q}}^{+}, 0)) = \alpha_{m-j} > 0. \]
But (1.36) and (1.40) are mutually contradictory, showing that the Case 3 does not exist.

(2) Sufficiency. This is trivial, because, for any \( \mathcal{Q} \) in \( X_{n} \) we have
\[ (1.41) \quad L_{\mathcal{Q}_{e}}^{2n} (\mathcal{Q}) = \mathcal{Q}, \]
\[ (1.42) \quad L_{\mathcal{Q}_{e}}^{n} (\mathcal{Q}) = \mathcal{Q}, \]
which show that any \( \mathcal{Q} \) in \( X_{n} \) belongs to some RVC of at most length \( 2n \) and respectively under successive applications of \( L_{\mathcal{Q}_{e}}^{2} \) and those of \( L_{\mathcal{Q}_{e}}^{n} \), respectively. q.e.d.

Our Lemma 1.3 and Theorem 1.1 give us a characteristic of \( L_{\mathcal{Q}_{e}}^{2} \) and \( L_{\mathcal{Q}_{e}}^{n} \) in the realm of functional operators defined by (1.11).

§2. Graphical representation of the operator \( L \)

In this Section a digraph \( G_{L} \) is defined for each operator \( L \) introduced by (1.11), and we shall represent \( G_{L} \) in terms of a set of specific operators which includes \( L_{\mathcal{Q}_{e}}^{2} \) and \( L_{\mathcal{Q}_{e}}^{n} \) as its members.

Definition 2.1. A digraph \( G = (X_{n}, \Gamma) \) is called to be a digraph with respect to the operator \( L \) when the set of arcs is given by
\[ \Gamma = \{ (\mathcal{Q}, \mathcal{Q}) \mid \mathcal{Q} \in X_{n} \}. \]
In this case we denote the digraph by \( G_{L} = (X_{n}, \Gamma_{L}) \).

Let us define the following operations between two digraphs:

Définition 2.2. For any two digraphs \( G = (X, \Gamma) \) and \( G' = (X, \Gamma') \),
\[ (2.1) \quad G + G' = (X, \Gamma \cup \Gamma'), \]
\[ (2.2) \quad G.G = (X, \Gamma \cap \Gamma'). \]

Definition 2.3. The total number of arcs in a digraph \( (X_{n}, \Gamma) \)
which starts from an assigned $\mathcal{F}$ in $X_n$ is called to be the outdegree of $\mathcal{F}$ in the digraph $(X_n, \Gamma)$. 

Definition 2.4. The number of arcs in a digraph $(X_n, \Gamma)$ which comes to an assigned $\mathcal{F}$ in $X_n$ is called to be the indegree of $\mathcal{F}$ in the digraph $(X_n, \Gamma)$. 

From the definition of $\Gamma_L$ and Lemma 1.2 we have immediately the following.

Corollary 2.1. For a digraph $G_L = (X_n, \Gamma_L)$ w.r.t. an operator $L$, we have

\begin{align}
(2.3) \quad \text{outdegree of } \mathcal{F} &= 1 \\
(2.4) \quad \text{indegree of } \mathcal{F} &\leq 2,
\end{align}

for any $\mathcal{F} \in X_n$. In particular any $\mathcal{F}$ belongs to some reverberation cycle if and only if indegree of $\mathcal{F} = 1$.

Definition 2.5. A digraph $G = (X_n, \Gamma)$ is called to be $\mathcal{L}$-complete if, any $\mathcal{F} = (\mathcal{F}_{n-1}, \cdots, \mathcal{F}, \mathcal{F}_0)$ contains two arcs $(\mathcal{F}, (\mathcal{F}_{n-1}, \cdots, \mathcal{F}))$ and $(\mathcal{F}, (\mathcal{F}_{n-1}, \cdots, \mathcal{F}))$.

Definition 2.6. A digraph $G = (X_n, \Gamma)$ is called to be $\mathcal{L}$-complement to a digraph $G_L = (X_n, \Gamma_L)$ w.r.t. an operator $L$ if $G + G_L$ is $\mathcal{L}$-complete, denoted by $G = G_L^\perp$.

Lemma 2.1. For any operator $L$, there exists one and only one operator $L$ such that a digraph $G_L^\perp$ w.r.t. the operator $\overline{L}$ is an $\mathcal{L}$-complement to the digraph $G_L$ w.r.t. the operator $L$.

Proof. For any operator $L$ there exist the set \{ $a_i$ : $i = 0, 1, \ldots, n-1$ \} of coupling coefficients and threshold value $\theta$ corresponding to the operator $L$. Because of density of the set of real numbers, we may and we shall confine the set \{ $a_i$ : $i = 0, 1, \ldots, n-1$ \} and $\theta$ such that exact inequalities hold

\begin{align}
(2.5) \quad \mathbb{E}(\mathcal{F}; \mathcal{A}, \theta) = \begin{cases} 
1 & \text{if } \mathbb{E}(\mathcal{F}; \mathcal{A}, \theta) > 0 \\
0 & \text{if } \mathbb{E}(\mathcal{F}; \mathcal{A}, \theta) < 0,
\end{cases}
\end{align}

where $\mathbb{E}(\mathcal{F}; \mathcal{A}, \theta) = (\mathcal{A}, \mathcal{F}) - \theta$ for $\mathcal{A} = (a_0, a_1, \ldots, a_n)$ and any $\mathcal{F}$ in $X_n$.

Now let us introduce the operator $L$ corresponding to the set \{ $\mathcal{J}_i$ : $i = 0, 1, \ldots, n-1$ \} and threshold value $\overline{\theta}$, where $\overline{a}_i = -a_i$ for $i = 0, 1, \ldots, n-1$ and $\overline{\theta} = -\theta$. Then for any $\mathcal{F}$ in $X_n$

\begin{align}
(2.6) \quad \mathbb{E}(\mathcal{F}; \mathcal{A}, \overline{\theta}) \geq 0 \quad \text{if and only if} \quad \mathbb{E}(\mathcal{F}; \mathcal{A}, \overline{\theta}) \leq 0 \quad \text{where} \quad \mathcal{A} = (\overline{a}_0, \overline{a}_1, \ldots, \overline{a}_{n-1}).
\end{align}

(2.6) is equivalent to say that, for any $\mathcal{F}$.
(2.7) \[ \mathcal{L} \left( J_{n-1}, \ldots, J_1, J_0 \right) = (J_1, J_{n-1}, \ldots, J_n) \]
implies and is implied by
(2.8) \[ \mathcal{L} \left( J_{n-1}, \ldots, J_1, J_0 \right) = (J_1, J_{n-1}, \ldots, J_n) \]
This means that \( G_L \) is \( \mathcal{L} \)-complete, this is to say, \( G_L \) is \( \mathcal{L} \)-complement

to \( G_L \). The uniqueness of the operator \( L \) is trivial. q.e.d.

Lemma 2.2. For any operator \( L \), we have the equation
(2.9) \[ G^* \cdot G_L = G_L \cdot G^* = G_L, \]
(2.10) \[ G^* + G_L = G_L + G^* = G_L \]
where \( G^* \) is the \( \mathcal{L} \)-complete digraph.

Proof. This is evident from the definition of \( G^* \).

Now let us consider a system of operators consisting of \( \{ L_{\omega} \}, \{ L_{\omega} \} \)
\((\omega = 0, 1, \ldots, n-1)\), \( L_{\omega} \) and \( L_{\omega} \) which are introduced in Kitagawa [10] and
defined in the following way:
(2.11) \[ L_{\omega} \left( J_{n-1}, \ldots, J_1, J_0 \right) \equiv (J_{n-1}, \ldots, J_1, J_0) \quad \eta = 0, 1, \ldots, n-1 \]
(2.12) \[ L_{\omega} \left( J_{n-1}, \ldots, J_1, J_0 \right) \equiv (J_{n-1}, \ldots, J_1, J_0) \quad \eta = 0, 1, \ldots, n-1 \]
(2.13) \[ L_{\omega} \left( J_{n-1}, \ldots, J_1, J_0 \right) \equiv (\omega, J_{n-1}, \ldots, J_1, J_0) \]
(2.14) \[ L_{\omega} \left( J_{n-1}, \ldots, J_1, J_0 \right) \equiv (1, J_{n-1}, \ldots, J_1, J_0), \]
for any \( J_{n-1}, \ldots, J_1, J_0 \) in \( X_n \). The set of all these operators is called
to be the \( \mathcal{L} \)-\( \omega \) set of operators in \( X_n \).

Similarly as in Lemma 1.3 we obtain

Lemma 2.3. There exist the sets of coupling coefficients \( \{ d_{\omega} \} \quad \eta = 0, 1, \ldots, n-1 \)
and threshold value \( \phi \) corresponding to each of the operators
defined by (2.11), (2.12), (2.13) and (2.14), respectively.

Lemma 2.4. We have the equations
(2.15) \[ G_{L_{\omega}} + G_{L_{\omega}} = G^* \]
(2.16) \[ G_{L_{\omega}} + G_{L_{\omega}} = G^* \]
for \( \omega = 0, 1, \ldots, n-1 \), where \( G^* \) is the \( \mathcal{L} \)-complete digraph.

Proof. This is evident from the definition of each operators.

From Lemma 2.4, we have immediately the following

Corollary 2.2. We have relations
(2.17) \[ G_{L_{\omega}} = G_{L_{\omega}} \]
(2.18) \[ G_{L_{\omega}} = G_{L_{\omega}} \]
for $\mathcal{L} = 0,1, \ldots, n-1$.

Corollary 2.3. We have relations

(2.19) $G_{\mathcal{L}_2} \cdot G_{\mathcal{L}_2} = G_{\mathcal{L}}$

(2.20) $G_{\mathcal{L}_\mathcal{L}} \cdot G_{\mathcal{L}_\mathcal{L}} = G_{\mathcal{L}}$

for $\mathcal{L} = 0,1, \ldots, n-1$, where $G_{\mathcal{L}}$ denote a special digraph when the set of arcs reduced to an empty set $\mathcal{L}$.

Any operator $L$ defines and is defined by $\mathcal{L}$ such that $I[L(\mathcal{L})] = \mathcal{L}$ because we have

(2.21) $\mathcal{L}(\mathcal{L}) = (1[2(\mathcal{L})], \mathcal{L}_2, \ldots, \mathcal{L}_i) = (L, L_{n-1}, \ldots, L_0)$.

This fact makes us possible to introduce the notion

(2.22) $(\mathcal{L}_1; \mathcal{L}_2) \in \mathcal{L}$.

Now a representation of any operator $L$ in $X_n$ on the basis the set of operators by the help of the notion (2.22) is given by the following

Theorem 2.1. A digraph $G_L$ w.r.t. any assigned operator $L$ in $X_n$ is represented by

(2.23) $G_L = \sum_{(\mathcal{L}_1; \mathcal{L}_2) \in \mathcal{L}} \sum_{j=0}^{m} \mathcal{G}(\mathcal{L}_1, \mathcal{L}_2)^{j} \mathcal{G}(\mathcal{L}_3, \mathcal{L}_4)$

where digraphs $\mathcal{G}(\mathcal{L}_1, \mathcal{L}_2)$ and $\mathcal{G}(\mathcal{L}_3, \mathcal{L}_4)$ are defined by

(2.24) $\mathcal{G}(\mathcal{L}_1, \mathcal{L}_2) = \begin{cases} G_{\mathcal{L}_1} \mathcal{L}_2 & \text{if } \mathcal{L}_1 = \mathcal{L}_2 \\ G_{\mathcal{L}_1} \mathcal{L}_2^{-1} & \text{if } \mathcal{L}_1 = \mathcal{L}_2^{-1} \\ G_{\mathcal{L}_1} \mathcal{L}_2 & \text{if } \mathcal{L}_1 = \mathcal{L}_2 \\ G_{\mathcal{L}_1} \mathcal{L}_2^{-1} & \text{if } \mathcal{L}_1 = \mathcal{L}_2^{-1} \end{cases}$

(2.25) $\mathcal{G}(\mathcal{L}) = \begin{cases} G_{\mathcal{L}_1} \mathcal{L}_2 & \text{if } \mathcal{L} = \mathcal{L}_1 \\ G_{\mathcal{L}_1} \mathcal{L}_2^{-1} & \text{if } \mathcal{L} = \mathcal{L}_1^{-1} \\ G_{\mathcal{L}_1} \mathcal{L}_2 & \text{if } \mathcal{L} = 0 \\ G_{\mathcal{L}_1} \mathcal{L}_2^{-1} & \text{if } \mathcal{L} = 0 \end{cases}$

Proof. Let us denote any arc in digraph $G_L$ by

(2.26) $((\mathcal{L}_{n-1}, \ldots, \mathcal{L}_1; \mathcal{L}_2), (\mathcal{L}_1, \mathcal{L}_{n-1}, \ldots, \mathcal{L}_1)) = (\mathcal{L}, \mathcal{L}')$

which implies and is implied by $(\mathcal{L}_1; \mathcal{L}_2) \in \mathcal{L}$. By the definitions of the digraphs $\mathcal{G}(\mathcal{L}_1; \mathcal{L}_2)$ and $\mathcal{G}(\mathcal{L}_1; \mathcal{L}_2)$, we have

(2.27) $(\mathcal{L}_1, \mathcal{L}_2) \in \mathcal{G}(\mathcal{L}_1; \mathcal{L}_2)$

for $\mathcal{L} = 0,1, \ldots, n-1$, and also

(2.28) $(\mathcal{L}_1, \mathcal{L}_2) \in \mathcal{G}(\mathcal{L}_1; \mathcal{L}_2)$

which give us
\[(2.29) \quad (\delta, \delta') \in \mathcal{G}(\delta) \prod_{\ell=0}^{n-1} \mathcal{G}(\delta, \delta_{\ell}). \]

Hence we have
\[(2.30) \quad \mathcal{G}_{n} \subseteq \sum_{(\delta, \delta') \in \mathcal{L}} \mathcal{G}(\delta) \prod_{\ell=0}^{n-1} \mathcal{G}(\delta, \delta_{\ell}). \]
\[\delta = (\delta_{n-1}, \ldots, \delta_{0}) \in X^{n}_{\mathcal{L}}.\]

On the other hand, for any \((\delta, \delta') \in \mathcal{L}\) we have
\[(2.31) \quad \mathcal{G}(\delta) \prod_{\ell=0}^{n-1} \mathcal{G}(\delta, \delta_{\ell}) = ((\delta_{n-1}, \ldots, \delta_{0}, \delta'_{0}), (\delta, \delta_{n-1}, \ldots, \delta'_{0}))\]
where \(\delta = (\delta_{n-1}, \ldots, \delta_{0})\), because the set of arcs in the digraphs defined by
\[(2.32) \quad \prod_{\ell=0}^{n-1} \mathcal{G}(\delta, \delta_{\ell})\]
consists of two arcs
\[(2.33) \quad ((\delta_{n-1}, \ldots, \delta_{0}, \delta'_{0}), (\delta, \delta_{n-1}, \ldots, \delta'_{0}))\]
\[(2.34) \quad ((\delta_{n-1}, \ldots, \delta_{0}, \delta'_{0}), (\delta, \delta_{n-1}, \ldots, \delta'_{0}))\]
to which the multiplication of digraph \(\mathcal{G}(\delta')\) leads to \((2.31)\).

Equation \((2.30)\) together with \((2.31)\) gives us \((2.23)\), as we were to prove. q.e.d.
§3. The number of reverberation cycles

In this Section we shall deal with the $d$-set of operators defined in Section 2 and obtain the number of all reverberation cycles with possible length.

We shall define a notion of a circular partition for any positive integer. The total number of circular partitions $\mathcal{I}$ is then given by virtue of the number of ordered partitions each of which is usually called composition after P.A. Macmahon. So far as our enumerations of reverberation cycles are concerned, the advantage of the notion of circular of partitions is that it makes us possible to introduce the notion of equivalent classes in the set of all ordered partitions.

A partition of a positive integer $n$ is a represented by a sum of positive integers as follows:

$$ n = t_1 + t_2 + \cdots + t_k, $$

where $t_i \geq 1$, $1 \leq i \leq k$, for $k = 1, 2, \ldots, n$, Eq. (3.1) is called a $k$-partition of $n$ and denoted by $(t_1, t_2, \ldots, t_k)$. An ordered $k$-partition is called by $k$-ordered partition. It is conventional to abbreviate repeated parts, by use of exponents; for example, 6-ordered partition $(2, 3, 2, 3, 2, 3)$ of $n=15$ is written $(2, 3)^3$. A special permutation $\sigma$ of $(t_1, t_2, \ldots, t_k)$ is defined by

$$ \sigma(t_1, t_2, \cdots, t_k) = (t_{k}, t_1, t_2, \cdots, t_{k-1}) $$

and let us put

$$\sigma^j(t_1, t_2, \cdots, t_k) = \sigma(\sigma^{j-1}(t_1, t_2, \cdots, t_k))$$

$$\sigma^0(t_1, t_2, \cdots, t_k) = (t_1, t_2, \cdots, t_k)$$

for $j \geq 1$.

Definition 3.1. Two $k$-ordered partitions, $(t_1, t_2, \ldots, t_k)$ and $(s_1, s_2, \ldots, s_k)$, of $n$ are called to be equivalent if there exists a positive integer $j$ ($1 \leq j \leq k$) such that

$$\sigma^j(t_1, t_2, \cdots, t_k) = (s_1, s_2, \cdots, s_k).$$

Let us denote by $P^k_n$ the set of all the possible $k$-ordered partitions of $n$ and by $C^k_n$ the set of all the possible equivalent classes of $P^k_n$, each element of which is called a $k$-circular partitions of $n$. The equivalent class containing the $k$-ordered partition $(t_1, t_2, \ldots, t_k)$ is denoted by $E(t_1, \ldots, t_k)$. **
In what follows we shall denote by \# A the number of all the elements belonging to a set A.

Lemma 3.1. For any k-ordered partition \((t_1, t_2, \ldots, t_k)\) of n, for which \# \(E_{\binom{t_1}{t_2}, \ldots, t_k} = j\) holds, there is a positive \(d\) for which we have

\[
\begin{aligned}
(1) & \quad \binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_d) d, \quad \text{with } d_j = k, \\
(2) & \quad \# E_{(t_1, t_2, \ldots, t_d)} = j, \\
(3) & \quad d \text{ is a divisor of g.c.m. of } n \text{ and } k, \text{ denoted by } d \mid (n, k).
\end{aligned}
\]

Proof. Because of \(\binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_k)\), we have

\[
\binom{t_1}{t_2, \ldots, t_k} \leq \frac{n}{k} \leq k.
\]

It is evident that (3.6) is valid for \(j = 1\) or \(k\). Now let us assume that \(1 < j < k\). This implies that there exists a uniquely determined positive integer \(h = \frac{k}{j} \leq k\) such that

\[
\begin{aligned}
(3.8) & \quad \binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_k) \\
(3.9) & \quad \binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_k) \quad \text{for } i = 1, 2, \ldots, h - 1.
\end{aligned}
\]

It is clear that \(h\) is a divisor of \(k\), because the equation

\[
(3.10) \quad \binom{t_1}{t_2, \ldots, t_k} = \binom{t_1}{t_2, \ldots, t_k}
\]

with \(k = sh + r\), for \(0 \leq r < h - 1\), gives us \(r = 0\). Hence any k-ordered partition of \(E_{(t_1, t_2, \ldots, t_k)}\) can be written as follows:

\[
(3.11) \quad \binom{t_1}{t_2, \ldots, t_k} = \binom{t_1, t_2, \ldots, t_k}
\]

for \(p = 0, 1, \ldots, k / d\) and \(i = 0, 1, \ldots, h - 1\), which implies \(h = j\). In consequence we have

\[
(3.12) \quad \binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_j) d
\]

with \(dj = k\). The equality \(d \sum_{i=1}^{j} t_i = n\) gives us \(d \mid n\) which implies, in view of \(dj = k\), \(d \mid (n, k)\). q.e.d.

Let us put

\[
(3.13) \quad \binom{t_1}{t_2, \ldots, t_k} = \# \binom{t_1}{t_2, \ldots, t_k} = (t_1, t_2, \ldots, t_k) \quad \text{for } d_j = k.
\]

We shall give the following

Lemma 3.2. For any positive integer \(n\) and \(k\), \(1 \leq \frac{k}{n} \leq n\), we have

\[
(3.14) \quad \sum_{j=1}^{k} \binom{t_1}{t_2, \ldots, t_k} = \binom{j}{k - j}.
\]

Proof. It is trivial that for any positive integer \(n\) and \(k\), \(1 \leq \frac{k}{n} \leq n\),
we have

\[ \# P_{n,k} = \left( \frac{n-1}{k-1} \right). \]

On the other hand, we have, from Lemma 3.1,

\[ \# P_{n,k} = \sum_{d \mid (n,k)} \# \left\{ (t_1, \ldots, t_k) : (t_1, \ldots, t_k) \in P_{n,k}, \# E(t_1, \ldots, t_k) = \frac{k}{d} \right\} \]

and

\[ \# \left\{ (t_1, \ldots, t_k) : (t_1, \ldots, t_k) \in P_{n,k}, \# E(t_1, \ldots, t_k) = \frac{k}{d} \right\} = \sum_{d \mid (n,k)} \Psi \left( \frac{n}{d}, \frac{k}{d} \right) \]

for any \( d \mid (n,k) \).

From (3.16) and (3.17), we have

\[ \# P_{n,k} = \sum_{d \mid (n,k)} \Psi \left( \frac{n}{d}, \frac{k}{d} \right), \]

which gives us the equality (3.14), because of (3.15). q.e.d.

From Lemma 3.2, we have immediately the total number of \( k \)-circular partitions of \( n \) in the following:

Lemma 3.3. For any positive integer \( n \) and \( k, 1 \leq k \leq n \), we have

\[ \# C_{n,k} = \sum_{d \mid (n,k)} \Psi \left( \frac{n}{d}, \frac{k}{d} \right). \]

At this stage it is useful to appeal to the special property of the famous Möbius function which is defined

\[ \mu(d) = \begin{cases} 1 & \text{if } d = 1, \\ 0 & \text{if } d \text{ is not square-free}, \\ (-1)^v & \text{if } d \text{ is a product of } v \text{ distinct prime numbers}, \end{cases} \]

for any positive integer \( d \). In fact we observe, as in the classical use of the Möbius function, the following theorem.

Theorem 3.1. For any positive integer \( n \) and \( k, 1 \leq k \leq n \), we have the equality

\[ \Psi (n,k) = \sum_{d \mid (n,k)} \mu(d) \left( \frac{n}{d} - 1 \right). \]

Now we shall first give the number of reverberation cycles with all the possible lengths under each of two operators \( \mathcal{L}_0 ^\sigma \) and \( \mathcal{L}_0 ^\zeta \), by using the results given above. First of all we shall explain the correspondence between state configuration(s) and an ordered partition. As a conventional notation of any \( n \)-state configuration \( \mathcal{C} = (\mathcal{L}_0 ^{\sigma_0}, \ldots, \mathcal{L}_0 ^{\zeta_0}) \) we abbreviate the same consecutive states in its composition, by use of exponents; for example, a 6-state configuration \((1,1,1,0,0,1)\) is written by \((1^3, 0^2, 1^1)\). In this way any \( n \)-state con-
figuration $\delta$ can be written

$$\delta = (\delta^t_1, \delta^t_2, \ldots, \delta^t_{k-1}, \delta^t_k) \quad \text{for } k = \text{even}$$

or

$$\delta = (\delta^t_1, \delta^t_2, \ldots, \delta^t_{k-1}, \delta^t_k) \quad \text{for } k = \text{odd},$$

where $\delta = 1 \in C$, $\bar{\delta} = \delta$, $t_i = n$ and $t_i \geq 1$ for $i = 1, 2, \ldots, k$. Now the k-dimensional vector $(t_1, t_2, \ldots, t_k)$ defined just now forms a k-ordered partition of $n$ and is uniquely determined for each assigned n-state configuration. Such a k-dimensional vector is called to be a k-ordered partition associated with n-state configuration. It is evident that for any k-ordered partition $(t_1, t_2, \ldots, t_k)$ there exist exactly two n-state configurations with each of which the partition $(t_1, t_2, \ldots, t_k)$ is associated, and these two state configurations are mutually conjugate.

In what follows we denote by $R_n(k)$ the number of reverberation cycles with length $R$ under the operator $L$ defined in state configuration space $X_n$.

3.1. The operator $L_{\delta}$

In this subsection we shall define our discussion to the operator $L_{\delta}$.

Under the operator $L_{\delta}$ we have immediately the following

Corollary 3.1. For any n-state configuration $\delta$ in $X_n$, a reverberation cycle containing $\delta$ includes also its conjugate n-state configuration $\bar{\delta}$ in $X_n$.

Lemma 3.4. For any assigned reverberation cycle there exists an odd integer $k$ uniquely determined such that (i) there exists k-ordered partition $(t_1, t_2, \ldots, t_k)$ associated with some n-state configuration in the reverberation cycle, (ii) the set of all the ordered partitions associated with n-state configurations in the reverberation cycle consists of the set $E(t_1, t_2, \ldots, t_k)$, where $E(t_1, t_2, \ldots, t_k)$ denotes the equivalent class of k-ordered partitions containing the ordered partition $(t_1, t_2, \ldots, t_k)$ given (i) and the set of $(k+1)$-ordered partitions.

Proof. For any reverberation cycle, we may we shall note that there exists some n-state configuration $\delta$ which associates with a k-ordered partition of $n$, denoted by $(t_1, t_2, \ldots, t_k)$, with an odd integer $k$. This is due to the fact that in general, for any even integer $\ell$ and any n-state configuration $\delta = (\delta^s_1, \delta^s_2, \ldots, \delta^s_{\ell-1})$, $\delta^s_\ell = 1$ or 0, n-state configuration $L_{\delta} \delta$ associated with $(\ell-1)$-ordered partition $(s_1, s_2, \ldots, s_{\ell-1})$.

In connection with $(t_1, t_2, \ldots, t_k)$, let us divide the set of 2n integers $I = \{1, 2, \ldots, 2n\}$ into the mutually disjoint sets.
(3.24) \[ I^{(o)} = \{ i \mid i = \sum_{j=1}^{k} t_j, \sum_{j=1}^{k} t_j + n, \; \alpha = 1, 2, \ldots, k \} \]
and
(3.25) \[ I^{(a)} = \{ i \mid i \in I, \; i \notin I^{(o)} \} \].

Since the set of all the n-state configurations belonging to the reverberation cycle is written by \( \{ L_{\lambda}^{i}(d) ; i \in I \} \), in view of the definition of the operator \( L_{\lambda} \), the set of all the ordered partitions associated with each state configuration in \( \{ L_{\lambda}^{i}(d) ; i \in I^{(a)} \} \) is equal to the set \( E(t_1, t_2, \ldots, t_k) \), while any n-state configuration in \( \{ L_{\lambda}^{i}(d) ; i \in I^{(a)} \} \) associates with a \((k+1)\)-ordered partition of \( n \). q.e.d.

The converse assertion of Lemma 3.4 is given by the following

**Lemma 3.5.** For any odd integer \( k \) and any equivalent class \( E(t_1, t_2, \ldots, t_k) \), there exists an reverberation cycle uniquely determined which has an n-state configuration, associating with the \( k \)-ordered partition \((t_1, t_2, \ldots, t_k)\).

**Proof.** The set of the n-state configurations in \( X_n \), with each of which \( k \)-ordered partition \((t_1, t_2, \ldots, t_k)\) is associated, consists of the following two state configurations.

(3.26) \[ (1^{t_1}, 0^{t_2}, \ldots, 0^{t_{k-1}}, 1^{t_k}) \]
and
(3.27) \[ (0^{t_1}, 1^{t_2}, \ldots, 1^{t_{k-1}}, 0^{t_k}) \].

On the other hand, in view of Corollary 3.1, these two n-state configurations belong to the same reverberation cycle, which implies, by Lemma 3.4, that for any assigned equivalent class \( E(t_1, t_2, \ldots, t_k) \) with an odd integer \( k \) there exists one and only one reverberation cycle. q.e.d.

Now the length of a RVC is defined by the number of all the different n-state configurations belonging to the RVC. We observe

**Lemma 3.6.** For any odd integer \( k \) and any \( k \)-ordered partition \((t_1, t_2, \ldots, t_k)\) of \( n \), for which \# \( E(t_1, t_2, \ldots, t_k) = j \) holds, the length of reverberation cycle corresponding to \( E(t_1, t_2, \ldots, t_k) \) is given by \( \frac{2n}{d_j} \), where \( d_j = k \).

**Proof.** For any odd integer \( k \) and any \( k \)-ordered partition \((t_1, t_2, \ldots, t_k)\), for which \# \( E(t_1, t_2, \ldots, t_k) = j \) holds, let us denote an n-state configuration which \((t_1, t_2, \ldots, t_k)\) is associated by

(3.26) \[ \tilde{\sigma} = (\tilde{\sigma}^{t_1}, \tilde{\sigma}^{t_2}, \ldots, \tilde{\sigma}^{t_k}) \].

From Lemma 3.1, we have the equation

(3.27) \[ (t_1, t_2, \ldots, t_k) = (t_1, t_2, \ldots, t_j) \tilde{\sigma} \]
with \( d = k \), which implies,

\[
\Delta = (A \bar{A})^m \Delta
\]

(3.28)

\[
\Delta = \left( \Delta \right)_{\Delta} \left( \Delta \right)_{\Delta} \cdots \left( \Delta \right)_{\Delta} = \left( A \bar{A} \right)^m \Delta
\]

(3.29)

where \( m = \frac{d-j}{2} \), because both of \( d \) and \( j \) are odd integers. Hence we have

\[
\Delta \left( \Delta \right) = \left( A \bar{A} \Delta \right)^m = \left( A \bar{A} \right)^m \Delta
\]

(3.30)

\[
\Delta \left( \left( \Delta \right)_{\Delta} \right) = \left( A \bar{A} \Delta \right)^m = \left( A \bar{A} \right)^m \Delta = \Delta
\]

(3.31)

\[
\left( \Delta \right)_{\Delta} \left( \Delta \right)_{\Delta} \left( \Delta \right)_{\Delta} = \left( A \bar{A} \Delta \right)^m = \left( A \bar{A} \right)^m \Delta
\]

(3.32)

where \( R = \sum_{i=1}^{k} t_i = \frac{n}{k} \) and \( E \left( \frac{R}{k} \right) \). On the other hand, since \( \Xi(E(t_1, t_2, \ldots, t_j)) = j \), we have

\[
\left( \Delta \left( \Delta \right) \right)_{\Delta} \left( \Delta \right)_{\Delta} \left( \Delta \right)_{\Delta} = \left( t_1, t_2, \ldots, t_j \right)
\]

(3.34)

for \( i = 1, 2, \ldots, j-1 \), which implies, in view of (3.32), that we have

\[
\left( \Delta \left( \Delta \right) \right)_{\Delta} \left( \Delta \right)_{\Delta} \left( \Delta \right)_{\Delta} \neq \Delta
\]

(3.34)

for \( j = 1, 2, \ldots, j-1 \). (3.31) and (3.34) give us that the length of RVC is equal to \( \frac{2R}{d} \), q.e.d.

**Lemma 3.7.** The set of all the possible lengths of reverberation cycles is given by

\[
2 \frac{n}{k} = d \text{ is an odd integer such that } d \mid n
\]

(3.35)

Proof. According to Lemma 3.1 and Lemma 3.6, for any odd integer \( k \) and \( d \mid (n,k) \), the length of RVC corresponding to \( E(t_1, t_2, \ldots, t_k) \), for which \( \Xi(E(t_1, t_2, \ldots, t_k)) = \frac{n}{k} \) holds, is given by the set

\[
\left\{ \frac{n}{k} \frac{k}{d}, \frac{n}{d} \mid (n,k) \text{ s.t. } k \text{ is an odd integer, } d \mid n \right\}
\]

(3.36)

which is nothing but the set (3.35). q.e.d.

After these preparations, we reach to the final result of this subsection which read:

**Theorem 3.2.** For any odd integer \( d \) such that \( d \mid n \), the number of reverberation cycles with the length \( 2R = 2^d \) is given by

\[
N_{\frac{n}{d}} \left( 2R \right) = \frac{2^d - d}{d} \sum_{d \mid \lambda} \mu(\lambda) \lambda^{\lambda/2R}
\]

(3.37)

Proof. Because of Lemma 3.6, for an odd integer \( d \) such that \( d \mid n \), the set of all the equivalent classes of ordered partitions to each of which a reverberation cycle with length \( 2^d \) corresponds, is given by

\[
\mathcal{D} = \left\{ \left( \Xi(t_1, t_2, \ldots, t_j) \right)^j \left( t_1 \right)^{k_1} \left( t_2 \right)^{k_2} \cdots \left( t_j \right)^{k_j} \mid k_1 + k_2 + \cdots + k_j = \frac{n}{d} \right\}
\]

(3.38)
In view of Lemma 3.3, we have

$$\# D = \sum_{1 \leq j, k \leq R \overline{d}} \nu(R, j, k)$$

which implies, from Theorem 3.1,

$$\# D = \sum_{1 \leq j, k \leq R \overline{d}} \sum_{d' \mid (d, k)} \mu(d') \left( \frac{R}{d'} - \frac{1}{2} \right) \left( \frac{R}{d'} \right)^{-1} = \sum_{d' \mid R \overline{d}} \mu(d') \sum_{k=1}^{\left[ \frac{R}{d} \right]} \left( \frac{R}{d} \right)^{k}$$

But Lemma 3.4 and 3.5 show that RVC with length \(2R = \frac{2}{d} \), which, in view of (3.40), gives us (3.37), as we were to prove.

Corollary 3.2. We have the following equation,

$$\lambda = \sum_{d' \mid R \overline{d}} \frac{2}{d'} \sum_{k=1}^{\left[ \frac{R}{d'} \right]} \left( \frac{2}{d'} \right)$$

where \( \lambda \) is given by (3.37).

3.2. The operator \( L_\omega \)

In this subsection we confine our discussion to the operator \( L_\omega \).

Quite similarly as the case of the operator \( L_\varphi \), so we omit the proofs.

Lemma 3.8. For any assigned reverberation cycle there exists an even integer \( k \) uniquely determined such that (i) there exists a \( k \)-ordered partition \( (t_1, t_2, \ldots, t_k) \) associated with an n-state configuration in the reverberation cycle, (ii) the set of all the ordered partitions associated with n-state configurations in the reverberation cycle consists of the set \( E(t_1, t_2, \ldots, t_k) \) and the set of \( (k+1) \)-ordered partitions of \( n \).

Lemma 3.9. For any even integer \( k \) and any equivalent class \( E(t_1, t_2, \ldots, t_k) \), (i) if \# \( E(t_1, t_2, \ldots, t_k) \) is an odd integer, then there exists a reverberation cycle uniquely determined such that an n-state configuration in the reverberation cycle associates with a \( k \)-ordered partition in the \( (t_1, t_2, \ldots, t_k) \), while (ii) if \# \( E(t_1, t_2, \ldots, t_k) \) is an even integer, then there exists two reverberation cycles such that these are mutually conjugate reverberation cycles and each of these reverberation cycle contains an n-state configuration which associates with \( k \)-ordered partition \( (t_1, t_2, \ldots, t_k) \) of \( n \).

Lemma 3.10. For any integer \( k \), \( d \mid (n, k) \) and any \( k \)-ordered partition \( (t_1, t_2, \ldots, t_k) \), for which \# \( E(t_1, t_2, \ldots, t_k) \) holds, the length \( R \)
of reverberation cycle corresponding to $E(t_1, t_2, \ldots, t_n)$ is given as follows:

(i) for the case that $j$ is an odd integer, $R = \frac{2\pi}{d}$,

(ii) for the case that $j$ is an even integer, $R = \frac{\pi}{d}$

Lemma 3.11. The set of all the possible lengths of reverberation cycle is given by

$$\left\{ \frac{n}{d} \ ; \ d \mid n \right\}.$$

(3.42)

Theorem 3.3. For any positive integer $d$ such that $d \mid n$, the number of reverberation cycles with length $R = \frac{2\pi}{d}$ is given by

(i) for any odd integer $R \geq 3$,

$$N_{\varepsilon}^n (R) = \frac{1}{R} \sum_{d' \mid R \ ; \ d' \text{ odd}} \mu(d') \left( 2^{Rd'} - 2 \right)$$

while

$$N_{\varepsilon}^n (1) = 2$$

(ii) for any even integer $R$,

$$N_{\varepsilon}^n (R) = \frac{2}{R} \sum_{d' \mid R} \mu(d') \left( 2^{Rd'} - 2 \right) + \sum_{d' \mid R} \mu(d') \left( 2^{2Rd'} - 2 \right) + \frac{1}{R} \sum_{d' \mid R} \mu(d') \left( 2^{Rd'} \right)$$

(3.45)

3.3 The other operators belonging to the $\mathcal{J}$ set

In view of Theorem 1.1, we should notice that, in contrast with $L_{\varepsilon}$ and $L_{\varepsilon}$, there exists their respective subsets of n-state configurations, each of which does not belong to an RVC for each $L_{\varepsilon}$ and $L_{\varepsilon}$ when $l \leq n - 1$, but each of which reaches to an n-state configuration belonging to some RVC after finite applications of each of these operators. In short, each of these n-state configurations is transient. In spite of the existence of these transient state configurations, it will be shown in this subsection that so far as the n-state configurations belonging to the RVC are concerned, the number of RVC's in each of $L_{\varepsilon}$ and $L_{\varepsilon}$ can be reduced to those of $L_{\varepsilon}$ which were already given in Subsection 3.1 and 3.2.

Theorem 3.4. For any positive integer $d \mid (n-1)$, we have

$$N_{\varepsilon}^n \left( \frac{n-1}{d} \right) = N_{\varepsilon}^{n-1} \left( \frac{n-1}{d} \right)$$

(3.46)

$$N_{L_{\varepsilon}}^n \left( \frac{2n-1}{d} \right) = \begin{cases} N_{\varepsilon}^{n-1} \left( \frac{2n-1}{d} \right) & \text{for an odd integer } d \\ 0 & \text{for an even integer } d \end{cases}$$

(3.47)

for $l = 1, 2, \ldots, n-1$.

The proof is omitted.
It may be noted that an n-state configuration in $X_n$ can attain to some RVC at least $\ell$ applications of $L_{\omega_k}^{\ell}$ $(L_{\omega_k}^{\ell} = 1, 2, \ldots, n-1)$, i.e., the length of transient phrase is at most $\ell$.

On the other hand it is immediately to observe that any n-state configuration in $X_n$ except $(1, 1, \ldots, 1)$ ($(0, 0, \ldots, 0)$) belongs to a transient phrase under the operator $L_{\omega}(L_{\omega}^{-})$, while the n-state configuration $(1, 1, \ldots, 1)$ ($(0, 0, \ldots, 0)$) in $X_n$ constitutes a RVC with length one under the operator $L_{\omega}$ ($L_{\omega}^{-}$).
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