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Chapter 1 
Introduction 

 
 

1.1. Introduction 
Due to the rapid advance of computer technology, various numerical analysis 

techniques have been developed and applied to various problems in the rock 
engineering fields. Numerical simulation makes it possible to consider generation of 
microcracks that are difficult to measure in the experiment, and give us rational 
understandings for complicated fracturing process in many materials. 

Traditional numerical techniques, such as the finite element method (FEM) and the 
boundary element method (BEM) are powerful techniques for various problems in 
many areas of engineering and science, and can be applied to both quantitative and 
qualitative research. However, since these simulation algorithms relied on a grid or a 
mesh, adaptive techniques and complex remeshing procedures are required to treat 
nonlinear material behavior such as microcrack generation, large deformation and 
propagation of arbitrarily complex crack paths,. 

In contrast, the Distinct Element Method (DEM) is a numerical technique that 
originally developed for discontinuum materials, and directly represents grain-scale 
microstructural features of rock like materials [1,2], such as pre-existing flaws, pores, 
microcracks and grain boundaries. These grain-scale discontinuities in the DEM model 
induce complex macroscopic behaviors without using complicated constitutive 
laws/equations. This means that the DEM model may be more realistic and appropriate 
representation of rock fracturing comparing with other numerical simulation techniques 
such as FEM. 

The DEM have been applied for solving many rock mechanics problems at laboratory 
scales, such as triaxial testing of rocks with complete stress-strain curves [3], failure 
around a circler opening under biaxial compression [4], direct shear test of a rock 
fracture [5], acoustic emissions (AE) [6,7] and hydraulic fracturing tests of granite [8] 
for laboratory scale simulations. Also DEM has been used to simulate large field scale 
rock engineering problems such as tunnel/cavern excavation and evaluation of EDZ [3], 
tunnel face stability [9], design of tunnel lining [10], rock cutting and slope stability 
analysis [11]. However, the fracturing process of rock is complicated, and the damage 
behavior of brittle materials is still remains a challenging task. 

Based on this situation, in order to give the rational explanation to the complex 
fracturing process of brittle materials, a series of simulations are performed by newly 
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developed Distinct Element Method (DEM) code that can model the microcracking 
behavior in brittle materials. Although development of own calculation code from 
scratch is a long and tedious process, it should give us great advantages in numerical 
study. By developing own code, I know where everything is, and exactly what the code 
is doing. This information is useful for modification of source code and interpretation of 
simulation results.  

In this thesis, several new findings for the following three critical issues in rock 
engineering projects are presented. 

The first issue is to better understand the behavior and the properties of the brittle 
rock in the pre- and post-failure region. In particular, the post-failure behavior of the 
brittle rock is of significant importance for rock engineering because it directly 
influences the sudden and violent fracture of rock that well known as a rockburst in the 
mining industry. The rockburst was first reported in England in 1738, and now becomes 
one of the most serious geological hazards during deep underground excavation, such as 
the deep mining, the deep buried long tunnel and the long-term disposal of High-level 
Radioactive Waste (HLW). Therefore, the rockburst has attracted a high degree of 
attention in engineering geology and rock mechanics, and understanding of the 
mechanism of rock failure under compressive stress conditions is of vital interest. 
However, at present, it is still difficulties to accurately obtain the fracturing behavior of 
brittle rocks not only in laboratory experiments but also numerical simulations because 
it suddenly falls into uncontrolled when the compressive stress exceeds the peak 
strength. Therefore, a new approach which accurately describe the pre-failure as well as 
the post-failure behavior of brittle materials must be developed. 

The second issue is the hydraulic fracturing. Most of rock engineering projects, such 
as the production of hydrocarbon reservoirs and extraction of geothermal energy are all 
closely related to fluid flow in fractured rock mass. Since the conditions of fluid flow in 
many cases depend on the mechanical behavior of rocks, coupling between the liquid 
phase and the rock matrix should be considered. Hydraulic fracturing is a method used 
to create fractures. Highly pressurized fluid is pressed into the borehole, and an artificial 
fracture that extends from a borehole into rock mass is generated. Hydraulic fracturing 
technique is originally applied for the production of oil and natural gas [12]. Recently, 
hydraulic fracturing is also applied to disposal of waste by injection into suitable deep 
rock formations [13], heat production from the hot dry rock (HDR) geothermal reservoir 
[14,15], and as a method to measure the in situ stresses [16,17,18]. Whatever purpose it 
is, to use the hydraulic fracturing effectively and control the fracture geometry so as to 
maximize the benefits, it is necessary to clarify the mechanism of the hydraulic 

 2



fracturing. Hydraulic fracturing processes are affected by many factors, such as grain 
size of the rock [19], permeability of the rock [20,21], viscosity of the fracturing fluids 
[22,23], confining pressure [24,25], etc. Therefore, even at present, it is still difficult to 
investigate the hydraulic fracturing mechanisms consistently due to the complicated 
process of the hydraulic fracturing and the multitude of variables involved. 

The third issue is to clarify the hydraulic fracturing behavior in unconsolidated sands. 
Recently, hydraulic fracturing is applied on various conditions, even if the targeted 
strata are located below sea bottom. One of the applications is production of the 
methane hydrate. The methane hydrate is expected as a new energy resource that takes 
the place of oil and gas [26]. The methane hydrate mainly exists in unconsolidated 
sediments below a sea bottom, and it takes neither a form of gas nor liquid but ice-like 
solid. However, the technique of hydraulic fracturing mentioned above has been 
originally developed assuming to be applied to consolidated rock, such as sandstone and 
granite, but not unconsolidated sediments, such as sand and mud layer. Therefore, it is 
unclear whether fracture-like structure is formed or not when high fluid pressure is 
applied to such unconsolidated sediments in hydraulic fracturing procedure. To clarify 
the hydraulic fracturing behavior in unconsolidated sands, and to design it effectively, a 
new approach different from the conventional theoretical model for the consolidated 
rock is required. 

In this chapter, the previous researches on these subjects are reviewed, and the 
objectives and outline of this thesis are presented. 
 
 

1.2. Literature review 
1.2.1 Fundamental brittle rock fracturing 

The brittle fracture of rocks has been the most studied issue in rock mechanics fields, 
and it is commonly agreed that the microcracking in brittle rock is very important 
because macroscopic behaviors, such as fracture and local failure, are strongly 
controlled by the generation and interaction of microcracks [27]. Actual rock specimen 
contains many pre-existing flaws such as pores, microcracks and grain boundaries. The 
fracturing process of rock is complicated and sometimes shows probabilistic aspects 
because such microstructures in a rock specimen cause the heterogeneous transmission, 
orientation and concentration of microscopic forces and moments, which directly 
influence the sudden and violent fracture of rock 

In addition, the post-peak behavior of rocks is one of the key issues for rock 
mechanics problems because it is closely related to the sudden and violent fracture that 
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sometimes causes a serious disaster in some deep mines. It is called as the rockburst. 
For the better understanding such a mechanical behavior of brittle rocks, many 
laboratory experiments have been performed. In the 1960's, many uniaxial compression 
tests using high stiff testing machine were carried out to understand the failure 
mechanism of brittle rocks, and they enable to obtain the post-peak behavior of rocks 
such as complete stress-strain curves [28,29]. Wawersik [30,31] obtained successfully 
the complete stress-strain curves for various rocks using a stiff testing machine, and 
classified rock mechanical behavior under uniaxial compression into Class I and Class 
II according to complete stress-strain curves. For Class I behavior, axial strain rate 
keeps constant even though the axial stress exceeds the peak strength, and the 
stress-strain curve monotonically increases in axial strain. On the other hand, for the 
Class II behavior, it suddenly falls into uncontrolled when the axial stress exceeds the 
peak strength and the curve can not be obtained by usual manner. Therefore, it is 
necessary to control violent collapse of the specimen to obtain the Class II complete 
stress-strain curve [32]. Hudson et al. conducted the uniaxial compression tests with 
servo-controlled testing machine in which the radial strain rate was controlled constant, 
and obtained the Class II complete stress-strain curve successfully [33,34].  

Recently, servo-controlled testing machine is commonly used, and various 
experimental values were selected as the feedback signal. Sano et al. controlled inelastic 
volumetric strain rate [35]. Terada et al. accomplished the servo-controlled uniaxial 
compression test using AE rate [36]. Okubo et al. proposed the control method with 
linear combination of axial stress and strain [37,38]. These recently developed 
servo-controlled testing machines and various testing methods enable to investigate the 
failure behavior of rock in detail [39,40]. However, at present, there are still difficulties 
to obtain complete stress-strain curve of brittle rocks in the laboratory experiments, and 
the Class II post-peak behavior has not been sufficiently clarified. Therefore, a series of 
DEM simulation for fundamental rock tests are performed by using own DEM code, 
and new approaches to reveal the mechanisms of the brittle behavior of rock in the pre- 
and post-failure region are provided in this thesis. 
 
1.2.2 Hydraulic fracturing in consolidated rock 

To better understand the mechanics of hydraulic fracturing, a considerable amount of 
research both in laboratory and field scale has been carried out in the past few decades. 

Hubbert and Willis theoretically showed that hydraulic fracture is created by tensile 
crack and extend along the direction of maximum compressive principal stress [41]. 
According to their theory of hydraulic fracturing, the breakdown pressure associated 
with the formation of a radial fracture is given by 
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where  and 3σ  1σ are the maximum and minimum compressive stress and T is the 

ethods for measuring tectonic stress using the hydraulic 
fra

 applying the breakdown 

lve these problems, Haimson [43,44] developed a more sophisticated model and 
th

ustic 

echanisms of the 

tensile strength of the rock. 
Based on their theory, m
cturing have been developed and applied to problems in mining engineering, civil 

engineering, petroleum engineering and geophysics [16,42]. 
  However, several problems remain to be investigated in
pressure to the tectonic stress measurements. One major problem for the breakdown 
equation derived from Hubbert and Willis is that they further assumed the pressurized 
wellbore fluid did not infiltrate into the rock matrix prior to the fracturing. Neglecting 
the infiltration of the fluid would lead the overestimation of the maximum principal 
stress. 

To so
eoretically derived an expression similar to equation (1.1) when fluid penetration 

occurs. Ito et al. [17,20] developed a new theory based on the point stress criterion. The 
point stress criterion assumes that the fracture would initiate when the tensile stress 
inside the rock (not on the borehole surface) reaches the tensile strength of a rock. 
  To validate these theoretical models mentioned above, monitoring of aco
emission (AE) has been used to clarify how the hydraulic fracturing extends. The AE 
monitoring was widely applied to investigate the hydraulic fracturing behavior at large 
field scale [45], such as HDR geothermal energy extraction [46,47], reservoir 
stimulation in the hydrocarbon industry [48,49] and in waste reinjection experiments 
[50]. Also the AE monitoring has been applied to laboratory scale hydraulic fracturing 
experiments. Based on the results of laboratory experiments, Lockner and Byerlee [51] 
proposed a relationship between flow rate and AE. Zoback et al. [22] showed that 
viscous fluids could induce fractures in the maximum compressive stress direction even 
though the borehole included pre-existing cracks crossing in other directions. Matunaga 
et al. [19] and Sasaki et al. [52] examined fracturing mechanisms in granite, marble, 
andesite and acrylic by obtaining AE source locations and fault plane solutions. Ishida 
et al. [23] carried out laboratory hydraulic fracturing experiments with slick water and 
high viscous oil, and investigated the influence of the fluid viscosity. 
  However, although AE monitoring experiment revealed the m
hydraulic fracturing from the recorded AE wave form, the results does not generally 
agree with assumed mechanisms in conventional theoretical models. Most of the fault 
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plane solutions derived from AE events that are recorded during both in laboratory and 
field scale have been classified as the shear type mechanism, whereas the theoretical 
models based on the linear elastic fracture mechanics (LEFM) theory generally assume 
tensile fracture growth. The disagreement between conventional theory and the AE 
monitoring results has not yet been solved.  

Moreover, efforts to give the rational explanation to such disagreement and to better 
un

.2.3 Hydraulic fracturing in unconsolidated sands 
 petroleum industry, but also in 

ing importance of hydraulic fracturing, a significant amount of 
wo

 conventional models for hydraulic-fracture are based on the LEFM theory. 

derstand the hydraulic fracturing mechanism have been made using the numerical 
simulation. The FEM and the BEM have been used to simulate hydraulic fracturing in 
complex three-dimensional structures [53,54]. Al-Busaidi et al. [55] performed the 
simulation of hydraulic fracturing in granite by using the DEM, and compared the 
results with the AE data from the experiment. However, the previous simulation results 
did not solve sufficiently the disagreement mentioned above. Hence, in this thesis, 
simulations for hydraulic fracturing in consolidated rock are performed by using the 
flow-coupled DEM code to discuss the influence of the fluid viscosity and the particle 
size distribution, and to obtain insights that gave the rational explanation to the 
disagreement between conventional theory and the AE monitoring results. 
 
1
  Hydraulic fracturing is now widely used not only in
many other fields. Thousands of operations are successfully conducted in very diverse 
geological settings.  

Due to the increas
rk has been done in the theoretical modeling of hydraulic fractures in rocks in the last 

half century. Earlier works on theoretical modeling of hydraulic fracturing involved to 
find approximate solutions for simple fracture geometries. The model developed by 
Perkins and Kern [56] adapted the classical plane strain crack solution of Sneddon and 
Elliot [57], so-called the PK model. The work by Perkins and Kern was further 
improved by Nordgren [58] and this model is called the PKN model. In the PKN model, 
the effect of fluid loss into the surrounding rock mass was investigated. Another model, 
known as the KGD model was developed by Khristianovic and Zheltovand [59] and by 
Geertsma and de Klerk [60]. This model assumes that the fracture deformation and 
propagation evolve in a situation of plane strain. Moreover, analytical solutions for 
Penny-shaped or radial crack problems are given by Sneddon [61]. Abé et al. [62,63] 
considered the dynamics of linearly propagating three-dimensional penny-shaped 
cracks. 
  These
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LEFM assumes that the material is isotropic, linear elastic and impermeable or low 
permeable, and that the inelastic deformation is small compared with the size of the 
crack. Based on the assumptions, the stress field near the crack tip is calculated using 
the theory of elasticity, and the fractures initiate and propagate when the stress intensity 
factor at crack tip exceeds the material fracture toughness. However, unconsolidated 
sands are characterized by extremely high permeability, little or no tensile strength and 
non-linear mechanical behavior. Hence, fluid leak off and large non-linear tip 
deformations become very important for fracture initiation and growth.  

Therefore, LEFM can not explain sufficiently the hydraulic fracturing in 
un

McElfresh [64] performed a series of hydraulic 
fra

Lullo et al. [68] provided an alternative mechanism for the initiation and 
pr

 models for the numerical simulation of the hydraulic fracturing 
pr

consolidated sands. In fact, field data show that conventional models relying on 
classical brittle-rock fracture mechanics do not adequately represent fracturing in poorly 
consolidated rocks [64-67]. To obtain the knowledge concerning the fundamental 
aspects of hydraulic fracturing in unconsolidated sands, and to resolve the various 
problems of interpretation, control, and promotion of failure, extensive studies have 
been conducted in last few decades. 

For example, Khodaverdian and 
cturing injection experiments in unconsolidated sands, and found that fracture 

propagation in unconsolidated sands is primarily a result of shear failure in a process 
zone ahead of the fracture tip. They also suggest that the shear failure is governed by 
pore pressure increase within the fracture tip due to the permeation of the fracturing 
fluid. 

Di 
opagation of the shear-failure zones based on their experiments. Chang [69] 

conducted several experiments to investigate the principal fundamental mechanisms of 
hydraulic fracturing in particulate materials and determine relevant scaling relationships. 
Moreover, de Pater and Dong [70] injected bentonite slurry into the borehole without 
creating a clear fracture, and observed large shear deformation starting from the 
borehole. Wang and Sharma [66] measured the mechanical properties of poorly 
consolidated sands. 

In addition, some
ocess have been presented. Zhai [71], Zhai and Sharma [72] proposed a new approach 

to modeling the mechanical behavior of unconsolidated sands that models permeability 
and porosity as a function of effective stress. As a result, they successfully reproduced 
the creation of an anisotropic zone of increased porosity and permeability along the 
plane of maximum in-situ stress. Wu [73] introduced a hydraulic fracturing model that 
explicitly describes the fracture front and the fluid flow. The model is consistent with 
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experimental observations and is based on the physical mechanism of shear band. A 
numerical simulation using a two-dimensional finite difference program (FLAC2D) was 
conducted to gain insight into the shear band hypothesis. Moreover, they also conducted 
a series of numerical experiments to model fluid injection into a particulate material by 
using the commercially available DEM code (particle flow code: PFC). These works 
presented successful results in particular geological conditions. However, they could not 
be used to predict the fracturing behavior in unconsolidated sands under different and 
untried geological conditions. 

Regarding this situation, Igarashi et al. [74,75] performed a series of laboratory 
hy

1.3. The objectives and the outline of this thesis 
As mentione imulations for 

th

ibes the two-dimensional (2-D) DEM approach to model the mechanical 

2) e brittle failure of rocks in both pre- and post-failure 

3) nstrate that this application replicates real hydraulic fracturing behavior in 

4)  sand and discuss the 

   as 

draulic fracturing experiment under true triaxial compression in unconsolidated sand 
specimen with varying control parameters such as the properties of materials and 
injected fracturing fluids, boundary conditions, initial stress states, and injection 
volumes and rates. As a result, it is found that the hydraulic fracturing behavior is 
strongly affected by the viscosity of fracturing fluid, the pressurization rate and the 
permeability of the specimen. However, the detail of the mechanism for hydraulic 
fracturing behavior has not been sufficiently clarified. Therefore, in this thesis, a new 
DEM code for the unconsolidated sand is developed, and the mechanism of the 
hydraulic fracturing in the unconsolidated sands was discussed in detail to give rational 
explanation to the hydraulic fracturing behavior observed in the laboratory experiments. 
 
 

d in the first section, in this thesis, the results of the DEM s
e three critical issues in rock engineering projects are presented. The objectives of this 

thesis are; 
1) to descr

behavior of consolidated rock; 
 to discuss the mechanism of th
region; 
 to demo
consolidated rock and obtain insights that gave the rational explanation to the 
hydraulic fracturing behavior observed in actual experiments; 
 to develop a new DEM code applicable to unconsolidated
mechanism of the hydraulic fracturing behavior in unconsolidated sands in detail. 
This thesis contains seven chapters. The outline of each chapter is described

follows. 
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  In chapter 1, the previous researches on these subjects are reviewed, and the 

he mechanical behavior of bonded 

er 3, as the fundamental research of the rock fracturing, a simulation for 

 compression tests was 

sity and 

er developed, 

s and findings obtained from this study and future works are 
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Chapter 2 
Effects of particle number and size distribution               

on macroscopic mechanical properties of rock models in DEM 
 
 

2.1. Introduction 
 All DEM simulations require proper selection of microscopic parameters such as 

stiffness and strength of the bonds between particles [1,2]. These microscopic 
parameters are decided by means of calibration processes in both laboratory scale and 
field scale depending on the intended application of the DEM model. Although the 
desirable set of microscopic parameters used in the DEM decided mainly by try and 
error, there have been many attempts to improve and simplify the calibration procedure 
[3]. 

On the other hand, there has been no commonly accepted standard to determine the 
model geometry, such as model scale, particle size distribution and the number of 
particles. For most of applications, the sizes of models and particles are determined not 
according to material behavior but engineering needs or computer memory limitations, 
often without checking their impacts on final results. A great number of particles are 
required to reproduce the microscopic features of an actual rock. However, the DEM 
simulation with too many particles requires significantly long time for calculations. 
Therefore, the number of particles and particle radius should be selected not only to 
decrease the variance for calculated values of macroscopic mechanical properties, but 
also to perform simulations/calculations effectively. This is important issue because the 
model geometry significantly influences on microstructural features of the DEM model 
[2,4-7]. Koyama et al. [4] showed that the variance of the calculated macroscopic 
mechanical properties such as Young’s modulus and Poisson’s ratio increase 
significantly as the number of particles decreases. 

Regarding this situation, a number of rock models have been developed, and the 
uniaxial compression tests, uniaxial tension test and Brazilian tests are simulated by 
newly developed DEM code [8-10]. In this study, the simulation results are compared 
with the results obtained from the laboratory tests to verify the applicability of the DEM 
code. Moreover, the influence of the model geometry, such as model scale, the number 
of particles and particle size distribution are discussed in detail. 
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2.2. Simulation Methodology 
2.2.1 Formulation of mechanics of bonded particles 
 In this study, two-dimensional distinct element method (2D DEM) was employed. 

The DEM for granular materials was originally developed by Cundall and Strack [1]. 
The calculations performed in the DEM can be expressed as the translational and 
rotational motion of particles with the force and moment acting at each contact of the 
particles. The force-displacement law is employed to calculate the contact forces and 
moment generated from the relative motion of particles at each contact. The forces and 
moment calculated from all contacts on a particle are summed yielding a resultant 
forces and moment, and Newton’s second law gives the translational and rotational 
motion of particles resulting from the contact force and moment acting between 
particles. The new state of contacts is re-evaluated by the newly computed translational 
and rotational motion of particles, and a new cycle of computation progresses.  

Since thorough details of fundamental DEM algorithm can be seen in Refs.1 and 2, 
only a summary of formulation for the mechanical behavior of bonded particles which 
seems to be the primary difference between the DEM code used in this research and the 
parallel-bond model in the PFC2D [2] will be given in this chapter. 

Though the DEM is one of the numerical techniques based on the discontinuum 
model, it can be applied also to the continuum by introducing bonds between particles. 
In two dimensional DEM, the intact rock is modeled as a dense packing of small rigid 
circular particles. Neighboring particles are bonded together at their contact points with 
a set of three kinds of springs as shown in Fig.2.1 and interact with each other. 
 
 
 
 
 
 
 (a) Normal spring (b) Shear spring 

(c) Rotational spring 

Fig.2.1  Three kinds of springs between two bonded particles. 
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The increments of normal force , the tangential force , and the moment  can be 
calculated from the relative motion of the bonded particles, and are given as 

nf sf θf

 

( )ijnn dndnkf −=       (2.1) 
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where, ,  and are the stiffness of normal, shear, and rotational springs, 
respectively; ,  and 

nk sk
dn

θk
ds θd  are normal and shear displacements and rotation of 

particles;  and  are the radii of the bonded particles. A bond between the particles 
is presented schematically as a gray rectangle in Fig.2.2, where, L and D are the bond 
length and the bond diameter, respectively. D is obtained from harmonic mean of the 
radius of two particles. L and D are given by 
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Since the DEM is formulated as a fully dynamic system, small amounts of viscous 
damping are necessary to provide dissipation of high-frequency vibration. If contact 
damping was not introduced, the assemblies will not be able to reach exact equilibrium 
condition. Contact damping operates on the relative velocities at the contacts and is 
represented by dashpots acting in the normal and shear directions at the contact points.  

Since the simulation of laboratory rock tests, such as uniaxial compression test, 
require quasi-static loading, the coefficients of viscous contact damping are determined 
to provide critical viscous damping that approximates quasi-static loading. The 
coefficients of viscous contact damping in both normal and shear directions are given 
by  and , respectively with the following equations. nC sC
 

nijn kmC 2=        (2.6) 

nsns kkCC =       (2.7) 

 
where,  is given by the weight of two particles  and . ijm im jm
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If the stiffness of the springs, 

n
, 

s
 and 

θ
 are set as tuning parameters treated 

independently, a large effort will be required to determine appropriate values for them. 
Therefore, the stiffness of the normal and rotational springs,  and are calculated 
using beam theory, and the stiffness of shear springs  is calculated by multiplying 
the stiffness of the normal spring  and a constant stiffness ratio α. Thus, the stiffness 
of the springs given by the following equations 
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where, A is the cross-sectional area of the bond, and I is the moment of inertia of the 
bond.  is the Young’s modulus of particle and bonds. The moment of inertia I 
depends on the shape of the cross-section, and rectangular cross-section is assumed in 
this study. 

pE

Young's modulus  given to the particles and stiffness ratio pE α  are microscopic 
parameters, and these values are different from Young's modulus and the Poisson's ratio 
of the rocks obtained from the laboratory experiments and simulation of the uniaxial 
compression tests.  

The normal stress σ  and shear stress τ  acting on the cross-section of the bond are 
calculated using the following equations. The stress and the strain are positive in 
compression. 

D
fn=σ         (2.12) 

D
f s=τ         (2.13) 

 
2.2.2 Microcrack generation and classification of crack modes 

When σ  exceeds the strength of normal spring cσ  or τ  exceeds the strength of 
shear spring cτ , then the bond breaks and three springs are removed from the model 
altogether. Each bond breakage represents the generation of microcracks. As shown in 
Fig.2.3, a microcrack is generated at the contact point between two particles, and the 
direction of it is perpendicular to the line joining the two centers. 
 

(Bond break criterion 1)   cσσ ≥  and stress) (Tensile  0<σ   
(Bond break criterion 2)   cττ ≥   

 
 
 

Fig.2.3  Crack position and direction.

Crack direction

Crack position 

 
 

σ
 

τ 
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In the parallel-bond model developed by Potyondy and Cundall [2], the moment 
acting on the parallel-bond (which is expressed as elastic beam) contributes the normal 
stress acting on the particles. This means that the bond breakage is judged by the 
maximum tensile stress acting on the cross-section of the assumed elastic beam of their 
model. On the other hand, in this study, since the spring is introduced to restrict the 
rotation of the particles and used only to calculate the moment acting on the particles, 
the normal stress calculated by equation (2.12) does not include the moment of the 
elastic beam. This means that the bond breakage in the model presented here is judged 
by the average normal stress acting on the cross-section of the assumed elastic beam. 
This is the difference in the mechanism of particle bondage between the parallel-bond 
model proposed by Potyondy and Cundall and the model presented in this research. 

In the AE measurement during the laboratory experiment, the AE hypocenter can be 
calculated from the arrival time of the P-wave first motion and the source mechanism of 
AE events are determined from the spatial distribution of the P-wave first motion 
polarities [11]. For tensile cracks, all sensors detect the P-wave first motion as 
compression wave. On the other hand, for shear cracks, both compressional and 
dilatational P-wave first motions are detected as shown in Fig.2.4. This polarity of the 
P-wave first motion will depend on the stress state at the crack generation. Therefore, in 
this study, the crack modes can be classified using shear-tensile stress ratio στ  
regardless of broken spring type (normal or shear springs) as follows. 
 
(Crack classification criterion 1) 1≤στ  and Lstress) (Tensile 0<σ Tensile Crack 
(Crack classification criterion 2) 1>στ  and Lstress) (Tensile 0<σ Shear Crack 
(Crack classification criterion 3) Shear Crack L stress) ve(Compressi   0>σ

 
 

Fig.2.4  Polarity of P-wave first motions. 

Compression (up) 

Compression (up) 

Dilatation (down) 

Dilatation (down) 
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When a microcrack is generated, the strain energy stored in both normal and shear 
springs at the contact point is released. This produces a force imbalance, and subsequent 
stress redistribution induces an AE event. The magnitude of this AE event is related to 
the kinetic energy generated in the model, which propagates outward from the bond 
breakage points.  

Though the strain energy at the contact point does not equal to the magnitude of AE 
event, the magnitude of AE event would strongly relate to the released strain energy. For 
this reason, the strain energy  calculated using equation (2.14) is assumed to be the 
energy corresponding to the magnitude of AE event. 
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2.2.3 Contact behavior between unbonded particles 
  When the unbonded particles are in contact or particles with bond breakage are again 
in contact with each other, springs and dashpots are introduced into the contact points in 
both normal and tangential directions, and compressive normal force  and tangential 
(frictional) force  act at the contact points. The no-tension constraint condition should 
be satisfied for the springs in the normal direction. The increments of normal contact 
force  and the tangential contact force  are given as 
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The stiffness of the contact springs in the normal direction is given by the following 
equation using the normal compression force F based on the Hertz’s contact theory 
[12,13]. Fig.2.5 shows the analytical model for Hertz theory of elastic contact. 
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where, r is the particle radius and dcontact is the diameter of the contact surface.  and pE

pν  are Young’s modulus and Poisson’s ratio of particles, respectively. 
When particles and a flat plate (wall boundary) such as the loading platen are in 

contact, the stiffness of contact springs in the normal direction is given by the following 
equations [12,13]. 
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where,  and wE wν  are Young’s modulus and Poisson’s ratio of the wall. Equation 
(2.17) and (2.18) represent the contact between cylinders, and Equation (2.19) and 
(2.20) represent the contact between a cylinder and a flat plate. More thorough details of 
these equations can be seen Refs.12 and 13. 

The stiffness of shear contact springs  can be calculated by multiplying the 
stiffness of the normal contact spring  and a stiffness ratio, s, as follows:  

ssk

nnk
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where the stiffness ratio, s, can be calculated from shear modulus G and Young’s 
modulus E as 
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 Fig.2.5  Analytical model for Hertz theory of elastic contact. 
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The coefficients of viscous contact damping in both normal and shear directions,  
and  can be expressed as 

nnC

ssC

nnijnn kmC ⋅= 2       (2.23) 

nnssnnss kkCC =       (2.24) 

If the frictional force  exceeds the critical value , the slip occurs at the contact 
points between the particles and the frictional force  will be replaced to . 
According to the Coulomb’s frictional law, the critical value  is calculated by the 
following equation.  

sf maxsf

sf maxsf

maxsf

nps ff ⋅= φtanmax       (2.25) 

where pφtan  is a coefficient of friction. 
 
 

2.3. Overview of the simulation for each rock test 
2.3.1 Uniaxial compression test 

Fig.2.6(a) shows the loading condition for the simulation of uniaxial compression 
tests. The platen under the rock model was fixed and the upper loading platen was 
moved downward slowly at a certain displacement rate to simulate the uniaxial 
compression tests. Frictional force was acting between the rock model and the platens.  

The axial stress applied to the rock model during the uniaxial compression test was 
calculated from total force acting on the upper loading platen from particles and model 
width. The strain is calculated by displacements of the monitored particles. As shown in 
Fig.2.6(a), four particles located slightly inside from the edge of the rock model are 
selected, and the displacement of these particles was measured. The distances between 
measuring points is 90% of the rock model width and height, respectively. Axial strain 

1ε  and radial strain 2ε  can be calculated using the following equations.  
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where superscript 0 and t means initial and measuring time, respectively. Plane strain 
condition is assumed to calculate elastic macroscopic parameters, and Young’s modulus 
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and Poisson’s ratio were calculated according to the ISRM (International Society for 
Rock Mechanics) Suggested Method [14,15].  
 
2.3.2 Uniaxial tension test 

Fig.2.6(b) shows the loading condition for the simulation of uniaxial tension tests. 
The same rock model as the uniaxial compression test is used for the uniaxial tension 
test. As shown in Fig.2.6(b), particles located both top and bottom end of the model are 
selected, and these particles are directly moved upward or downward to reproduce the 
uniaxial tension test. Tensile strength is calculated from the total tensile force that acted 
on the selected upper particle and the width of the model. 
 
2.3.3 Brazilian test 

As shown in Fig.2.6(c), a circular rock model is used for the Brazilian test. The platen 
under the rock model was fixed and the upper loading platen was moved downward 
slowly at constant displacement rate. Tensile strength of the rock model T is calculated 
from the total force acts on the upper loading platen and the diameter of the model by 
the following equation. Because it is a two dimensional simulation, the length of the 
model l is assumed to be 1. 
 

    
dl

F
T platen

π
2

=        (2.28) 

 
 

2.4. Calibration of microscopic parameters 
2.4.1 Particle packing procedure 

There are two typical methods for modeling (packing) the rock as an assembly of 
particles bonded with each other [2,16-20]. One is a method of dropping the particle. 
The particles are dropped by gravity, and accumulated. This state is assumed to be an 
initial state. The other is a method of setting the radius and the initial position of the 
particles directly by using the random number. The former has the advantage that the 
modeling can be done by an easy operation. However, it needs a long time for the 
modeling, and complex shape model cannot be modeled. On the other hands, the latter 
method enable us to model the complex shape model in comparatively short time 
though it needs a complex operation compared with the former method. In this research, 
the latter method is employed, and all the rock models used in the simulations are made 
according to the following procedures. 
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Fig.2.6  Schematic overview of the loading condition for the simulation of each rock 
test. (a) uniaxial compression test. The measuring points for the axial and 
radial strain were located slightly inside from the edge of the rock model. The 
distance between two measuring points is 90% of the rock model width or 
height. (b) uniaxial tension test. (c) Brazilian test. 

(c) Brazilian test 
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The particle radius was selected following a uniform distribution between maximum 
and minimum radius using random number. First, four particles were arranged in the 
corner of the model as shown in Fig.2.7(a).  

Next, particles were aligned along one side of the model as shown in Fig.2.7(b) and 
only the last one particle radius is decided manually to exactly contact with the particle 
already arranged. This process is repeated four times to enclose the model as shown in 
Fig.2.7(c). By this operation, every side of the model can be smoothed, and the loading 
stress can act on the model uniformly. As shown in Fig.2.7(d), after arraying particles 
along the every side of the model, the inside of the model is filled with particles. The 
new particle was arranged to contact with the pre-existing particles with at least three 
contact points. This process is repeated until a new particle with minimum radius can 
not be arranged.  
 
 
 
 
 The last one particle 

radius is decided to 
just contact with 
existing particles. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.7  Particle packing method. 

(d) Put on a new particle tangent to 
the pre-existing particles. 

New particle 

(a) Four particles are arranged 
in the corner of the model. 

(b) Particles are aligned along 
one side of the model. 

1 

4 

3 

2 

(c) Process (b) is repeated four 
times to enclose the model. 
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When the number of contact points for each particle is less than three, the radius of 
the particle is modified and/or the position of the particle changed so that the number of 
contact points become at least three. Using this packing method, it is possible to 
generate particles in a domain with complicated geometry in relatively short time. 

Although the microscopic parameters, such as Young's modulus and strength of the 
spring, are the same through the rock models, the stresses that act between particles are 
evaluated by equation (2.12) and (2.13) by using the radius of the particles. Therefore, 
the stress distribution in the rock models becomes heterogeneous due to the difference 
of the radius of each particle. 
 
2.4.2 Calibration results 

For the proper simulations using DEM, appropriate microscopic parameters should be 
selected. Therefore, preliminary simulations of the uniaxial compression tests, the 
uniaxial tension tests and the Brazilian tests were performed for the calibration of 
microscopic parameters, and the microscopic parameters should be adjusted to represent 
the macroscopic mechanical properties obtained from these rock test simulations.  

The calibration is performed for four macroscopic parameters, such as the Young’s 
modulus, the Poisson’s ratio, the tensile strength and the uniaxial compressive strength 
(UCS) of the rock model. The UCS of the rock model is obtained from the simulation of 
the uniaxial compression tests, and the Young's modulus and the Poisson's ratio of the 
rock model is calculated from the stress-strain relations.  

Since the uniaxial tension tests have been rarely carried out in the laboratory 
experiments, relatively easy Brazilian tests were generally conducted to obtain the 
tensile strength of the rock specimen. However, using the DEM, both uniaxial tension 
test and Brazilian test can be simulated easily. Hence, both the uniaxial tension test and 
Brazilian test were performed to calculate accurate tensile strength of the rock models. 
 Microscopic properties of the DEM model are shown in Table 2.1, and the calibration 
results are summarized in Table 2.2. The calibration results shown in Table 2.2 were 
decided by using one of the rock models that belong to Group D which will be 
mentioned in section 2.5.2, and the Young's modulus and the Poisson's ratio for steel 
was selected for the material properties of loading platens. 

Although it is pointed out that the tensile strength of the rock model obtained from 
the calibration is larger than the experimental results when parallel-bond model that 
Potyondy and Cundall constructed is used [2,5], appropriate calibration results, such as 
not only the UCS, Young's modulus, and Poisson’s ratio but also tensile strengths of the 
rock model were obtained [21].  
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Particle density:     2500 kg/m3 

Friction coefficient of platen ( wφtan ):  0.5 
Poisson’s Ratio of platen ( wν ):   0.3 
Young’s modulus of platen ( wE ):   200GPa 
Friction coefficient of particle ( pφtan ):  0.3 
Poisson’s ratio of particle ( pν ):   0.3 

ROCK MODEL DATA 

Table 2.1 Rock model properties and calibration results. 

Young’s modulus of particle ( pE ):   145.0 (GPa) 
Shear/normal spring stiffness ratio (α ):  0.30 
Shear strength of bonding ( cτ ):   245.0 (MPa) 
Tensile strength of bonding ( cσ ):   60.0 (MPa) 

TUNING PARAMETERS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 Table 2.2 Calibration results. 

-Uniaxial compression test- 
UCS of rock model:  
Young’s modulus of rock model: 
Poisson’s Ratio of rock model: 
 

-Uniaxial tension test- 
Tensile strength of rock model: 
 

-Brazilian test- 
Tensile strength of rock model: 

Simulation 
189.2 (MPa) 
71.4 (GPa) 

0.261 
 
 

16.2 (MPa) 
 
 

15.4 (MPa) 

Experiment 
100 - 250 (MPa) 

50 - 75 (GPa) 
0.1 - 0.26 

 
 
 
 
 

7 - 25 (MPa) 

 
 
 
 
 
 
 
 
 
 
 
2.4.3 The fracturing behavior in the simulation of each rock test 

Fig.2.8(a), (b) and (c) show the typical results of fracture growth pattern, transition of 
axial stress and the number of microcracks in the simulation of uniaxial compression, 
uniaxial tension and Brazilian tests, respectively. As shown in Fig.2.8(a), the 
microcracks generated in low stress level were widely distributed over the whole model, 
and the number of microcracks increases gradually as the axial stress increases. When 
the axial stress exceeds the peak strength, the number of microcracks increased rapidly. 
A macroscopic fracture had been formed by connection of many microcracks, and 
finally the model resulted in collapse in a very short time. Such fracturing behavior of 
rock model under uniaxial compression will be discussed in detail in Chapter 3. 
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 Fig.2.8  The features of microcrack generations in the simulation of each rock test. 

The left shows the spatial distribution of microcracks at the end of the 
simulation. The solid lines indicate the crack generations. The right shows 
the transition of axial stress and the number of microcracks. 
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As shown in Fig.2.8(b) and (c), fracturing behaviors in Brazilian test and uniaxial 
tension test are different from that in uniaxial compression test. Macroscopic fracture in 
Brazilian test and uniaxial tension test are formed by the growth of a single fracture. In 
Brazilian test, a macroscopic fracture propagates along the direction of the loading axis.  

On the other hand, a macroscopic fracture is generated at near center of the model 
and develops orthogonal with the loading axis of uniaxial tension test. As shown in 
Table 2.2, the tensile strengths of the rock model obtained from Brazilian test and 
uniaxial tension test are almost the same. These fracturing behaviors obtained from the 
DEM simulations are well in agreement with general tendency of experimental results. 
 
 

2.5. Results and discussion 
2.5.1 Loading rate 

In general, the loading rate for an actual rock tests must be slow enough to obtain the 
stable results. However, because of the limitation of the computational power and 
stability issues arising from the explicit time integrator that typically used in these 
simulations, significantly small time steps must be used in DEM. Since a number of 
iterations are required, DEM simulations cannot use the same loading rate as an actual 
rock tests. For this reason, the effect of the loading rate should be discussed at first. 
Therefore, a series of simulations are performed with different loading rates to decide 
the proper loading rate for stable and effective simulations.  

Fig.2.9 shows the relation between the macroscopic mechanical parameters obtained 
from each rock test simulation and the reciprocal of the loading rate. The reciprocal of 
the loading rate is used for x-axis to make clear the relation between the macroscopic 
parameters and the loading rate.  

Fig.2.9(a) shows the coefficients of variation of macroscopic mechanical properties. 
The coefficient of variation is calculated as the ratio of the standard deviation to the 
mean value of each macroscopic mechanical property for each group, and it is a useful 
statistic for evaluation of the degree of variation.  

As shown in Fig.2.9(a), it is found that the coefficients of variation of macroscopic 
mechanical properties decrease with increase of the reciprocal of the loading rate, and 
that the coefficients of variation decrease sufficiently when the reciprocal of the loading 
rate to become ten or more. According to the former research presented by Moon et al. 
[22], when the loading rate in the DEM simulation is greater than the critical strain rate, 
the strength of the rock model is over estimated because of the inertial effects. 

 30



 
 
 
 
 
 
 
 
 
 
 

1/loading rate (s/strain) C
oe

ffi
ci

en
t o

f v
ar

ia
tio

n 
(%

) 

(a) Coefficient of variation 

0

2

4

6

8

10

12

14

16

0.1 1 10 100 1000

UCS

Young's modulus

Poisson's ratio

Brazilian test

Uniaxial tension test

U
C

S 
(M

Pa
) 

(b) Uniaxial compressive strength (UCS) 
1/loading rate (s/strain) 

150

160

170

180

190

200

210

220

0.1 1 10 100

Average

 
 
 
 
 
 
 
 
 
 
 

Yo
un

g’
s m

od
ul

us
 (G

Pa
) 

(c) Young’s modulus 
1/loading rate (s/strain) 

0
10
20
30
40
50
60
70
80
90

100

0.1 1 10 100

Average Po
is

so
n’

s r
at

io
 

(d) Poisson’s ratio 
1/loading rate (s/strain) 

0.15

0.20

0.25

0.30

0.35

0.1 1 10 100

Average

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.9  Relations between the reciprocal of loading rate and macro properties of 
rock model. 
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Fig.2.9(b)-(f) show the comparison of the macroscopic properties, such as UCS, 
Young’s modulus, Poisson’s ratio, uniaxial tensile strength and indirect (Brazilian) 
tensile strength, as a function of the reciprocal of the loading rate, respectively. As 
shown in Fig.2.9(b)-(f), the averages of all macroscopic mechanical properties are 
almost constant regardless of the reciprocal of the loading rate.  
  Based on these results, loading rates used in all DEM simulations are determined for 
the reciprocal of the loading rate to become ten or more to obtain stable and effective 
simulation results. 
 
 
2.5.2 The number of particles 

In this section, the rock models that belong to four groups (Group A, B, C and D) 
with different particle number were generated to discuss the influence of the number of 
particle on the macroscopic mechanical properties. For each group, 16 rock models 
were generated, and totally 64 stochastic particle models were created. The locations of 
particles in each model were generated randomly. 

The parameters for each group are summarized in Table 2.3, and Fig.2.10 shows the 
close-up view of rock models for each group as examples of particle system geometry 
varying in the number of particles. The size of all rock models for uniaxial compression 
test and uniaxial tension test are 51mm in width and 143mm in height. The rock models 
for the Brazilian test in each group were made by the same number of particles as the 
rock models used in the uniaxial compression tests. For this reason, the diameter of the 
rock model for the simulation of Brazilian test was decided to 96mm. The ratio of 
maximum/minimum particle radius of all models is 2, and the average number of 
particles of rock models in Group A, B, C and D are about 1000, 2500, 5000 and 10000, 
respectively. In Table 2.3, the word “porosity” means the percentage of the void space 
(pore) in the rock models. The particles are closely arranged as the porosity decreases. 
The uniaxial compression, the uniaxial tension, and the Brazilian tests were simulated 
by using these rock models. Here, the same microscopic parameter shown in Table 2.1 
was used for all the simulations. 

Fig.2.11(a) shows the relation between the coefficients of variation of macroscopic 
mechanical properties and the number of particles of rock model. As shown in 
Fig.2.11(a), the coefficients of variation of macroscopic mechanical properties decrease 
with an increase of the number of rock models. In particularly, in the Group D, the 
coefficients of variation of all macroscopic mechanical properties are less than 10%, 
and stable results can be obtained. 
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Table 2.3  Four data sets with different number of particles. 

For Brazilian test 
Diameter: 96mm 

For uniaxial compression (tension) test 
Width: 51mm 
Height: 143mm 

 
Number of particles (average): 
Maximum particle radius: 
Minimum particle radius: 
Max/Min particle radius ratio: 
Porosity of the model (average): 

Group A
1107 

1.8mm 
0.9mm 

2.0 
19.62% 

Group B
2591 

1.16mm 
0.58mm 

2.0 
19.37% 

Group C 
5364 

0.8mm 
0.4mm 

2.0 
19.01% 

Group D
9444 

0.6mm 
0.3mm 

2.0 
18.80% 

 5 cm 
 
 
 
 

5 
cm

 

 
 
 
 
 

Group A Group B  
 
 
 
 
 
 
 
 
 

Group C Group D 

Fig.2.10  Close-up views of a rock model in group A, B, C and D. Sixteen 
models are randomly generated for each group. 
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Fig.2.11  Relations between the number of particles and macro properties of rock 
model. 
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Fig.2.11(b)-(f) show the comparison of the macroscopic mechanical properties as a 
function of the number of particles of the rock model in each group, respectively. The 
solid line shows the average values of each macroscopic mechanical property. 

Fig.2.11(b) shows the comparison of the UCS as a function of the number of particles 
of the rock model in each group. The average of the UCS decreases as the particle 
number increases. It is commonly agreed that rock strength decreases with increasing of 
specimen size in actual rock test. This is so-called “size effect”. The size effect on the 
strength of brittle rocks can be explained by the existence of pre-existing flaws such as 
pores, microcracks and grain boundaries. The probability for existence of a critical 
defect that causes catastrophic fracture increases with increase in size of the specimen. 
In the DEM simulation, the number of bonds between particles increases when the 
number of particles increases. This also means that the number of the place where the 
microcracks can be generated increases as the number of particles increases because the 
microcrack occurs only at the bond between particles in the DEM simulation. Thus, 
when the number of particles increases, the probability that the rock model contains the 
critical points which may lead the macroscopic fracture also increases. As a result, the 
UCS decreases with increase in the number of particle as shown in Fig.2.11(b), and the 
similar effect to size effect in actual rock specimen appears in the DEM simulation. 

Fig.2.11(c) shows the comparison of the Young’s modulus as a function of the 
number of particles of the rock model for each group. Differently from the UCS, the 
average of the Young’s modulus increases as the particle number increases. This can be 
explained by the porosity of the model. Since the rock model in the DEM is expressed 
by the assembly of circular particles, there are many void spaces (pores) in the rock 
model. Therefore, the Young’s modulus obtained from the DEM simulations is apparent 
Young’s modulus of void space (pore) and rock matrix (particle). As shown in Table 2.3, 
the porosity of the model is highest in Group A (19.62%) and lowest in Group D 
(18.80%), and the Young’s modulus of the model is highest in Group D (71.36GPa) and 
lowest in Group A (65.96GPa). In many actual rocks, it is commonly assumed that the 
Young's modulus decreased with increasing porosity. Thus, the simulation result 
indicates that the relation between the Young’s modulus and the porosity in DEM 
simulation is similar to that in actual rocks. Moreover, the coefficients of variation of 
Young’s modulus are very small in all cases, and the highest value is about 5% in Group 
A. This result indicates that the particle arrangement of the model does not affect the 
Young’s modulus of the model. 

Fig.2.11(d) shows the comparison of the Poisson’s ratio as a function of the number 
of particles of the rock model in each group. Though the coefficients of variation of the 

 35



Poisson’s ratio decreases rapidly as the particle number increases, the average value is 
almost constant. Potyondy et al. [2] pointed out that the Poisson’s ratio in DEM does 
not depend on the number of particles, and is significantly affected by the spring 
stiffness ratio (α ). The constant Poisson’s ratio shown in Fig.2.11(d) supports this 
indication, because all simulations in this section use the same spring stiffness ratio 
( 2=α ). However, the coefficient of variation of the Poisson’s ratio is significantly 
affected by the number of particles as shown in Fig.2.11(d). As mention in section 2.3.1, 
the lateral strain is calculated by displacements of the two particles at the location close 
to the edge of the rock model. Therefore, when the rock model is generated with a few 
numbers of particles (the number of particles existing between the monitored particles is 
a few), displacement of a particle and generation of a microcrack directly affect the 
calculation of the lateral strain. Thus, the coefficient of variation of the Poisson’s ratio is 
significantly affected by the number of particles. 

Fig.2.11(e) and (f) show the comparison of the uniaxial tensile strength and indirect 
(Brazilian) tensile strength as a function of the number of particles of the rock model in 
each group, respectively. The tensile strengths obtained from the uniaxial tension test 
and the Brazilian test are almost the same, and the average values for each group in both 
tests are constant. However, as shown in Fig.2.11(a), the coefficient of variation of the 
tensile strength in the uniaxial tension test was smaller than that in the Brazilian test. In 
the uniaxial tension test, a microcrack occurs in the weakest point in the rock models, 
and a macroscopic fracture is formed by the propagation of the crack. On the other hand, 
in the Brazilian test, the coefficient of variation of the tensile strength is strongly 
affected by the particle position near the loading axis because fracture propagation is 
limited on the loading axis. Therefore, the coefficient of variation of indirect (Brazilian) 
tensile strength becomes large. 
 
 
2.5.3 Particle size distribution 

In this section, to discuss the influence of the particle size distribution on the 
macroscopic mechanical properties, the rock models belong to four groups (Group E, F, 
G and H) with different ranges of particle size distribution were generated as shown in 
Table 2.4. For each group, 16 rock models were generated, and totally 64 stochastic 
particle models were created in this section. The locations of the particles in each model 
were generated randomly. Fig.2.12 shows the close-up view of rock models in each 
group as examples of particle system geometry varying in the particle size distribution. 
As shown in Table 2.4, the minimum particle radius of all models is the same, and the 
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Table 2.4  Four data sets with different Max/Min radius ratios. 
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Number of particles (average): 
Maximum particle radius: 
Minimum particle radius: 
Max/Min particle radius ratio: 
Porosity of the model (average): 
Model width: 
Model height: 

Group E
9378 

1.0mm 
0.5mm 

2.0 
18.89% 
100mm 
200mm 

Group F 
9878 

1.5mm 
0.5mm 

3.0 
15.97% 
130mm 
260mm 

Group G 
9375 

2.0mm 
0.5mm 

4.0 
14.08% 
150mm 
300mm 

Group H
9457 

2.5mm 
0.5mm 

5.0 
12.57% 
170mm 
340mm 

Group F 

Group G Group H 

Fig.2.12  Close-up views of a rock model in group E, F, G and H. Sixteen 
models are randomly generated for each group. 

5 cm 

5 
cm

 

Group E 



maximum particle radius is changed to adjust the ratio of maximum/minimum particle 
radius in Group E, F, G and H to 2, 3, 4 and 5, respectively. The sizes of the rock 
models in each group are determined so that the numbers of particles in each model will 
be the same. 

In the previous section, it is found that the tensile strength obtained from the uniaxial 
tension test is more stable than that from the Brazilian test, and the uniaxial tension test 
can use the same rock model as that for the uniaxial compression test. For these reasons, 
tensile strength of the rock model is obtained only from the uniaxial tension test, and 
simulation of the Brazilian test is not performed in this section. 

Fig.2.13(a) shows the relation between the coefficients of variation of macroscopic 
mechanical properties obtained from the simulation and the ratio of 
maximum/minimum particle radius. As shown in Fig.2.13(a), the coefficients of 
variation of all macroscopic mechanical properties are almost constant. This result 
indicates that the particle size distribution does not affect the coefficients of variation of 
the macroscopic properties of rock model. 

Fig.2.13(b), (c) and (d) show the comparison of the UCS, the Young’s modulus and 
the uniaxial tensile strength as a function of the ratio of maximum/minimum particle 
radius of the rock model for each group, respectively. The averages of the UCS, the 
Young’s modulus and the uniaxial tensile strength increase as the ratio of 
maximum/minimum particle radius increases. Fig.2.13(e) shows the typical particle size 
cumulative curve for each group, and the number of small particles increases as the ratio 
of maximum/minimum particle radius increases. As mentioned in section 2.4.2, 
although the particle radius was selected satisfying with a uniform distribution between 
maximum and minimum radius using random number, particle packing process is 
repeated until a new particle with minimum radius can not be arranged. Therefore, a lot 
of small particles are required to bury the void space among large particles, and the 
porosity of the model significantly decreases as the ratio of maximum/minimum particle 
radius increases as shown in Table 2.4. When the particles were closely arranged, the 
displacement of the each particle is constrained by contact with surrounding particles 
even after the bonds between particles are broken. Moreover, the number of bonds 
between particles increases when the particles are closely arranged. This means that the 
number of bonds between particles increases as the ratio of maximum/minimum particle 
radius increases. When the number of bonds increases, the load can be distributed to 
many bonds and the stress acting on a bond decreases relatively. Therefore, the 
macroscopic mechanical properties increase as the ratio of maximum/minimum particle 
radius increases as shown in Fig.2.13(b), (c) and (d). 
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 Fig.2.13  Relations between the particle radius distribution and macro properties of 

rock model. 
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In the previous section, it is found that the similar effect to size effect in actual rock 
specimen is caused by the number of bonds in DEM simulation, and that the UCS 
decreases as the number of bonds increases as shown in Fig.2.11(b). On the other hand, 
as shown in Fig.2.13(b), the UCS increases greatly as the ratio of maximum/minimum 
particle radius increases. This result may suggest that the increase in UCS of the rock 
model due to the decrease in porosity is much larger than the corresponding size effect 
in DEM. 

Fig.2.13(f) shows the comparison of the Poisson’s ratio as a function of the ratio of 
maximum/minimum particle radius of the rock model for each group. Both the 
coefficients of variation and the average value of the Poisson’s ratio are almost constant. 
In addition to the result of previous section, it is found that the influence on Poisson’s 
ratio of the number of particles and the particle size distribution is small. 
 
 
2.5.4 Scale of the model 

The DEM have been applied for solving many rock mechanics problems in 
laboratory scales. The DEM has been also used to simulate large field scale rock 
engineering problems such as tunnel/cavern excavation and evaluation of EDZ [23], 
tunnel face stability [24], design of tunnel lining [25], rock cutting, and slope stability 
analysis [26]. However, there is a problem to be solved to perform the DEM simulations 
on the field scale. Although one particle size for the field scale simulations may 
becomes range from several centimeters to several meters due to the limitation of the 
particle number, the calibration of the microscopic parameter is often performed based 
on laboratory scale testing results that use a small rock specimen because the rock test 
using a large specimen of several meters is economically difficult. Whereas, there are 
only a few research that consider the influence of the difference of the model scale in 
DEM simulation. 

Hence, to reveal the influence of the model scale on the simulation results, the rock 
models divided into four groups (Group I, J, K and L) with different ranges of model 
scale as shown in Table 2.5 were generated. For each group, 16 rock models were 
prepared. Here, the models of Group I is almost the same as the models of Group E in 
the previous section, and each model of Group I is enlarged twice, five times, and ten 
times to create each model in Group J, K and L, respectively. The number of particles 
and the relative position of each particle are retained for each group. 

The simulations of the uniaxial compression and tension tests are performed for each 
group. Loading rates for each group are adjusted as the rate of the axial strain becomes 
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constant. The average value of the UCS, Young's modulus, tensile strength and 
Poisson’s ratio in each group obtained from the simulations are summarized in Table 2.6. 
Table 2.6 indicates that the change of the average macroscopic mechanical properties 
with different scale of the model is small. This result indicates that the similar 
macroscopic mechanical properties are obtained in DEM simulation regardless of the 
scale of the model when the particle arrangement and the number of particles are the 
same. In other words, the field scale rock mass model become relatively hard and strong 
when the microscopic parameters based on the laboratory scale rock test results is used 
because the strength of actual rock mass decreases with increasing of specimen size due 
to the size effect. Therefore, microscopic parameters used in the field scale DEM 
simulation should be calibrated with consideration of the size effect according to the 
scale of the application. 
 
 
 Table 2.5  Four data sets for different model scale. 

 
Number of particles (average): 
Maximum particle radius: 
Minimum particle radius: 
Max/Min particle radius ratio: 
Porosity of the model (average): 
Number of models: 
Model width: 
Model height: 

Group I 
9378 

1.0mm 
0.5mm 

2.0 
18.89% 

16 
100mm 
200mm 

Group J 
9378 

2.0mm 
1.0mm 

2.0 
18.89% 

16 
200mm 
400mm 

500mm 
1000mm 

 
Group K 

9378 
5.0mm 
2.5mm 

Group L
9378 

10.0mm 
5.0mm 

 
 
 
 

2.0 2.0 
18.89% 

16 
1000mm 
2000mm 

 
18.89%  

16  
 
 
 
 
 

Table 2.6  Average value of macro properties of rock model in each group. 

 
Average Young’s modules (GPa): 
Average Poisson’s ratio: 
Average UCS (MPa): 
Average uniaxial tensile strength (MPa): 

Group I 
73.1 
0.30 
198.0 
17.9 

Group J 
73.2 
0.30 
196.8 
18.1 

Group K 
73.1 
0.30 
197.0 
18.1 

Group L
73.1 
0.30 
197.8 
18.0 
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2.6. Conclusion 
A large number of rock models have been created, and the uniaxial compression tests, 

uniaxial tension test and Brazilian tests are simulated by own DEM code. The 
simulation results are compared with the results obtained from the laboratory tests 
conducted by former researchers to verify the applicability of the DEM code, and the 
influence of the model geometry, such as model scale, the number of particles and 
particle size distribution are discussed in detail. As results, the followings are found. 
 
1. It is pointed out that the tensile strength of the rock model obtained by the 

calibration is larger than the experimental result when parallel-bond model that 
Potyondy and Cundall constructed is used. However, appropriate calibration results 
not only the uniaxial compressive strength (UCS), Young's modulus, and Poisson’s 
ratio but also tensile strengths of the rock model were obtained by using newly 
developed DEM code. 

 
2. The averages of all macroscopic mechanical properties are almost constant 

regardless of the reciprocal of the loading rate, and that the coefficients of variation 
of macroscopic mechanical properties decrease with the increase in the reciprocal 
of loading rate. The coefficients of variation decrease sufficiently when the 
reciprocal of loading rate becomes ten or more. 

 
3. When the sizes of the rock models are the same, the coefficients of variation of 

macroscopic mechanical properties, such as UCS, Young’s modulus, Poisson’s ratio, 
uniaxial tensile strength and indirect (Brazilian) tensile strength, decrease with the 
increase in the number of particles. By using 10000 or more particles, the 
coefficients of variation of all macroscopic mechanical properties are less than 10%, 
and stable results can be obtained. 

 
4. The macroscopic mechanical properties are not affected by the scale of the model in 

DEM simulation when the particle arrangement and the number of particles are the 
same. On the other hand, the average of the UCS decreases as the number of 
particle increases. This result indicates that the similar effect to size effect in actual 
rock specimens is caused by change of the number of particles in DEM simulation, 
and not caused by the size of DEM rock model. 

 
5. The rock model in the DEM is expressed by the assembly of circler particles and 
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contains many pores. This means that the Young’s modulus obtained from the DEM 
simulations is effective Young’s modulus. Therefore, the average of the Young’s 
modulus increases as the porosity of the rock model increases.  

 
6. The average value of the Poisson’s ratio is almost constant though the coefficients 

of variation decreases rapidly as the particle number increases. This result is in 
agreement with the former results presented by other researchers [2]. 

 
7. The tensile strengths obtained from uniaxial tension tests and Brazilian tests are 

almost the same. However, the coefficient of variation of the tensile strength in the 
uniaxial tension test was smaller than that in the Brazilian test. 

 
8. When the particles are closely arranged and the porosity of the model decreases, the 

displacement of the each particle is constrained by contact with surrounding 
particles even after the bonds between particles are broken. Moreover, by 
decreasing of the porosity, the load is widely distributed to the model, and the stress 
that acts on each bond decreases relatively. Therefore, the macroscopic mechanical 
properties, such as elasticity and strength, increase as the porosity of the model 
decreases. 
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Chapter 3 
Distinct element analysis for rock failure  

considering AE events generated by the slip at crack surfaces 
 
 

3.1. Introduction 
In order to understand the mechanism of microcracking in brittle rock samples, 

considerable amount of experiment has been carried out by various methods in the past 
few decades. Among them, one approach is monitoring acoustic emission (AE) events 
caused by microcracking activity. Using the recently developed high speed, 
multichannel waveform recording device, many waveforms of AE events can be 
recorded with fracturing process in a stressed rock specimens with high resolution. Thus, 
the measurement of the AE is effective technique to study the dynamics of microcracks 
[2-5]. 

However, even at present, it is still difficult to record the waveform of all AE events 
generated in the experiments due to the limitation of storage capacity and recording 
speed of measuring device, and the influence of the noise. In particular, when the 
catastrophic fracture is formed in a rock specimen, there is a burst of AE events in a 
very short time. Therefore, sufficient AE waveform data cannot be recorded by most 
experimental systems. In addition, though generation of new cracks and propagation of 
existing cracks are seems to be the dominant mechanisms of AE events, slipping at the 
crack surface should also generate AE events. However, it is difficult to distinguish AE 
events caused by slip at pre-existing crack surfaces. 

In this chapter, as a fundamental research for the rock fracturing, the uniaxial 
compression test of rock have been simulated by newly developed DEM code that can 
model the AE events generated by the slip at pre-existing crack surfaces. The DEM can 
represent grain-scale microstructural features directly by considering each grain in 
actual rock as a DEM particle. The grain-scale discontinuities in the DEM model induce 
complex macroscopic behaviors without complicated constitutive laws [6,7]. The 
mechanical behavior in a brittle rock including not only generation of microcracks but 
also slip occurrence at existing crack surfaces can be discussed in detail. The simulation 
results are compared with the fracturing process deduced from the laboratory AE 
measurements conducted by previous researchers in order to discuss the process in 
which microcracks are induced inside a rock and result in a macroscopic fracture. 
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3.2. Consideration of the slip AE 
Hazzard et al. [8,9] have reported the DEM modeling for AE activity. They presented 

a technique to simulate AE behavior in brittle rock under uniaxial compression using the 
commercially available DEM code (particle flow code: PFC [7]) by considering the 
kinetic energy released when the bonds break. However, one of inaccuracy with the AE 
produced by their PFC model is the narrow range in observed magnitudes and 
consequently low b-values. According to their results, the magnitude of smallest AE 
events produced by their model is about an order larger than the corresponding actual 
AE monitoring. One possible solution for this problem is to somehow consider 
re-activation of cracks such that seismicity could occur on the contacts where bonds had 
already broken [8,9]. 

In actual AE measurements in the laboratory, the AE hypocenter can be calculated by 
the arrival time of the P-wave first motion and focal mechanisms of AE events are 
determined from the spatial distribution of P-wave first motion polarities [10]. 
Therefore, the crack modes in the DEM simulation are classified by shear-tensile stress 
ratio στ  regardless of broken spring type (normal spring or shear spring) as 
mentioned in section 2.2.2. In this research, these classified shear and tensile crack 
generation are assumed to be the shear AE and the tensile AE, respectively [11,12].  

In addition to the shear AE and the tensile AE, the classification and the failure 
criterion for the slip AE was introduced in the DEM code by extending conventional 
concept of the DEM [13]. When the frictional force acting at the contact points exceeds 
the critical value, the slip occurs as mentioned in section 2.2.3. It is thought that such a 
slip occurring at the crack surface should also generate AE events. Thus, the slip at 
crack surfaces is added to the bond breakage as a possible mechanism of AE event 
occurrence. Consequently, AE events in the DEM simulation are classified by their 
source mechanisms as follows. 

 
 Generation of new tensile cracks               Tensile AE 
 Generation of new shear cracks                Shear AE  
 Slip occurrence at the crack surface             Slip AE 

 
When a new microcrack is generated, the strain energy stored in both normal and 

shear springs at the contact point is released. The strain energy  calculated using 
equation (2.14) is assumed to be the energy corresponding to the magnitude of tensile 
and shear AE event. 

kE

On the other hand, when a slip occurs, frictional force will be replaced by the critical 
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value calculated using the equation (2.25) which represents the Coulomb's frictional law. 
During this process, the strain energy stored in springs at the contact point is partly 
released. The released strain energy  is given by slipE

kbeforekafterslip EEE −=       (3.1) 

where  and  are the strain energy calculated by equation (2.14) at the 
time step before and after slip occurrence, respectively. The released strain energy  
is assumed to be the energy corresponding to the magnitude of slip AE. 

kbeforeE kafterE

slipE

 
 

3.3. Rock specimen model for the simulation 
As shown in Fig.3.1, the rock model which was 10cm in width and 20cm in height 

was used to simulate the uniaxial compression test. The rock model is expressed by the 
assembly of particles bonded with each other. The particle radius was chosen to have a 
uniform distribution between maximum radius and minimum radius. The number of 
particles was 9319. The particles were irregularly arranged in positions by using a 
random number. 
 
 
 Loading platen Rock model 

 
 
 
 
 
 

Fig.3.1  Loading condition for the simulation of uniaxial compression tests. 
The monitored particles for the axial and radial strain were located 
slightly inside from the edge of the rock model. The distance between 
two measuring points is 90% of the rock model width or height. 

Fixed platen x

y

5 
cm

 

Close-up view 

5 cm 

Strain 
measuring 
points 
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The platen under the rock model was fixed and the upper loading platen was moved 
downward slowly to reproduce the uniaxial compression test. At this time, frictional 
force was acting between the rock model and the platens.  

The axial stress applied to the rock model during the compression test was calculated 
from width of the model and total force acting on the upper loading platen from 
particles. The strain is calculated from the displacement of the four monitored particles 
as shown in Fig.3.1. 
 
 
 

Table 3.1  Rock model properties and calibration results. 
 
 
 
 
 
 
 
 
 
 

ROCK MODEL DATA 
Width of the Rock model:    100mm 
Height of the Rock model:   200mm 
Number of particles:    9319 
Maximum particle radius:    1.0mm 
Minimum particle radius:    0.5mm 
Particle density:     2620 kg/m3 

Friction coefficient of platen ( wφtan ):  0.5 
Poisson’s Ratio of platen ( wν ):   0.3 
Young’s modulus of platen ( ):   200GPa wE
Friction coefficient of particle ( pφtan ):  0.3 
Poisson’s Ratio of particle ( ):   0.3 pν

UCS of rock model (MPa): 
Young’s modulus of rock model (GPa): 
Poisson’s Ratio of rock model: 
Tensile strength of rock model (MPa): 

Simulation 
200.63 
69.25 
0.244 
10.2 

Experiment 
200 
70.0 
0.250 
10.0 

TUNING PARAMETERS 
Young’s modulus of particle ( pE ):   87.0 (GPa) 
Shear/normal spring stiffness ratio (α ):  0.54 
Shear strength of bonding ( cτ ):   235.0 (MPa) 
Tensile strength of bonding ( c ):   26.0 (MPa) σ

CALIBRATION RESULTS 
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For proper simulation using DEM, appropriate microscopic parameters should be 
selected. Therefore, preliminary simulations of the uniaxial compression test and the 
Brazilian test was repeated beforehand, and the microscopic parameters should be 
adjusted to represent a certain macroscopic mechanical properties. In this study, 
macroscopic mechanical properties of Kurokamijima granite are used to calibrate the 
microscopic parameters. The microscopic parameters and calibration results are shown 
in Table 3.1. 
 
 

3.4. Simulation Results 
3.4.1 Stress-strain curves 

Fig.3.2 shows the stress-strain curves obtained from the DEM simulation. Though 
actual deformation is three-dimensional, this simulation is two-dimensional, and the 
strain in the direction of depth is not considered. Therefore, the volumetric strain vε  in 
this simulation is defined by using the axial strain 1ε  and lateral strain 2ε . The 
volumetric strain vε  is defined as the following equatio  The stress and the strain are 
positive in compression.  
 

21 2

n.

εεε +=v        (3.2) 
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Fig.3.2  Stress strain curves. 
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Fig.3.3 shows the relation between the axial stress and the number of AE events. The 
solid line in Fig.3.3 shows evolution of the axial stress. The open, closed and hatched 
bar diagrams in the figure express the number of tensile AE, shear AE and slip AE, 
respectively. As shown in Fig.3.3, the number of total AE event increases gradually as 
the axial stress increases. This result agrees well with the typical tendency observed in 
actual rock fracturing under compression [14]. 

Fig.3.4 shows the close-up view of the dotted rectangle in Fig.3.3 to clarify the 
activities of shear and tensile AE. The solid line in Fig.3.4 shows evolution of the 
volumetric strain. The volumetric strain increases (volume of the model decreases) 
constantly in the initial stage of the loading, and gradually changes into nonlinear 
behavior as the axial stress increases.  

It is well known that the dilatancy in an actual rock is caused with the growth and 
opening of microcracks. When a shear crack is generated and slip occurs at the existing 
crack surface, the tensile cracks develop from both ends of the shear crack with large 
opening of tensile crack [15,16]. Then, the volume of the model increases, and the 
dilatancy occurs. As shown in Fig.3.4, the volumetric strain curve begins to change 
when generation of shear AE begins, and decreases (volume of the model increases) 
with increasing in shear AE and slip AE. This result indicates that occurring of the 
dilatancy observed in an actual uniaxial compression test can be appropriately 
reproduced by the DEM simulation. 
 
3.4.2 Transition of the number of AE events and AE source mechanism 

As shown in Fig.3.3 and 3.4, the rock fracturing process under uniaxial compression 
can be divided into three phases according to the AE activities as follows [5].  
 

 Phase I  (Time Step 1 - 190×104): Tensile AE is dominant. 
 Phase II  (Time Step 190×104 - 320×104): Slip AE increases. 
 Phase III  (Time Step 320×104 - 360×104): Catastrophic fracture is formed. 

 
Fig.3.5(a), (b) and (c) show the spatial distribution of the tensile and the shear AE 

events in each phase, respectively. The tensile and shear AE are classified and expressed 
as closed and open circles, respectively. The diameters of each circle correspond to 
respective magnitude of tensile and shear AE obtained by equation (2.14). On the other 
hand, Fig.3.6(a), (b) and (c) show the spatial distribution of the slip AE in each phase, 
respectively. The diameters of the circle correspond to respective magnitude of slip AE 
obtained by equation (3.1). The AE activities in each phase are described as follows.  
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Fig.3.5  Spatial distribution of the tensile and the shear AE events generated in each 
phase. Tensile and shear cracks are expressed as closed and open circles, 
respectively. The diameters of each circle correspond to their respective 
magnitudes of energy. 

(a) Phase I  
[Step1-190 (×104)] 

(b) Phase II  
[Step190-320 (×104)] 

(c) Phase III  
[Step320-360 (×104)] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.6  Spatial distribution of the slip AE events generated in each phase. The 
diameters of each circle correspond to their respective magnitudes of energy.

(a) Phase I 
 [Step1-190 (×104)] 

(b) Phase II  
[Step190-320 (×104)] 

(c) Phase III  
[Step320-360 (×104)] 
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In the Phase I, tensile AE initiated at a stress level about 35% of the uniaxial strength. 
As the axial stress increases, the number of AE events increases gradually and shear AE 
also initiated. As shown in the bar diagram in Fig.3.3 and 3.4, dominant mechanism of 
the AE events in low stress level was new tensile crack generation. 

As shown in Fig.3.5(a), energy of AE events generated in the Phase I was very small. 
Although these AE events were widely distributed over the whole model, the density of 
AE events decreased from the center toward the loaded ends of the rock model. On the 
other hand, slip AE was not generated in the Phase I as shown in Fig.3.6(a). After the 
tensile crack generation, these tensile cracks opened immediately due to the tensile 
stress acting perpendicular to the loading axis. Thus, the surface of open crack never 
contact mutually, and slip did not occur. 
 In the Phase II, in addition to the tensile and the shear AE, the slip AE began to be 
generated. As the axial stress increases, the number of slip AE increased more. This 
result suggests that the dominant mechanism of the AE occurrence changes from new 
crack generation to slip occurrence. As shown in Fig.3.4, burst of microcracking 
observed in this phase, and the number of microcracking extremely decreased after each 
burst of AE. By comparing the AE magnitudes and location shown in Fig.3.5(b) and 
Fig.3.6(b), a few shear AE which releases comparatively large energy were generated in 
this phase, and the slip AE were generated at the same position as such the shear AE 
that release large energy. 

In the Phase III, the number of AE events increased rapidly. A macroscopic fracture 
was formed in a very short time, and the model resulted in collapse. The macroscopic 
fracture grows toward upper left and right from the center of the model. At this time, 
95% of AE events were caused by the slip occurrence. As shown in Fig.3.5(c), the shear 
and tensile AE concentrated near the center of the model and progressed to both the 
upper left and upper right of the model along the macroscopic fracture. These AE events 
were the shear AE and released remarkably large energy compared with other AE. 
Moreover, the slip AE events that release remarkably large energy were also generated 
along the macroscopic fracture as shown in Fig.3.6(c).  
 
3.4.3 b-value 

The b-value is defined as the log-linear slope of the frequency–magnitude distribution 
of AE [17,18]. It represents the scaling of magnitude distribution of AE, and is a 
measure of the relative numbers of small and large AE which are indicator of localized 
failures in materials under stress. A high b-value arises due to relatively large number of 
small AE events compared with the number of AE events with relatively large 
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amplitude. On the other hand, a low b-value arises in the contrary case. The b-value is 
calculated by the Gutenberg–Richter relation [19], which is widely used in seismology. 
The equation is as follows. 
 

bMan −=log                         (3.3) 
 
where M is the magnitude of AE event, n is the number of AE events of magnitude M or 
greater, a is a constant and b is the seismic b-value. 

In this simulation, the magnitude M of an AE event is calculated by following 
equation (3.4) as logarithm of the energy obtained by equation (2.14) and (3.1), and the 
b-value was calculated by equation (3.5) [20,21]. 
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here Mm is the minimum magnitude of AE event. 

ely smaller than that of tensile and 
sh

ows the relation between the magnitude of AE events and cumulative 
nu

sed from the model when a 
bo

w
Note that, the energy of most slip AE is extrem
ear AE. Such too small AE are hardly observed in an actual AE measurement 

experiment. For this reason, slip AE which energy is smaller than the minimum energy 
of tensile and shear AE is excluded from the calculation of the b-value. Hence, the 
minimum magnitude of AE event for the calculation of the b-value is about -3.0 in this 
simulation. 

Fig.3.7 sh
mber of AE events with the b-value in each phase. In the Phase I, since all AE events 

generated in this phase are very small, b-value is relatively high, 1.01. Whereas, the 
b-value is decreasing as the axial stress increases, and the b-value becomes minimum 
value, 0.59, in Phase III. This result is well in agreement with the tendency of actual AE 
measurement experiment conducted by Lei et al. [4,5,22]. 

The strain energy given by equation (2.14) or (3.1) is relea
nd breaks or a slip occurs. This produces force imbalance, and subsequent stress 

redistribution induces an AE event. Therefore, logarithm of the energy given by 
equation (3.4) does not directly express the magnitude of AE event. However, as shown 
in Fig.3.7, the relation between the magnitudes calculated from equation (3.4) and the 
number of AE events appropriately represents the tendency of an actual AE 
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measurement. This result suggests that the strain energy given by equation (2.14) and 
(3.1) is at least qualitatively valid as a value that corresponds to the magnitude of AE. 
Moreover, several researchers pointed out that the b-value depends on the heterogeneity 
of the rock [4,5,17,18]. Therefore, the DEM simulations with various heterogeneous 
rock models will be effective to discuss the influence of the heterogeneity on the 
fracturing process of rock that is difficult to be observed in an experiment. 
 
 

3.5. Discussion 
3.5.1 Generation of tensile AE at lower stress level 

nt and were widely distributed 
ov

During the Phase I, the tensile AE events were domina
er the whole model. This result agrees well with the experimental results. According 

to the experimental results, the major mechanism of the AE events at lower stress level 
is the tensile cracks associated with the initial rupture of pre-existing flaws [4,5]. This 
indicates that the DEM can successfully represent the grain-scale microstructures such 
as pores, microcracks and grain boundaries directly by considering each grain as a DEM 
particle. 
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Fig.3.7  Energy-frequency distributions and temporal variations in b-value. 

Phase II :  
b-value = 0.63 

Phase I :  
b-value = 1.01 

Phase III :  
b-value = 0.59 
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Fig.3.8(a), (b), and (c) show the distribution of maximum principal stress, the 
minimum principal stress, and the maximum shear stress in the model at time step 
71×104. The stress is positive in compression. The calculation procedure for the stress 
distribution in DEM model is described in APPENDIX. 

As shown in Fig.3.8 (a), (b) and (c), the stress distribution in the rock model is not 
entirely uniform. This is because the stresses that act between particles are evaluated by 
using the radius of the particles. The particle radius and the position are irregularly 
given by the random number though the microscopic parameters, such as Young's 
modulus and strength of the spring, are constant. Therefore, the transmission of force 
becomes irregular and local; as a result, the stress distribution in the rock models 
becomes heterogeneous. 

As shown in Fig.3.8(b), there are some regions where a relatively large tensile stress 
were acting on. The tensile AE were dominantly generated in such regions because the 
tensile strength of the spring that connects between particles is small compared with the 
shear strength as shown in Table 3.1. However, the tensile cracks are widely distributed 
in the rock model and the number of cracks is few at Phase I. Each microcrack does not 
influence each other, and such the tensile cracks did not grow any more. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig.3.8  Stress distribution at time step 71×104. Cracks initiate at this time step. (a) 

maximum principal stress, (b) minimum principal stress and (c) maximum 
shear stress. The arrows in (a) and (b) indicate the direction of maximum and 
minimum principal stress, respectively. The stresses are positive in 
compression. 
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Fig.3.8(b) also indicates that the tensile stress at the loaded ends of the rock model is 
relatively lower than the other region. According to the stress distribution, the density of 
AE events decreases from the center toward the loaded ends of the rock model. This is 
due to the frictional restraints between the rock model and the loading platen interfaces 
[23].  
 
3.5.2 AE clustering 

In the Phase II, a few shear AE that release comparatively large energy generated, and 
slip AE were generated at the same position with such shear AE as shown in Fig.3.5(b) 
and Fig.3.6(b).  

Fig.3.9 shows the cumulative distribution of all AE events (tensile, shear and slip AE) 
in the Phase II. The size of each symbol corresponds to the number of the overlapping 
of AE events. The place where AE has been intensely generated is expressed by large 
symbol. We can find that occurrence of AE events became active at several points of the 
model in this phase. Such concentration of AE events is called “clustering”. 

 
 
 
 

1935 

Fig.3.9  Spatial distribution of all AE events (Tensile, Shear and Slip AE) in Phase 
II. The size of each symbol corresponds to the number of the overlapping of 
AE events. The place where AE has been intensely generated is expressed 
by large symbol. 
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The total number of microcracks increases and the dense microcracking intensifies 
the interaction between microcracks in the Phase II. Once the interaction becomes 
strong enough within a certain region, an enhancement of the local stress concentration 
will be caused, as a result, new microcracks are generated one after another in the 
region and an AE cluster is formed [2,24]. Such a concentration of microcrack 
generation releases local stress. When stress has been sufficiently released in the 
previous region, a new microcrack does not occur because the microcrack occurs in the 
region on which the stress strongly concentrated. After an AE cluster is formed, 
migration of microcracking activity might proceed to new clustering regions, and many 
small AE clusters are formed [2]. Thus, burst of microcracking are observed temporarily 
in the Phase II with the formation of many small AE clusters, and the number of 
microcracking might have extremely decreased after each clustering of AE as shown in 
Fig.3.4. 
 
3.5.3 Formation of the catastrophic fracture 

In the Phase III, a catastrophic fracture was formed and the model resulted in collapse 
within a very short time. Fig.3.10 shows the propagation process of the macroscopic 
fracture in the four periods of the Phase III. The solid lines express the fracture which is 
represented by the connection of largely opened microcracks. To clarify the 
macroscopic fracture, small and discrete microcracks are ignored in these figures. 
 
 
 

(a) Step 339×104 (b) Step 340×104 (c) Step 341×104 (d) Step 342×104 

 
 

Fig.3.10  Propagation process of the macroscopic fractures at the four time steps of 
the Phase III. The solid lines express the fracture which is represented by 
the connection of largely opened microcracks. To clarify the macroscopic 
fracture, small and discrete microcracks are ignored in these figures. 

 60



As shown in Fig.3.10(a), microcracks concentrated near the center of the model in the 
region surrounded by the dotted ellipse at first. Most of the microcracks shown in 
Fig.3.10(a) are tensile cracks, and these microcracks propagate stably in the direction of 
loading axis. 

However, at the time step 340×104, microcracks are connected again and again by 
sliding and the fracture grows rapidly toward upper left from the center of the model as 
shown by an arrow in Fig.3.10(b). In addition to this, fracture also grows toward upper 
right from the center of the model as shown by an arrow in Fig.3.10(c). Most of the 
microcracks generated in time step 340×104 and 341×104 were shear cracks, and these 
cracks released remarkably large energy as shown in Fig.3.5(c). Such concentration of 
shear cracks is called “shear band”. This result suggests that the formation of shear 
bands is guided by development of a process zone where the tensile cracks have 
encompassed though shear cracks are the dominant mechanism in this phase [2,5].  

Finally, as shown in Fig.3.10(d), a large wedge-shaped block is separated from the 
rock model by the formation of shear bands. The wedge-shaped block moves downward 
by the loading in the direction as shown by an open arrow, and many tensile fractures 
are propagate toward the bottom of the rock model in the region surrounded by the 
dotted circle in Fig.3.10(d).  

A number of slips occurred at the existing crack surface due to the impact from the 
formation of shear band, and quite a lot of slip AE occurs. Moreover, the slip AE events 
that release remarkably large energy were generated between the wedge-shaped block 
the rock model as shown in Fig.3.6(c). This result suggests that the burst of AE events 
when the rock model resulted in collapse was governed by the slip of pre-existing 
cracks. 

A lot of microcracks are overcrowded in this phase. Thus, the interaction during the 
microcracks is so strong, and the local stress concentration is very intense compared 
with the other two phases. Therefore, this phase is very unstable. Hence, once a 
catastrophic fracture initiated at one key location, microcracks are connected again and 
again by sliding until the rock model is completely collapsed [2,4,5]. This process is 
similar to the AE clustering process in the Phase II. In the Phase II, the stress level is 
relatively lower and the interaction during microcracks is not so strong compared with 
the Phase III. Therefore, each AE cluster can not sufficiently grow large. On the other 
hand, generation and development of the AE cluster continue and become intensely in 
the Phase III, and an especially large scale cluster among them takes part in the 
formation of the macroscopic fracture. 

Since extremely a lot of AE occurs during the formation of shear bands, smaller AE 
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wave may be hidden by larger AE wave. Therefore, it is difficult to evaluate the source 
location of all AE correctly in an experiment. On the other hand, the forming processes 
of the cluster and the shear band that is difficult to be measured in actual experiments 
were able to be discussed in detail by using the DEM. 
 
3.5.4 Comparison of the energy 

The conventional theories suggest that tensile cracks cause AE events because the 
number of accumulated AE events is positively related to the amount of the dilatancy, 
and the tensile strength of rock is obviously small compared with compressive strength 
[25]. Moreover, the microscopic observations revealed that there are a lot of tensile 
cracks in the rock specimen under uniaxial compression, and the shear crack is few [26]. 
This result also indicates that the dominant mechanism of AE is tensile crack. 

Fig.3.11(a) expresses spatial distribution of all the cracks generated during this 
simulation. The diameter of all the circles is the same. As shown in Fig.3.11(a), many 
tensile cracks are generated in this simulation. In fact, 72% of all cracks that generated 
in the Phase I and II were tensile cracks. This result is in accord with the conventional 
theories and microscopic observations. 

acks generated during this 
simulation. The diameter of all the circles is the same. As shown in Fig.3.11(a), many 
tensile cracks are generated in this simulation. In fact, 72% of all cracks that generated 
in the Phase I and II were tensile cracks. This result is in accord with the conventional 
theories and microscopic observations. 
  
  

：Tensile 
：Shear 

(a) (b)  

  
  

Fig.3.11  Spatial distribution of all the cracks obtained during this simulation. A 
tensile crack is expressed with a closed circle and a shear crack is 
expressed with an open circle. In the left figure (a), the diameter of all the 
circles is the same. In the right figure (b), the diameters of the circles 
correspond to their respective magnitudes of energy. 
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However, in an AE measurement experiment, many of observed AE events originated 
in the generation of the shear crack [2,27,28]. Thus, there is an inconsistency between 
the conventional theory and the AE measurement result. Nevertheless, this simulation 
has clarified that the inconsistency can be resolved by considering the energy of AE. 

Fig.3.11(b) expresses spatial distribution of all the cracks, and the diameters of the 
circles correspond to their respective magnitudes of energy. It turns out that the energy 
released from a tensile crack is so small compared with a shear crack. It is theoretically 
indicated that the energy emitted from a tensile crack is small compared with that from 
a shear crack [29,30]. The results of this simulation are consistent with the theory. 

Although the tensile cracks are dominantly generated in the simulation, the energy 
released from a tensile crack becomes small because the tensile strength of rock is 
obviously small. Such an AE which emits small energy is easily buried in a noise and 
hard to be measured in an experiment. Lei at al. [2] recorded several thousands of AE 
events with waveforms and more than 50% of the recorded events were located 
appropriately. However, only 10% among the located events have clear P-wave first 
motions and is possible to obtain reliable focal mechanism solutions from their radiation 
pattern. It is difficult to make clear assignments of the focal mechanisms for other 
events since some of polarities of the first motions cannot be determined due to their 
vague first motions. 

Therefore, in AE measurement experiments, a shear AE with large energy that can be 
easily recorded with clear waveform is dominantly observed. 
 
 

3.5. Conclusion 
The uniaxial compression test of rock was simulated by newly programmed DEM 

code considering AE events generated by the slip at crack surfaces. As the results, the 
followings were found. 
 
1. The volumetric strain increases constantly in the first stage of the loading, and 

gradually changes into nonlinear behavior as the axial stress increases. In addition, 
the volumetric strain curve began to change when generation of shear AE begins. 
This result indicates that occurring of the dilatancy observed in an actual uniaxial 
compression test can be appropriately reproduced by the DEM simulation. 

 
2. Since extremely a lot of AE occurs during the formation of shear bands, smaller AE 

wave may be hidden by larger AE wave. Therefore, it is difficult to locate all AE 
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sources correctly in an experiment. On the other hand, the forming processes of 
cluster and shear band that is difficult to be measured in the experiment were able 
to be discussed in detail by using the DEM. 

 
3. At first, dominant mechanism of AE events under low stress level in the beginning 

of a uniaxial compression test were new tensile cracks. As the axial stress increases, 
the dominant mechanism of AE changed from the new crack initiation to the slip 
occurrence at the existing crack surface. 

 
4. The burst of AE events when the rock model resulted in collapse was governed by 

the slip occurrence at the existing crack surface. 
 
5. The simulation result indicates that the rock fracturing process is characterized by 

three typical phase. In the Phase I, tensile cracks are dominant. The microcracking 
in this phase is governed by microstructures of rock such as pores, microcracks and 
grain boundaries. In the Phase II, the number of cracks increases and the interaction 
between the cracks becomes stronger gradually. This induces coalescence of 
neighboring cracks and results in clustering of microcracks. In the Phase III, once a 
catastrophic fracture initiated at one key location, it grows again and again within a 
very short time. The catastrophic fracturing is guided by development of a process 
zone encompassing tensile cracks. 

 
6. The b-value at the beginning of loading (Phase I) is relatively high because all AE 

events generated in this phase was very small. Whereas, the b-value is decreasing as 
the axial stress increases, and the b-value becomes minimum value in the stage of 
collapse (Phase III). This result is well in agreement with the tendency of actual AE 
measurement experiment. Since the b-value depends on the heterogeneity of the 
rock, the DEM simulations are effective to discuss the influence of the 
heterogeneity on the fracturing process of the various heterogeneous rocks that is 
difficult to be observed in an experiment. 

 
7. The conventional theories and the microscopic observations suggest that tensile 

cracks cause AE events. However, in an AE measurement experiment, many of 
observed AE originated in the generation of the shear crack. Nevertheless, this 
inconsistency can be resolved by considering the energy of AE. Although the tensile 
cracks are dominantly generated during the rock fracturing under uniaxial 
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compression, the energy released from a tensile crack becomes small because the 
tensile strength of rock is obviously small. Such a small AE is easily buried in a 
noise and hard to be measured in an experiment. Therefore, in AE measurement 
experiments, shear AE with large energy is dominantly observed. 

 
The results of the DEM simulation could explain time-space distribution of AE 

activity in the course of a uniaxial compression test, and were well in agreement with 
the fracturing process deduced from AE measurements in the laboratory experiments 
conducted by previous researchers. This indicates that DEM is an effective numerical 
analysis technique for studying the dynamics of microcracking in brittle materials like 
rock. 
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Chapter 4 
Distinct element analysis  

for Class II behavior of rocks under uniaxial compression 
 
 

4.1. Introduction 
  The brittle fracture of rocks is the most studied issue in rock mechanics fields and 
especially the post-peak behavior of rocks is important for rock mechanics problems. 
The post-failure behavior is considered to be closely related to the stability of mine 
pillar, rib wall, tunnel and many other underground structures because it directly 
influences the sudden and violent fracture of rock that known as a rockburst.  
 For the better understanding such a mechanical behavior of brittle rocks, many 

laboratory experiments have been performed. In the 1960's, many uniaxial compression 
tests using high stiff testing machine were carried out to understand the failure 
mechanism of brittle rocks, and they enable to obtain the post-peak behavior of rocks 
such as complete stress-strain curves. Wawersik [1,2] obtained successfully the 
complete stress-strain curves for various rocks using a stiff testing machine, and 
classified rock mechanical behavior under uniaxial compression into Class I and Class 
II according to complete stress-strain curves. As shown in Fig.4.1, for Class I behavior, 
axial strain keeps stable even though the axial stress exceeds the peak strength, and the 
stress-strain curve monotonically increases in axial strain.  
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Fig.4.1  Representative figures for stress-strain curves of class I and 
class II behavior of rock failure under uniaxial compression. 
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On the other hand, for the Class II behavior, it suddenly falls into uncontrolled when 
the axial stress exceeds the peak strength and the curve does not monotonically increase 
in axial strain. It is necessary to control violent collapse of the specimen to obtain the 
Class II complete stress-strain curve illustrated as the curve OABDE in Fig.4.1 [3]. 
Therefore, even if the recently developed servo-controlled testing machine is used, there 
are still difficulties to obtain complete stress-strain curve of brittle rocks in the 
laboratory experiments, and the Class II post-peak behavior has not been sufficiently 
clarified.  

Moreover, some researchers tried to simulate the Class II behavior [4,5] using various 
loading control methods. However, it is still difficult to simulate the Class II post-peak 
behavior by any numerical analysis technique including the DEM, and realistic 
simulation of the Class II behavior of rock under uniaxial compression has not been 
achieved actually [6]. Therefore, a new DEM code was developed and Class II behavior 
of rock was simulated. The objective of this paper is to simulate the uniaxial 
compression test with radial strain control using a newly developed DEM code, and 
investigate the Class II post-peak behavior of rocks in detail. 
 
 

4.2. DEM simulations for Class II behavior 
4.2.1 Experimental data for the simulations 

The uniaxial compression tests and Brazilian tests for Äspö diorite were carried out at 
the Äspö Hard Rock Laboratory (ÄHRL, Sweden) [7]. These experiments were 
performed using the MTS 815 rock mechanics testing system according to the ISRM 
(International Society for Rock Mechanics) Suggested Method [8]. 

Elastic macroscopic parameters, such as Young’s modulus and Poisson’s ratio were 
calculated as secant values between axial stress levels at -0.01% of radial strain and 
50% of peak strength. In the uniaxial compression tests, the loading rate was controlled 
so that the radial strain rate becomes constant.  

The complete stress-strain curve obtained from the radial strain controlled uniaxial 
compression tests is presented in Fig.4.2 and the testing results are summarized in Table 
4.1. As shown in Fig.4.2, the stress-strain curve obviously shows the Class II behavior. 

In this study, the radial strain controlled uniaxial tests performed at the ÄHRL were 
simulated using newly developed DEM code. The microscopic parameters for 
simulations were carefully calibrated from the laboratory experimental data. 
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Fig.4.2 Complete stress-strain curve obtained by using the radial strain 
controlled loading method [7]. 

 
 
 
 
 
 
 Client:    SKB  Loading Control:  Radial Strain Rate 
 Test:    Uniaxial Equivalent Loading Rate: 0.75 MPa/s 
 Equipment:   MTS 815  Confining Stress:  0 MPa 
 Test Date:  2003-06-10  
 
 Site:   Äspö Rock  Diameter:  50.9 mm 
 Type:   Diorite Length/Diameter: 2.80 

Density:   2742 kg/m3  Hole:   KA3376B01 
 Depth:   33.32 m  
 
 Young’s Modulus: 67.4 GPa 
 Poisson’s Ratio: 0.27   
 

Peak Strength:  195.1 MPa 
Tensile Strength:   15.5 MPa 

TEST RESULTS 

TEST DATA 

SPECIMEN DATA 

Table 4.1 Laboratory tests and testing results.
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4.2.2 Radial strain controlled uniaxial compression tests 
Fig.4.3 shows the rock model and the loading condition for the simulation of uniaxial 

compression tests. The platen under the rock model was fixed and the upper loading 
platen was moved downward slowly at a certain displacement rate to simulate the 
uniaxial compression tests. Frictional force was acting between the rock model and the 
platens. The confining wall was not set along the side of the rock model.  

lation of uniaxial 
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platen was moved downward slowly at a certain displacement rate to simulate the 
uniaxial compression tests. Frictional force was acting between the rock model and the 
platens. The confining wall was not set along the side of the rock model.  
  The most common control method for the uniaxial compression test is axial strain 
control. The axial strain controlled uniaxial compression tests can be easily reproduced 
in DEM models by moving the upper loading platen downward slowly with constant 
displacement rate. On the other hands, in the radial strain controlled uniaxial 
compression tests, loading rate for upper platen should be controlled to keep the radial 
strain rate constant. Therefore, it is necessary to introduce a special operation for the 
upper loading platen in DEM models. As shown in Fig.4.4, the ideal radial strain rate is 
manually set firstly, and the error of actual radial strain from ideal value is calculated 
every loading steps. If the error exceeds the maximum value, the simulation returns to 
the previous time step, and the simulation is restarted with updated loading rate. This 
process is repeated until the error becomes within ±5%, in this study. 
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in DEM models by moving the upper loading platen downward slowly with constant 
displacement rate. On the other hands, in the radial strain controlled uniaxial 
compression tests, loading rate for upper platen should be controlled to keep the radial 
strain rate constant. Therefore, it is necessary to introduce a special operation for the 
upper loading platen in DEM models. As shown in Fig.4.4, the ideal radial strain rate is 
manually set firstly, and the error of actual radial strain from ideal value is calculated 
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Fig.4.3  Loading condition for the simulation of uniaxial compression tests. The 

measuring points for the axial and radial strain were located slightly inside 
from the edge of the rock model. The distance between two measuring 

Fig.4.3  Loading condition for the simulation of uniaxial compression tests. The 
measuring points for the axial and radial strain were located slightly inside 
from the edge of the rock model. The distance between two measuring 
points is 90% of the rock model width or height.

 72



 
 Time step 
 
 

Change loading 
rate and retry

 

R
ad

ia
l s

tra
in

 

 
 
 
 
 
 
 
 
 

 
 

Since one particle influences only the adjacent particles in the DEM simulations, 
some time steps are required to modify the radial strain by changing the loading rate. 
For this reason, the modification of the loading rate should be done at some time 
interval. If the modification interval is too small, too many calculation steps are required 
and as a result, it becomes almost impossible to control radial strain with good accuracy. 
On the other hand, if the modification interval is too large, it is difficult to control 
sudden increase and/or decrease of the radial strain. Therefore, the modification of the 
loading rate is done every 20000 time steps in this study. 
 
 

4.3. Rock model for the simulation and the results 
4.3.1 DEM model for Rock specimen and simulation of laboratory tests 

Microscopic properties of the DEM model for rock specimen are summarized in 
Table 4.2. As mention above, tuning parameters are determined from calibrations using 
laboratory testing results (UCS, tensile strength, Young’s modulus and Poisson’s ratio). 
The other microscopic parameters, such as the shape of the rock model, were the same 
as the rock specimen used in the laboratory experiments. The size of rock specimen is 
5.1cm in width and 14.3cm in height. The number of particles is about 10,000 with the 
maximum and minimum radiuses are 0.6mm and 0.3mm, respectively. Young's modulus 
and the Poisson's ratio values for steel was selected for the wall material properties.  

Go back to 
previous step 

Exceed maximum error

1 

2

3

4

Fig.4.4 Simulation procedure for radial strain controlled uniaxial compression test. 
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Rock model for simulation of Brazilian test 
Diameter:     96mm 
Number of particles:    9401 

Maximum particle radius:    0.6mm 
Minimum particle radius:    0.3mm 
Particle density:     2742 kg/m3 

Friction coefficient of particle:   0.5 
Friction coefficient of wall:   0.3 
Young’s modulus of wall ( wE ):   200GPa 
Poisson’s Ratio of wall ( wν ):   0.3 

Rock model for simulation of uniaxial compression (tension) test 
Width:     51mm 
Height:     143mm 
Number of particles:    9457 

ROCK MODEL DATA 

Young’s modulus of particle ( pE ):   146.0 
Poisson’s Ratio of particle ( p

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(GPa) 
ν ):   0.2 

Shear strength of bonding ( cτ ):   245.0 
Tensile strength of bonding ( c

(MPa) 
σ ):   60.0 (MPa) 

TUNING PARAMETERS 

Table 4.2 Rock model properties. 

 
 
 
 
 
 

For the simulations of the Brazilian tests, a circular shaped rock model was used. 
Since the number of particles affects significantly the mechanical properties in DEM, 
the DEM models of rocks for the Brazilian test was made by the same number of 
particles and the same distribution of particle radius as the rock model used in the 
uniaxial compression tests. For this reason, even though the rock specimen used in the 
actual Brazilian test was 50.9mm in the diameter, the diameter of the rock model for the 
simulation of Brazilian test was 96mm. 

Although the actual uniaxial compression tests were performed with radial strain 
control in Äspö HRL, the DEM model calibration was performed under axial strain 
control because the radial strain controlled uniaxial compression tests require more 
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computer power and calculation time due to the iterative computation for the 
modification of the loading rate for the upper platen. For this reason, microscopic 
parameters were determined from the axial strain controlled uniaxial compression tests, 
and the radial strain controlled uniaxial compression tests were simulated using the 
same microscopic parameters. The calibration process is summarized in Fig.4.5. 

The calibration results are summarized in Table 4.3. The macroscopic parameters of 
the rock model show good agreement with the experimental results. The calculated 
values of mechanical properties obtained from the radial strain controlled uniaxial 
compression tests were close to the values obtained from the axial strain controlled 
uniaxial compression tests. 
 
 
 

Setting the input parameter 

Young’s modulus of particle ( pE ) 

Poisson’s Ratio of particle ( pν ) 

Shear strength of bonding ( cτ ) 

Tensile strength of bonding ( c ) σ

Uniaxial compression test (Axial strain control) 
→Uniaxial compression strength (UCS) of rock model 
→Young’s modulus of rock model 
→Poisson’s Ratio of rock model 

Uniaxial tension test, Brazilian test 
→Tensile stren

Uniaxial compression test (Radial strain control) 

gth of rock model

Comparison with the experimental data
Yes 

No 

Fig.4.5  Calibration process. 
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Loading control: 
UCS of rock model (MPa): 
Young’s modulus of rock model (GPa): 
Poisson’s Ratio of rock model: 
Tensile strength of rock model (MPa) 

Brazilian test: 
Uniaxial tension test: 

Simulation 
 
 
 
 

 
15.51 
16.05 

Axial 
195.47 
67.63 
0.276 

Experiment 
Radial 
195.10 
67.40 
0.270 

 
15.50 

- 

Radial 
200.65 
67.55 
0.286 

Table 4.3 Calibration result. 
 
 
 
 
 
 
 
 
 
 
 
 
4.3.2 Difference of post-peak behavior by load control method 
 The complete stress-strain curve obtained from the simulation with axial strain 

controlled uniaxial compression tests is shown in Fig.4.6(a). It is found that the axial 
strain increase monotonically in the post-peak region, and the stress-strain curve shows 
clearly the Class I behavior. The complete stress-strain curve obtained from the axial 
strain controlled uniaxial compression tests can not follow the curve OABDE in Fig.4.1 
because any special axial loading control was not applied. If rock specimens showing 
Class II behavior are tested with axial strain control, rock specimens will suddenly 
break as soon as the axial stress exceeds the peak strength and fall into uncontrolled. 
The complete stress-strain curve will follow the curve OACDE in Fig.4.1.  

On the other hand, Fig.4.6(b) shows the stress-strain curve obtained from the 
simulation of the radial strain controlled uniaxial compression tests. As shown in 
Fig.4.6(b), the axial strain decreases in the post-peak region to keep the radial strain 
constant. The complete stress-strain curve shows the Class II behavior and good 
agreement with the experimental result shown in Fig.4.2.  

These simulation results show that DEM can reproduce the Class II behavior of 
brittle rock successfully. Moreover, it was found that only loading control methods 
affect significantly the post-peak behavior of rocks. It should be noted that the same 
rock models with same geometry and microscopic parameters were used for both 
simulations. This indicates that the loading control methods play important roles for the 
failure mechanisms and their processes of rocks under uniaxial compression (Class I 
and II). The microscopic parameter set determined here will be named "Case 1" later.  
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Fig.4.6  Complete stress-strain curves obtained from the simulation with 
different controlling methods. 
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4.4. Discussion 
4.4.1 Difference of crack patterns by load control methods 

In the previous section, the loading control methods significantly affect on the 
mechanical behavior of rocks under uniaxial compression. A more detailed discussion 
will be given in this section mainly focusing on the effects of the loading control 
methods on the crack generation and propagation, since complex macroscopic behaviors, 
such as fracture propagation and failure, are strongly controlled by generated 
microcracks.  

Fig.4.7(a) and (b) show the spatial distribution of microcracks for Case 1 with axial 
and radial strain controlled uniaxial compression tests, respectively. In this figure, 
tensile and shear cracks are expressed as filled and open circles, respectively. The 
diameter of the circle corresponds to respective magnitude of AE energy obtained by 
equation (2.14). For both control methods, the crack generation pattern in the pre-peak 
region was similar and most microcracks generated in low stress level were tensile 
cracks. As the axial stress increases, the number of microcracks increases gradually, and 
shear cracks starts generating. The detailed discussion on the pre-peak behavior is also 
seen in Chapter 3. 

As shown in Fig.4.7(a), many shear cracks with relatively large energy were 
connected along a line in the post-failure region, which is called “shear band”. On the 
other hand, although a several microcracks were generated and released relatively large 
energy at the center of the model, shear bands does not appear for the radial strain 
controlled uniaxial compression tests as shown in Fig.4.7(b). As shown in Fig.4.6(a), 
radial strain increases rapidly when the axial stress exceeds the peak strength for the 
axial strain controlled uniaxial compression tests. For the radial strain control, on the 
other hand, to keep the radial strain constant even in the post-peak region, axial loading 
control was applied and axial load was reduced. As a result, strain energy accumulated 
in the rock specimen was reduced. Therefore, the cracks released small energy and the 
formation of the shear band can not grow sufficiently under radial strain control. 

Consequently, these simulation results clearly show that the formation of shear bands 
in the rock specimen plays important roles on post-peak Class I and II behaviors. 
 
4.4.2 Influence of the rock model properties 
 In this section, to investigate the effect of microscopic parameters for DEM (the shear 

and tensile strength of the particles) on the mechanical behavior of rocks under uniaxial 
compression, especially post-peak Class I and II behaviors, a series of simulations using 
different values for microscopic parameters were performed.  
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Fig.4.7  Spatial distribution of all the cracks for Case 1 in pre-failure region (left) and 
post-failure region (right). (a) axial strain control and (b) radial strain control. 
Tensile and shear cracks are expressed as filled and open circles, respectively. 
The diameters of each circle correspond to their respective magnitudes of 
energy.  

(b) Radial strain control. (a) Axial strain control. 

Pre-failure Pre-failure Post-failure Post-failure

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

Among the microscopic parameters, the shear and tensile strength of the particles 
significantly affect the microcrack generation. Therefore, the different shear-tensile 
strength ratio was given for each case. The microscopic parameters and calculated 
material properties of four rock models are listed in Table 4.4. The microscopic 
parameters were calibrated using the uniaxial compressive strength and Young's 
modulus obtained from the laboratory experiments. Note that the model geometry 
(particle location and radius) is the same as the one used in Case 1. 

The DEM simulations for uniaxial compression tests with both axial and radial strain 
controls were performed, and the complete stress-strain curves were obtained for each 
case and are shown in Fig.4.8. As shown in Fig.4.8, for all cases, the Class I behavior 
was observed only for the axial strain control, and the Class II behavior was observed in 
the uniaxial tests with the radial strain control. 
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Fig.4.9(a) and (b) shows the microcrack distributions obtained from both axial and 
radial strain controlled uniaxial compression tests, respectively.  

As shown in Fig.4.9(a), microcrack generation was different for each case. When 
tensile strength is small (Case 2), a lot of tensile cracks had been generated in the whole 
rock specimen. On the other hand, when the tensile strength is large (Case 5), the 
generation of tensile cracks was controlled and fewer tensile cracks were generated. 
However, clear shear bands appear for all cases when the axial strain controlled method 
was applied. As shown in Fig.4.9(b), these shear bands were not observed when the 
radial strain controlled method was applied. 

From these simulation results, the microscopic parameters (in this case the tensile and 
shear strength) affect only tensile/uniaxial strength of the rock specimen but do not 
affect significantly the post-peak Class I and II behaviors. Again the loading conditions 
(controlled axial and/or radial strain) affect the post-peak behaviors and the formation of 
shear bands will be key issue. 
 
 
 
 
 
 Table 4.4 Four data sets with different values for microscopic parameters. 

Case 3 
255 
51 
5 

150.0 
0.2 

 
 

196.08 
67.52 
13.69 

Case 4 
198.5 
99.25 

2 
140.0 
0.2 

 
 

194.97 
67.06 
26.56 

Case 5 
162.5 
162.5 

1 
142.0 
0.2 

 
 

194.66 
67.96 
43.50 

-Input parameters- 
Shear strength of bonding ( c

Case 2 
320 
32 
10 

170.0 
0.2 

 
 

195.93 
67.83 
8.59 

σ  MPa): 
Tensile strength of bonding ( cτ  MPa): 

Shear/Tensile strength ratio 
Young’s modulus of particle ( pE  GPa): 
Poisson’s Ratio of particle ( pν ): 

 

-Results (Axial strain control)- 
UCS of rock model (MPa): 
Young’s modulus of rock model (GPa): 
Tensile strength of rock model (MPa): 
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 (a) Axial strain control. 

 

0

100

200

0.0% 0.1% 0.2% 0.3% 0.4%

Case 2 

Ax
ia

l S
tr

es
s 

Axial strain 

 

0

100

200

0.0% 0.1% 0.2% 0.3% 0.4%

Case 3 

Axial strain 

Ax
ia

l S
tr

es
s 

 

0

100

200

0.0% 0.1% 0.2% 0.3% 0.4%

Case 4 

Ax
ia

l S
tr

es
s 

Axial strain 

 

0

100

200

0.0% 0.1% 0.2% 0.3% 0.4%

Case 5 

Ax
ia

l S
tr

es
s 

Axial strain 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (b) Radial strain control. 
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Fig.4.8  Complete stress-strain curves obtained from each case. 
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Fig.4.9  Spatial distribution of all the cracks for each cases. (a) axial strain control 
and (b) radial strain control. These figures are obtained from axial strain 
controlled uniaxial compression tests. Tensile and shear cracks are 
expressed as closed and open circles, respectively. The diameters of the 
circles correspond to their respective magnitudes of energy. 

Case 2 Case 3 Case 4 Case 5 
(a) Axial strain control. 

Case 2 Case 3 Case 4 Case 5 
(b) Radial strain control. 



4.4.3 Local strain distribution 
 The DEM simulation results show that the key to understand the Class II behavior is 

the localized deformation along the shear bands. Hudson et al. mentioned in Ref 7 that 
“. . . as one region of the specimen is loaded and fails, the rest of the specimen remains 
intact and is elastically loaded and unloaded.” This statement implied that the failure 
localization and non-uniform failure in rock specimen probably causes the class II 
behavior. However, the mechanism of non-uniform failure was not sufficiently 
investigated. 

For further discussions, the inside of the rock model was divided into nine local small 
regions as shown in Fig.4.10, and local axial strain in each region was measured. The 
microscopic parameters of Case 1 were used for this calculation. Four particles are 
selected in each region to calculate the local axial strain. The radial and axial strain was 
calculated from the displacement of selected particles. 

Fig.4.11(a) shows the relation between a local axial strain for each region and the 
loading stress obtained from the axial strain controlled uniaxial compression tests. The 
numbers in Fig.4.11 represent the region number shown in Fig.4.10. As shown in 
Fig.4.11(a), although the local axial strain recovers in most regions after passing the 
peak, a significant increase of the axial strain observed in the region No.5.  
 
 
 
 
 
 
 
 Rock model 

1 2 3

4 5 6

7 8 9

Fixed platen 

Loading platen 

Local height 

Fig.4.10  Local strain monitoring procedure in each region. 
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Fig.4.11  Local stress-strain curves in each region. The numbers in 
the figure represent the region number shown in Fig.4.10. 
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As shown in Fig.4.7(a), shear bands clearly appear in the axial strain controlled 
uniaxial compression tests, and the shear bands pass the small region No.5 in Fig.4.10. 
This means that an increase of local axial strain in the region No.5 which was caused by 
the crack surface slips along the shear bands dominates the mechanical behavior of 
whole rock specimen and as a result, the complete stress-strain curve shows the Class I 
behavior. 

On the other hand, Fig.4.11(b) shows the relation between a local axial strain in each 
region and the loading stress obtained from the radial strain controlled uniaxial 
compression tests. As shown in Fig.4.11(b), the axial strain recovers in all local small 
region of rock specimen after the peak stress. This is because the formation of shear 
band does not grow due to the axial strain control was applied after the peak stress to 
keep the radial strain constant. Since shear bands were not formed clearly for the radial 
strain controlled uniaxial compression tests, all local small regions of rock specimen 
still keep elastic behavior, and as a result, the complete stress-strain curve of rock 
specimen showed the Class II behavior. 
 
 

4.5. Conclusion 
  A new DEM code for the uniaxial compression tests with radial strain control was 
developed and Class II behavior of rock was simulated in this study. The simulation 
results show good agreement with the complete stress-strain curve obtained from the 
laboratory experiment. These results suggest that the DEM can reproduce the Class II 
behavior of the rock successfully. In addition, the mechanism of the Class II behavior 
was discussed in detail from the microscopic point of view. The findings obtained from 
this study can be summarized as follows. 
 
1. Although the same rock model and the same microscopic parameters were used, 

Class I behavior was obtained in the axial strain controlled uniaxial compression 
tests and Class II behavior was obtained from the radial strain controlled uniaxial 
compression tests. This indicates that the loading control methods significantly 
affect on the mechanical behavior of rocks with uniaxial compression (Class I and 
II). 

 
2. The pre-peak behavior was almost the same for both loading control methods. 

However, the mechanical behavior in post-peak region is different between two 
different loading control methods and the formation of shear bands play important 
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roles in the post-peak region. The shear bands appear clearly in the axial strain 
controlled uniaxial compression tests. On the other hand, clear shear band does not 
appear in the radial strain controlled uniaxial compression tests. This is caused by 
the fact that the formation of shear bands does not grow rapidly due to the axial 
loading control (unloading) to keep constant radial strain.  

 
3. A series of simulations using different values for microscopic parameters were also 

carried out and simulation results clearly show that the microscopic parameters do 
not affect significantly the post-peak Class I and II behaviors. Hence, the key to 
understand the Class II behavior of brittle rocks is the localized deformation, such 
as the formation of a shear band. 

 
4. A clear shear bands appear in the axial strain controlled uniaxial compression tests 

and a significant increase of the axial strain occurs in some small regions of the 
rock specimen following the crack surface slips along the shear bands. As a result, 
the stress-strain curve of the entire rocks will show the Class I behavior. On the 
other hand, since clear shear band is not formed during the radial strain controlled 
uniaxial compression tests, most local small regions of rock specimen still keep 
elastic behavior, and as a result, the complete stress-strain curve of the whole rock 
specimen shows the Class II behavior. 

 
The post-peak behavior of the rocks was discussed in detail by using newly 

developed DEM code. The DEM model may be a strong tool to analyze and understand 
the failure mechanisms and their processes of rocks such as Class II behavior. 

Even though the uniaxial compression tests with radial strain control was simulated 
in this study, many other experimental techniques to obtain the complete stress-strain 
curves including Class II behavior using various measuring values as the feedback 
signal to control the loading conditions [9-12]. It is very interesting to simulate and 
discuss these experimental techniques using DEM. Moreover, it is well-known that the 
geometry and size of the rock specimen also affect significantly the mechanical 
behavior in the post-peak region of the rocks [13], which was not investigated in this 
study. Investigating these issues in detail using DEM will be the future works. 
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Chapter 5 
The distinct element analysis for hydraulic fracturing in hard 
rock considering fluid viscosity and particle size distribution 

 
 

5.1. Introduction 
To better understand the mechanics of hydraulic fracturing, a considerable amount of 

research has been carried out in the past few decades. According to the conventional 
theory, hydraulic fracturing is formed by tensile crack generation [1].  

On the other hand, the shear type mechanisms was observed in most of the acoustic 
emission (AE) events recorded during the laboratory and field hydraulic fracturing 
experiments [2-5]. Ishida et al. carried out a laboratory hydraulic fracturing experiments 
using low viscous water and high viscous oil. The source mechanisms of AE events 
indicates that shear type mechanisms are dominant when low viscous fluid is injected, 
and both shear and tensile type mechanisms are observed when high viscous fluid is 
injected [6].  

In addition, Matsunaga et al. conducted hydraulic fracturing experiments for various 
rocks and acrylic resin, and predicted that texture of rock, such as grain size, affects the 
hydraulic fracturing mechanism [7]. Ishida et al. extended this work and the hydraulic 
fracturing experiments were conducted for four different types of granitic rock 
specimens with different grain size in order to investigate the influence of grain size on 
induced crack geometry and fracturing mechanism [8-10]. The fault plane solutions of 
AE indicated that the dominant micro-fracturing mechanism becomes tensile rather than 
shear with decreasing grain size. Their experimental results indicate that texture of rock 
like grain size of granitic rocks considerably affects the geometry, surface roughness 
and microcracking mechanism of hydraulically induced cracks.  

To give the rational explanation for such disagreement between conventional theory 
and AE monitoring and to better understand the hydraulic fracturing mechanism, 
various numerical analysis techniques have been developed. The FEM and the BEM 
have been commonly used to simulate hydraulic fracturing in complex 
three-dimensional structures [11,12]. Al-Busaidi et al. performed the simulation of 
hydraulic fracturing in granite by using the DEM, and the results were compared with 
the AE data from the experiment. However, the simulation results showed that the 
disagreement mentioned above was not solved successfully. Thus, the hydraulic 
fracturing mechanism has not been sufficiently clarified [13]. 

In this section, the fluid flow algorithm that can consider the fluid viscosity and 
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permeability is introduced into the DEM program to reproduce the hydraulic fracturing. 
A series of simulations for hydraulic fracturing in hard rock was performed by using the 
flow-coupled DEM code to discuss the influence of the fluid viscosity and the particle 
size distribution, and to obtain insights that gave the rational explanation to the 
disagreement between conventional theory and the AE monitoring results. 
 
 

5.2. Flow-coupled DEM 
5.2.1 Fluid flow algorithm  

The fluid flow algorithm that can consider the fluid viscosity and permeability is 
introduced into the DEM program to reproduce the hydraulic fracturing [13-16]. In the 
fluid flow algorithm, as shown in Fig.5.1, the aperture between the adjoining particles is 
assumed to be a flow channel, and a series of enclosed domain is created by connecting 
the centers of adjoining particles. 

As shown in Fig.5.2, each channel is assumed to be a set of parallel plates with some 
aperture, and the fluid flow in the channel is modeled by the Poiseuille equation. 
Therefore, the volumetric laminar flow is given by 
 

pL
PwQ Δ

=
μ12

3

        (5.1) 

Domain 

Flow channel 

Particle 

w
pL

ir

jr

F

Pipe F

Fig.5.1  Channel - Domain model. Fig.5.2  Channel width and length. 
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where w is the aperture, Lp is the length of the channel. Lp is assumed to be obtained 
from harmonic mean of the radius of two particles  and , and given by ir jr

ji

ji
p rr

rr
L

+
⋅=

2
2         (5.2) 

PΔ  is the difference in pressure across a channel and μ  is the viscosity of the fluid. 
Because the model is 2-D, an out of plane thickness is assumed to be a unit. 

According to equation (5.1), fluid flow never occur when the two particles are in 
contact (w=0). To avoid this, the w will be given by equation (5.3) relating to the 
compressive normal force F at the contact. 

0

00

FF
Fww
+

=         (5.3) 

where  is assumed initial aperture for particles that are just touching and  is the 
normal force at which the channel aperture decreases to half of its initial aperture. Since 
flow rate Q in equation (5.1) is microscopic flow rate in one flow channel and the fluid 
flow in a rock model is expressed by assembly of many flow channels, the permeability 
of the entire rock model cannot be calculated directly from equation (5.1). Therefore, 
the value of  is determined as the permeability of the entire rock model obtained by 
simulating the permeability test correspond to the value of an actual specimen. This 
implies that the permeability of the entire rock model can be adjusted by tuning the 
value of , and particle displacement updates the porosity and permeability of the 
rock model. 

0w

w

0F

0w

0

Each domain accumulates the fluid pressure acting on the surface of surrounding 
particles, and the fluid pressure is updated during the fluid flow calculation. The change 
of fluid pressure dP is given as the following equation by the continuity equation 

 

(∑ −= r
r

f dVQdt
V
K

dP )      (5.4) 

 

where  is total flow rate for one time step from the surrounding channels, dt is 
duration in one time step,  is the fluid bulk modulus,  is the apparent volume of 
the domain and  is the change of the volume in the domain. 

∑Q

fK rV

rdV
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5.2.2 Fluid flow and fluid pressure  
The fluid flow in the channel is assumed to be the two-dimensional poiseuille flow. 

Therefore, the laminar flow between two parallel plates extending in x-directions, as 
shown schematically in Fig.5.3 will now be considered. The plates are at the planes 

 and 0=y wy = , and the flow is in the x-direction, hence there is no velocity 
component in y-direction. The velocity distribution u for laminar flow between parallel 
plates is a function of y only, and given by 

pL
P

w
y

w
ywu Δ

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟
⎠
⎞

⎜
⎝
⎛−=

22

2μ
      (5.5) 

Viscous fluid flow along solid boundary will incur a shear stress on that boundary. 
The shear stress at a surface element parallel to a plate, at the point y, is given by 

p
f L

Pyw
dy
du Δ

⎟
⎠
⎞

⎜
⎝
⎛ −==

2
μτ       (5.6) 

Especially, the wall shear stress is defined as 

p
f L

Pw Δ
=

20τ        (5.7) 

Therefore, total force acting on a plate is given by 
 

PwLf fpc Δ=⋅=
20τ       (5.8) 

 
where Lp is the length of the channel. As shown in Fig.5.3, total force fc is given to 
particles as a shear force that acts on the surface of two particles that form channels. 

Each domain accumulates the fluid pressure, and the fluid pressure acts on the surface 
of surrounding particles as shown in Fig.5.4. When fluid pressure P acts on a particle 
whose radius is r, the total force fd that acts on the center of a particle is given by  

 

∫− ⋅=
ϕ

ϕ
θθ rdPfd cos        (5.9) 

 
where ϕ  is corner half-angle of a domain. 

Consequently, by introducing fluid flow algorism, the shear stress caused by fluid 
flow and fluid pressure accumulated in each domain are acting on particles. 
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Fig.5.4  Fluid pressure acting on 
the particle. 

Fig.5.3  Flow velocity and viscous forces. 

 
5.2.3 Saturation 
  Fluid flow algorithm presented in Ref.13-16 assumed that the entire model is always 
filled with the fluid (consider only saturated condition). However, the specimen might 
not always be saturated in actual laboratory experiments. Such a condition with 
different saturation (saturated-unsaturated condition) might influence the simulation 
results. Therefore, to consider the unsaturated conditions, fluid flow algorithm is further 
improved, and the saturation factor in each domain is introduced. The saturation factor 
in each domain is defined as 
 

poV
V

S
r

f
t ⋅
=        (5.10) 

 
where  is the volume of domain as shown in Fig.5.5,  is the volume of fluid that 
exists in the domain, and po is assumed porosity of the model. For 1 < St the domain is 
filled with fluid, while as 1 > St the domain is unsaturated. When the unsaturated 
condition is considered, fluid pressure is assumed to be the same value as the 
atmospheric pressure (0MPa in this research) in the unsaturated domain, and increases 
only after the domain is saturated. Fig.5.6 shows the relation between the saturation 
factor and the fluid pressure. 

rV fV

Since the saturation factor of each domain is calculated with the volume of the 
domain, transmission of fluid pressure significantly depends on porosity of the model. 
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True pore volume (V )  
 
 
 
 
 
 
 
 
 
 
 
 
 
However, in the DEM simulation, it is difficult to reproduce the porosity of an actual 

rock and the unconsolidated sands accurately because the DEM model is expressed by 
the assembly of circular particles. Therefore, the true pore volume of the domain, , 
can not used for the calculation of saturation factor. Therefore, the apparent pore 
volume of the domain obtained from the entire volume of the domain, , and assumed 
porosity, po, is used in equation (5.10). 

poreV

rV

Incidentally, in equation (5.4), the change in fluid pressure caused by volume change 
is calculated by using the entire volume of the domain. This means the bulk modulus 
used for equation (5.4) is apparent bulk modulus of elasticity of the pore fluid and 
particle. 
 
 

5.3. Simulation condition 
5.3.1 Rock specimen model and loading condition 

Fig.5.7(a) illustrates the rock model and loading condition for the hydraulic fracturing. 
The rock model is expressed by the assembly of particles bonded with each other. The 
size of rock specimen is 20cm in width and 20cm in height. A borehole for fluid 
injection is created at the center of the rock model. The rock model is surrounded by the 
four confining walls. The left and under walls are fixed and the right and upper walls 
can move to apply the constant confining pressure. Two confining pressures, 10MPa in 
the x-direction and 5MPa in the y-direction, were applied to the rock model. Frictional 
force has not acted between the model and the confining walls. The rock models used in 

Fig.5.5  Domain volume and 
pore volume. 
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Fig.5.6  Relationship between saturation 
of the domain and fluid pressure. 
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the simulations were made according to the following procedures. 
At first, particles were aligned along one edge of the model as shown in Fig.5.8. The 

particle radius was selected following a uniform distribution between maximum and 
minimum radius using random number. In addition, particles that have the same radius 
are arranged in the circular form at the center of the model to form the inner wall of the 
borehole. During this process, the edge of the model and the surface of borehole can be 
smoothed, and unnecessary stress concentration that originates in the model geometry 
can be avoided. The other parts of the model are filled with particle according to the 
procedure mentioned in the section 2.4.1. 
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As shown in Fig.5.7(b) and (c), to investigate the influence of the particle size 
distribution on the hydraulic fracturing behavior, two types of rock models 
(heterogeneous and homogeneous model) with different ranges of particle radius were 
considered. In this study, heterogeneous model is called as “Model A” and 
homogeneous model is called as “Model B”. The number of particles for model A is 
about 6,500 with the particle radius range from 0.5mm to 2.5mm, and the number of 
particles for model B is about 18,000 with the particle radius range from 0.5mm to 
1.0mm. Fig.5.9 shows the particle size cumulative curve for each model. 

In addition, to investigate the influence of the fluid viscosity on the hydraulic 
fracturing behavior, low viscous fluid (0.1 smPa ⋅ ) and high viscous fluid (100 smPa ⋅ ) 
are used as the fracturing fluid. Fracturing fluid was injected at constant pressurizing 
rate. 
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Fig.5.8  Particle packing method. 
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5.3.2 Calibration 
The microscopic mechanical parameters used in this simulation were calibrated by 

preliminary simulations of uniaxial compression and Brazilian tests. In this study, 
macroscopic mechanical properties of Kurokamijima granite were used to calibrate the 
microscopic parameters, such as the Young’s modulus, the Poisson’s ratio, the tensile 
strength and the uniaxial compressive strength (UCS) of the rock model. The confining 
wall is assumed to be the steel. The microscopic mechanical parameters used in this 
simulation and the calibration results are summarized in Table 5.1. The macroscopic 
parameters of both rock models show good agreement with the experimental results. 

As mentioned above, since the permeability of the rock model cannot be determined 
directly, the value of  is calibrated as the permeability of the entire rock model 
obtained by simulating the permeability test. As shown in Fig.5.10, the rock model with 
20cm in width and 10cm in height was used for the permeability test. Fluid flow was 
established through the model by maintaining the fluid pressure  on the left side of 
the model at 0.2 MPa and the fluid pressure  on the right side of the model at 0.1 
MPa. This pressure difference causes fluid flow only through the existing network of 
flow channels, and fluid flow does not occur between the rock model and the wall. The 
simulation of the permeability test is continued until the inflow  equals outflow 

 and a steady flow state is achieved (

0w

inP

Q

outP

inQ
in

outQ outQQ ≅= ).  
 
 
 
 

Unconsolidated 
sand model 

Confining stress (3.0 MPa) 

inP

inQ

outP

outQ
H

W

Fig.5.10  Simulation of permeability test. 
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Table 5.1  Rock model properties and input parameters. 

-Microscopic parameters- 

 
 

Homogeneous 

18505 
1.0 mm 
0.5 mm 
18.5 % 
200 mm 
200 mm 
10 mm 

Heterogeneous 

6407 
2.5 mm 
0.5 mm 
12.5 % 
200 mm 
200 mm 
10mm 

 
Number of particles: 
Maximum particle radius: 
Minimum particle radius: 
Porosity of the model: 
Width: 
Height: 
Borehole radius: 

Particle density: 

 
 
 
 
 
 
 

2620 kg/m3 

200 GPa 
0.0 
0.3 

84 GPa 
0.5 

0.25 
0.7 

249 MPa 
21 MPa 
0.2 % 
10 % 

5.775×10-7 m

2620 kg/m3 

200 GPa 
0.0 
0.3 

66 GPa 
0.5 

0.25 
0.55 

157.5 MPa 
15.8 MPa 

0.2 % 
10 % 

7.028×10-7 m

 
Young’s modulus of wall ( ): wE

wFriction coefficient of wall ( φtan ): 
Poisson’s Ratio of wall ( 

wν ): 
Young’s modulus of particle ( E ):  

p

pFriction coefficient of particle ( φtan ): 
Poisson’s Ratio of particle ( pν ): 
Shear/normal spring stiffness ratio (α ): 
Shear strength of bonding ( cτ ):  
Tensile strength of bonding ( cσ ):  

pAssumed porosity of the model ( o ): 
Initial saturation ( tS ): 
Initial aperture ( 0w ): 

Bulk modulus of the fracturing fluid ( fK ): 
Fluid viscosity for low viscous fluid (

2.0 GPa 
0.1 smPa ⋅  
100 smPa ⋅  

μ ) 
Fluid viscosity for high viscous fluid (μ ) 

-Calibration results- 
 
UCS of rock model (MPa): 
Tensile strength (MPa): 
Young’s modulus (GPa): 
Poisson’s Ratio: 
Permeability (m2): 

Experiment 

Kurokamishima-granite 

200.0 
10.0 
70.0 

0.250 
 

 

Homogeneous 

199.9 
10.2 
70.2 

0.248 
1.0×10-17 

 

Heterogeneous 

199.5 
10.2 
70.3 

0.254 
1.0×10-17 

Simulation 
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Assuming the rock model as an isotropic medium and according to the Darcy’s low, 
the steady flow rate Qsteady is given as follows. 

 
( )

W
PPkHQ outin

steady
−

=
μ

      (5.11) 

 
where μ  and k are the viscosity of the fluid and the macroscopic permeability of the 
rock model. Thus the permeability of the rock model can be calculated by equation 
(5.11) as 

( )outin

steady

PPH
WQ

k
−

=
μ

       (5.12) 

 
 

5.4. Summary of the simulation results 
  As shown in Table 5.2, four hydraulic fracturing simulations called Case A1, A2, B1 
and B2 with different combination of rock model and fracturing fluid were performed. 
For Case A1 and A2, the same heterogeneous rock model (Model A) was used, and for 
Case B1 and B2, the same homogeneous rock model (Model B) was used. For Case A1 
and B1, the low viscous fluid (0.1 smPa ⋅ ) was used, and for Case A2 and B2, the high 
viscous fluid (0.1 ) was used. In all cases, two confining pressures, 10MPa in the 
x-direction and 5MPa in the y-direction, were applied to the rock model. 

smPa ⋅

The conventional theory showed that hydraulic fracture is created by tensile crack 
and extend along the direction of maximum compressive principal stress [1]. Fig.5.11 
illustrates the geometry of the fracture formed in each case. Location of a microcrack is 
expressed by a solid line. For all cases, the orientation of the hydraulic fractures will be 
parallel to the direction of maximum compressive principal stress in theory. This result 
indicates that the effect of the confining stress was appropriately expressed in the DEM 
simulations. 

Fig.5.12(a), (b), (c) and (d) show the location of x-coordinates of the cracks versus 
time step. The crack mode is identified based on the criterion described in the section 
2.2, and a tensile crack is expressed with a closed circle and a shear crack is expressed 
with an open circle. Fig.5.12(e) shows the evolution of the fluid pressure in the borehole. 
Hydraulic fracturing has been initiated before the breakdown (peak) pressure in all cases. 
This result agrees well with the hydraulic fracturing process deduced from AE 
measurements in the laboratory experiments conducted by some researchers [17,18].  

 99



 
 Rock model Fracturing fluid Confining stress 

Case A1 Model A (Heterogeneous) Low viscosity (0.1 smPa ⋅ ) 

Case A2 Model A (Heterogeneous) High viscosity (100 smPa ⋅ ) 

Case B1 Model B (Homogeneous) Low viscosity (0.1 smPa ⋅ ) 

Case B2 Model B (Homogeneous) High viscosity (100 smPa ⋅ ) 

x-direction 

10 MPa 

y-direction 

5 MPa 

 
 
 
 
 
 
 
 
 
 
 
 
 

Direction of the ma
compressive stress 

Direction of the maximum 
compressive stress 

ximum 

y y

xx

 
 
 
 
 
 
 
 
 
 
 
 
 

Direction of the ma
compressive stress 

Direction of the maximum 
compressive stress 

ximum 

y y

x x

Fig.5.11  Spatial distribution of all the cracks obtained from each case. The solid 
lines indicate the crack generations. 

(a) Case A1 
(Heterogeneous, Low viscosity) 

(b) Case A2 
(Heterogeneous, High viscosity) 

(c) Case B1 
(Homogeneous, Low viscosity) 

(d) Case B2 
(Homogeneous, High viscosity) 

Table 5.2  Simulation condition for four cases. 
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Fig.5.12  Results of the hydraulic fracturing simulation. (a), (b), (c) and (d) 
Time-space distribution of cracks generated in each cases. (e) Evolution of 
borehole pressure. 
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The number of microcracks  Crack initiation 

pressure (MPa) 
Breakdown 

pressure (MPa) Tensile crack (%) Shear crack (%)
Case A1 19.73 21.40 151 (93.8%) 10 (6.2%) 
Case A2 23.84 26.09 144 (94.1%) 9 (5.9%) 
Case B1 20.26 21.34 261 (98.5%) 4 (1.5%) 
Case B2 23.84 40.42 258 (91.2%) 25 (8.8%) 

Table 5.3  Summary of the simulation results. 

 
 

Simulation results, such as crack initiation pressure, breakdown pressure and the 
number of microcracks generated during the simulation, are summarized in Table 5.3. 
As shown in Table 5.3, when the high viscous fluid was used, the crack initiation 
pressure and the breakdown pressure becomes higher than that with low viscous fluid 
regardless of the rock model. Especially, breakdown pressure in Case B2 (homogeneous 
model and high viscous fluid) was remarkably higher than that in other cases.  

Since the number of particles of Model B is larger than that of Model A, the number 
of bonds between particles of Model B is also larger than that of Model A. Therefore, 
when the model B was used (Case B1 and B2), total number of microcrack generation 
becomes larger as shown in Table 5.3. In all cases, percentage of tensile crack 
generation is 90% or more. Percentage of shear crack generation is smallest in Case B1 
(1.5%), and largest in Case B2 (8.8%). Thus, even though a few shear cracks were 
generated, tensile cracks were dominant in all cases as expected in theory.  
 
 

5.5. Crack initiation pressure 
As shown in Table 5.3, when the low viscous fluid was used, the crack initiation 

pressure and the breakdown pressure were lower than those with high viscous fluid. For 
Case A1 and B1 (low viscous fluid was used), the crack initiation pressure is almost the 
same (around 20 MPa). On the other hand, the crack initiation pressure is about 24 MPa 
for Case A2 and B2 with high viscous fluid.  
  This result can be explained by the effect of fluid infiltration and pore pressure 
gradient around the borehole. There is large number of small pores inside of rocks. 
When the borehole pressure increases with fluid injection, fracturing fluid penetrates 
into the interconnected pores of a rock from borehole wall. The fluid penetration causes 
an additional pore pressure around the borehole. The pore pressure reduces the effective 
stress of rock around the borehole, and makes it easy to generate tensile cracks [19]. 
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To investigate the effect of fluid infiltration on the tensile rupture of permeable rock, 
Haimson [20,21] developed a sophisticated model theoretically to consider the fluid 
penetration. Moreover, Ito et al. [22,23] developed a new theory based on the point 
stress criterion, the theory assumes that the fracture initiation occurs when the 
maximum tensile effective stress reaches the tensile strength of a rock at a point not on 
the wellbore surface but inside of the rock. 

Fig.5.13 shows close-up view of the rock model around the borehole for each case at 
the time step just before the crack initiation. The solid lines indicate the fluid 
penetration (saturated) area and the shade of each domain indicates the fluid pressure. 
As mentioned in section 5.2.3, saturated area is judged by the saturation factor, St. St is 
calculated by equation (5.10). For 1 < St the domain is assumed to be saturated. When 
low viscous fluid was used (Case A1 and B1), fracturing fluid widely infiltrated into the 
rock model from borehole wall and fluid pressure around the borehole increased. 
According to equation (5.3), the flow rate between particles is affected by the 
compressive normal force at the contact point. When the compressive normal force 
increases, the aperture of the channel, w, decreases. Therefore, since the maximum 
confining pressure is 10MPa in the x-direction, fluid flow perpendicular to x-axis 
decreases. Thus, the fluid saturation area is not a circle but an oval shape. On the other 
hand, fracturing fluid did not infiltrate into the rock model when high viscous fluid was 
used (Case A2 and B2). 

Fig.5.14(a) shows the spatial distribution of the maximum principal stress at the 
initial step. Fig.5.14(b) and (c) show the spatial distribution of the maximum principal 
stress in Case B1 and B2 at the time step just before the crack initiation, respectively. 
The calculation procedure for the stress distribution in DEM model is described in 
APPENDIX. The distribution of the principal stresses is calculated based on the forces 
acting on the particles. In a word, Fig.5.14 shows the distribution of the effective stress. 

At the initial step (borehole pressure is 0MPa), maximum principal stress at the 
borehole surface across y-axis is highest as shown in Fig.5.14(a). This is in agreement 
with conventional elastic theory.  

However, as shown in Fig.5.14(b), the maximum principal stress around the injection 
hole decreases when the low viscous fluid was used. On the other hand, when the high 
viscous fluid was used, such a decrease in stress is not observed and maximum principal 
stress around the borehole increases due to the borehole pressure as shown in 
Fig.5.14(c). This result indicates that decrease in the crack initiation pressure in case 
which uses low viscous fluid is caused by decrease in effective stress due to the rise of 
fluid (pore) pressure around the borehole. 
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In actual hydraulic fracturing experiments, it is difficult to observe the infiltration 
behavior of fluid and change of stress distribution due to the fluid injection directly. On 
the contrary, the DEM can directly represent grain-scale microstructural features of rock, 
such as pre-existing flaws, pores, microcracks and grain boundaries by considering each 
grain as a DEM particle without complicated constitutive laws. The effect of fluid 
infiltration on the tensile rupture of permeable rock can be successfully reproduced by 
the coupled fluid flow and the DEM. This suggests that the DEM model may be a 
strong tool to understand the fracture behavior of permeable rock. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5.13  Close-up view of the rock model around the borehole in each case at the 
time step just before the crack initiation. The solid lines indicate the fluid 
penetration (saturated) area and the shade of each domain indicates the 
fluid pressure. 
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Fig.5.14  Spatial distribution of magnitude of the maximum principal stress at the 
initial step and at the time step just before the crack initiation. 
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5.6. Breakdown pressure 
As shown in Table 5.3, when the high viscous fluid was used, the breakdown pressure 

was markedly higher than that with low viscous fluid. This result agree well with the 
theory [17,24], and can be explained by comparison between simulation result of 
hydraulic fracturing by DEM and fracturing process led by Linear Elastic Fracture 
Mechanics (LEFM). 

In general, LEFM is often used as an analytical technique for the propagation of the 
fracture in the rock like materials. LEFM is a theory that assumes application to the 
continuum.  

On the other hand, DEM is basically a discontinuity analysis technique for granular 
material. Therefore, the breakage of individual bonds that connect particles in DEM can 
not be compared with LEFM directly.  

However, by assuming the connection of individual microcracks in DEM as a 
propagation of one macroscopic fracture, the simulation result by DEM can be 
interpreted by LEFM. Such a research has already been reported and it is shown that the 
fracture strength calculated from macroscopic fracture in DEM agree well with the one 
lead from LEFM [25-27].  

Fig.5.15(a) and (b) show the fluid pressure acting on the inside of hydraulic fractures 
during low viscous fluid and high viscous fluid injection, respectively. The solid lines 
indicate the crack generations and the shade of each domain indicates the fluid pressure. 
As shown in Fig.5.15(a), when low viscous fluid was used, the fluid was infiltrated into 
the fracture instantaneously and the fluid pressure was applied throughout the fracture 
surface. On the other hand, when high viscous fluid was used, only the fracture 
elongated first and then the fluid was infiltrated slowly into the fracture and fluid 
pressure was applied only a part of the fracture surface.  

Newman theoretically derived stress intensity formulae for the cases mentioned 
above [28]. Fig.5.16 illustrates the normalized stress intensity factor at the crack tips as 
a function of the crack length for two cracks propagating symmetrically from a borehole 
in an infinite medium, and the borehole radius R is adjusted to that used in the 
simulation. According to Fig.5.16, in case of 1=λ  (pressure acts all over the fracture 
surface), stress intensity factor monotonically increases with crack length. Thus, 
fracture never stops once it grows. On the other hand, in case of 0=λ  (pressure acts 
only in the borehole), stress intensity factor slowly decreases with crack length. 
Therefore, when high viscous fluid was used as the fracturing fluid, the fracture never 
extends without an additional pressure. 
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Fig.5.15  Fracture propagation and fluid infiltration behavior. The solid lines 
indicate the crack generations and the shade of each domain indicates 
the fluid pressure. 
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Thus, simulation result of hydraulic fracturing by DEM show good agreement with 
fracturing process explained by LEFM, and the effect of fluid viscosity on the 
breakdown pressure was discussed.  

Moreover, as shown in Table 5.3, the breakdown pressure in Case B2 (homogeneous 
model and high viscous fluid) was remarkably higher than that in Case A2 
(heterogeneous model and high viscous fluid). The similar results were obtained from 
the laboratory hydraulic fracturing experiment conducted by Ishida et al. and Matsunaga 
et al. Their experimental results indicate that the breakdown pressure decreased with 
increasing grain size of the rock specimen [7-10].  

One possible explanation for such an effect of particle size distribution is given as 
follows. As the difference between maximum and minimum grain size in rock specimen 
increases, the defects between the grains become larger, and such defects become 
triggers for the propagation of the fractures. Therefore, breakdown pressure in Case B2 
that use homogeneous model was remarkably higher than that in Case A2 that use 
heterogeneous model even though the same fracturing fluid was used.  

In actual hydraulic fracturing experiments, since the development of the fracture is 
completed in very short time, it is difficult to observe the behavior of the fracturing fluid 
during the fracture growth. However, by using DEM, hydraulic fracturing process that is 
hard to be observed in an experiment can be discussed in detail. 
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5.7. Geometry and micro cracking mechanism of hydraulic fracturing  
5.7.1 Hydraulic fracturing in heterogeneous model 

Fig.5.17 (a) and (b) show the spatial distribution of all the microcracks generated 
during the hydraulic fracturing simulations in Case A1 and A2, respectively. The closed 
circle indicates a location of tensile crack and the open circle indicates that of shear 
crack. The diameter of the circle corresponds to respective magnitude of energy 
obtained by equation (2.14). The fracture path is almost the same for both cases. 
However, tendency of the microcrack generation is different due to the difference of 
fluid viscosity.  
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Fig.5.17  Crack types and magnitude of energy emitted from the cracks in Case 
A1 and A2 (Heterogeneous model). The diameter of the circle 
corresponds to the magnitude of crack energy. 
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As shown in Fig.5.17(a), when the low viscous fluid was used, the energy emitted 
from the shear crack is larger than that from the tensile crack. This result agrees well 
with the fact proved in theory [29]. 

When the low viscous fluid was used, shear cracks emitting significantly large energy 
were generated in the region enclosed by a dotted line square in Fig.5.17(a). On the 
other hand, when the high viscous fluid was used, the energy emitted from the shear 
crack is relatively small as shown in Fig.5.17(b), and such a shear crack emitting large 
energy did not generated at the same position (see dotted line square in Fig.5.17(b)) 
even though the same rock model was used. This result is caused by the difference of 
the fracturing process due to the difference of fluid viscosity. 

Fig.5.18(a) illustrates a close-up view of the fracture propagation and fluid infiltration 
behavior in Case A1. Tensile and shear cracks are expressed as thick solid lines and 
open ellipses respectively. As shown in Fig.5.18(a), when low viscous fluid was used, 
the fracture propagated in the direction of maximum compressive stress and the fluid 
was infiltrated into the fracture instantaneously. At this time, fracture is mainly formed 
by tensile microcracks. However, when a large particle exists on the course of the 
fracture growth, propagation of the fracture is obstructed and the fluid pressure was 
applied throughout the fracture surface. Beyond the obstructing particle, tensile cracks 
are generated in front of the fracture tip due to the fluid pressure acting on the fracture 
surface because the tensile strength of bond is obviously small compared with the shear 
strength. Finally, when the fluid pressure acting on the fracture tip sufficiently increase, 
shear cracks emitting significantly large energy are formed to connect these tensile 
cracks. This fracturing process is similar to the Hill’s model which is originally 
proposed for volcanic earth quake swarms [30]. 

On the other hand, Fig.5.18(b) illustrates a close-up view of the fracture propagation 
and fluid infiltration behavior in Case A2. When high viscous fluid was used, only the 
fracture propagated first. At this time, microcrack geometry is similar to that in Case A1. 
However, fracturing fluid can not infiltrate into the fracture because the fluid viscosity 
is high. Therefore, fluid pressure was applied the borehole and only a part of the 
fracture surface. In this research, the microscopic parameters given to the bonds 
between particles, such as Young's modulus and strength, are constant. However, since 
the stiffness of the bonding springs and the stress acting on the bonds are given as a 
function of the particle radius by equation (2.9) - (2.13), the strain energy given by 
equation (2.14) becomes the function of the particle radius.  
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 Fig.5.18  Close-up view of the fracture propagation and fluid infiltration behavior. 
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Hence, the local strength of rock model and energy emitted along with microcrack 
generation are irregularly distributed according to the distribution of the particle radius 
of the rock model. The microcracks are likely to be generated between small particles 
and the energy emitted from such microcracks become small. Therefore, as borehole 
pressure increases, a number of microcracks are generated between small particles 
without fluid infiltration. When these microcracks are connected and one straight 
fracture is formed, fracture width gradually increases due to the borehole pressure. 
Finally, high viscous fluid infiltrate into the existing fracture when the fracture width 
sufficiently increased. As a result, the fracture becomes thick planar with few branches 
when high viscous fluid was used, and the shear crack emitting large energy observed in 
Case A1 was not generated in Case A2.  

Fig.5.18(b) indicates that the macroscopic fracture is mainly formed by tensile cracks. 
However, a few shear cracks are generated even when high viscous fluid was used and 
the fracturing fluid did not infiltrated into the fracture. The macroscopic fracture seems 
to develop straight. However, individual microcracks are generated in various directions 
along the direction of the particle boundary. When the particle boundary located 
diagonally across the direction of maximum confining stress, confining stress and 
borehole pressure act on the particle boundary as shear stress. Hence, the shear cracks 
were generated along the grain boundaries that diagonally across the direction of 
maximum confining stress. 

According to the microscopic observation in laboratory experiments [6,7], hydraulic 
fracture mainly located at the grain boundary. They also pointed out that the fracture 
induced by high viscous oil injection could be observed very clearly because of their 
large widths, whereas fracture induced by low viscous water injection could only be 
detected after careful and close observation because they were extremely thin. In 
addition, high viscous oil tends to generate thick planar fracture with few branches, 
while low viscous water tends to generate thin and wavelike cracks with many 
secondary branches. By considering the particles in DEM as the mineral grains, the 
fracture propagation process in the DEM simulations mentioned above give the rational 
explanation for the hydraulic fracturing behavior observed in the experiment.  

As shown in Table 5.3, tensile cracks were dominant in all cases though a few shear 
cracks were generated. This result is not in agreement with the result obtained from the 
laboratory AE measurement experiments conducted by Ishida et al. [6]. Recorded AE 
waveforms in their hydraulic fracturing experiment indicate that the shear type 
fracturing seemed to be dominant in slick water injection and both tensile and shear AE 
are recorded in viscous oil injection. This disagreement between the results obtained 
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from the simulation and experiment can be explained by considering the energy of 
microcracks. 

When low viscous fluid is used as the fracturing fluid, low viscous fluid can easily 
infiltrate into the pores, defects and generated microcracks, and the fracture windles 
according to the boundary of the mineral grain. When the fluid pressure acting on the 
fracture tip increase sufficiently, shear cracks that emit large energy are formed to 
connect pre-existing microcracks. Since the tensile strength of rock is obviously small 
compared with the compressive strength, the energy emitted from a tensile crack is 
small compared with that from a shear crack. Such a small AE is easily buried in a noise 
and hard to be measured in the experiments. In fact, several hundreds of AE sources 
were located during hydraulic fracturing conducted by Ishida et al. However, only a few 
percent of the located AE events showed clearly the first motions of the P-wave and are 
possible to obtain reliable mechanism solutions. Hence, only for about five events in 
each specimen, their fracturing mechanisms could be examined based on the polarities 
of P-wave first motions [6,10]. Therefore, the shear type AE with large energy is 
dominantly observed in AE measurement experiments. 

On the other hand, when the high viscous fluid is used, fracturing fluid cannot 
infiltrated into the microcracks, and one straight fracture is formed according to the 
stress state in the rock due to the increase in the borehole pressure. Although the fracture 
is mainly formed by tensile cracks, a few shear cracks are generated along the grain 
boundaries that diagonally across the direction of maximum confining stress. The 
fracturing fluid will infiltrate along existing straight fracture after enough opening of the 
fracture due to the borehole pressure. However, the energy emitted from these shear 
cracks are not so large as shown in Fig.5.17(b) because such microcracks are mainly 
generated between small particles. Therefore, very few shear cracks emitting large 
energy observed when the high viscous fluid is used. In addition, when the high viscous 
fluid is infiltrated into the fracture, fluid pressure becomes very high. Thus, in an actual 
hydraulic fracturing, highly pressurized fluid causes large fracture opening, and tensile 
AE with large energy may be generated. Therefore, both tensile and shear AE can be 
observed during the injection of high viscous fluid in an actual AE monitoring. 
 
5.7.2 Hydraulic fracturing in homogeneous model 

Fig.5.19(a) and (b) show the spatial distribution of all the microcracks generated 
during the hydraulic fracturing simulation in Case B1 and B2, respectively. The energy 
emitted from the microcrack generation in Model B is relatively small compared with 
that in Model A as shown in Fig.5.17. 
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As mentioned in the section 5.7.1, the local strength of rock model and energy 
emitted along with microcrack generation are irregularly distributed according to the 
distribution of the particle radius of the rock model. Microcracks are hardly to be 
generated between large particles and the energy emitted from such microcrack become 
large. For this reason, the energy emitted from the microcrack generation in Model B 
consisting of small particles is relatively small compared with that in Model A including 
many large particles. This tendency agree well with the results of the uniaxial 
experiments conducted by Eberhardt [31] and the results of laboratory hydraulic 
fracturing experiment conducted by Ishida et al. [10]. Their experimental results 
showed that the number of detected AE events decreases markedly with decreasing 
grain size. 
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By comparing Fig.5.19(a) with (b), many small branching cracks were generated 
when the low viscosity fluid was used. On the other hand, when the high viscosity fluid 
was used, such a branching crack was not generated. This result supports the 
consideration related to the influence of the viscosity of the fracturing fluid discussed in 
the previous section. 

As shown in Fig.5.19(a), only a few shear cracks were generated in Case B1 
(Homogeneous, Low viscosity). Percentage of shear crack generation in Case B1 is 
smallest, 1.5%. This tendency agrees with the experimental results. The fault plane 
solutions of AE implied shear type fracturing in the specimens with large grain, while 
they implied tensile fracturing in the specimen with small grain [7,10]. In addition, in 
hydraulic fracturing in an acrylic resin block, all recorded AE events indicated tensile 
fracturing mechanisms [7]. The acrylic resin is impermeable and could be considered to 
be an extremely homogeneous material. These results clearly indicate that, with 
decreasing grain size, the dominant micro fracturing mechanism becomes tensile rather 
than shear. This result can be explained by particle size distribution of the model. As 
mentioned in the previous section, when the particle radius is widely distributed and 
relatively large particles are contained in the rock model, shear cracks generated along 
the grain boundaries that diagonally across the direction of maximum confining stress. 
On the other hand, when all particles in the rock model are small, the hydraulic fracture 
can develop straight in the direction of the maximum confining stress. Therefore, shear 
cracks which emit large energy are hardly to be generated in homogeneous rock model 
as shown in Fig.5.19(a). 

However, as shown in Fig.5.19(b), when high viscous fluid was used, many shear 
cracks that emit large energy were generated even though homogeneous model (Model 
B) was used. Fig.5.20 shows a close-up view of the time-space distribution of cracks 
generated in Case B2 (Homogeneous, High viscosity) from time step 807 to 811 (×105). 
As shown in Fig.5.20, the fracture does not develop smoothly but develops stepwise, 
and such stepwise development of the fracture may be lead by the generation of shear 
cracks. Moreover, as indicated in the region enclosed with dotted circle in Fig.5.20, the 
shear cracks that emit significantly large energy generated when the fluid was injected 
into the fracture after the fracture development. 

In the actual AE measurement during hydraulic fracturing using low viscous water 
and high viscous oil injection, AE events spread from the hole throughout the specimen, 
within short periods corresponding to the respective pressure drops. In particular, when 
the fracturing fluid is not allowed to penetrate the fracture, AE sources spread stepwise 
[6]. The DEM simulation results are well in agreement with these AE behaviors. The 
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macroscopic fracture seems to be straight. However, the fracture is microscopically 
winded due to the particle arrangement even when homogeneous model is used. When 
the fracture grows diagonally across the direction of maximum confining stress, the 
higher fluid pressure is required to extend the fracture because a part of the confining 
stress and the borehole pressure act on the fracture tip as the shear stress. Thus, the 
fracture develops stepwise accompanied with the shear crack generation, and the 
breakdown pressure in Case B2 was remarkably higher than that for other cases as 
shown in Table 5.3. 

Since the fracture is microscopically winded due to the particle arrangement, there 
exists the region where fracture width was narrowed locally. Therefore, when the highly 
pressurized fracturing fluid is infiltrated into the fracture, extremely large pressure 
suddenly acts on such region and many new microcracks including the shear crack 
generated due to the impact of fluid infiltration as shown in the dotted circle in Fig.5.20. 
However, such shear cracks that emitted significantly large energy was not seen in Case 
A2 though the highly viscous fluid was used. This is because the particle number of 
Model A is about 1/3 of the particle numbers of Model B, and the region where fracture 
width was narrowed partially as mentioned above did not appear since the number of 
particles is small. Therefore, the phenomenon similar to Case B1 possibly occurs when 
the model A with different particle arrangement is used. Since these shear cracks emit 
significantly large energy, AE that occurs from such large shear cracks would be 
observed even in field scale AE measurement as reported by Baria et al. [2] and Talebi 
et al. [3]. To validate this phenomenon, more detailed analysis, such as field scale 
simulation, would be required. 
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5.8. Conclusion 
A series of simulations for hydraulic fracturing in hard rock was performed by using 

the flow-coupled DEM code to discuss the influence of the fluid viscosity and the 
particle size distribution. The simulation results show good agreement with the actual 
experimental results including the AE measurement data. The findings obtained from 
this study are summarized as follows. 

 
1. For all cases, the orientation of hydraulic fractures is parallel to the direction of 

maximum compressive principal stress. This result indicates that the effect of the 
confining stress was appropriately expressed in the DEM simulations. 

 
2. When the low viscous fluid was used, crack initiation pressure and breakdown 

pressure were lower than those for high viscous fluid. When the low viscous fluid 
was used, fracturing fluid easily penetrates through the interconnected pores into a 
rock from borehole wall. The fluid penetration causes pore pressure increase around 
the borehole. Such an increase in pore pressure reduces the effective stress around 
the borehole, and makes it easy to generate tensile cracks. In an actual hydraulic 
fracturing experiment, it is difficult to observe the infiltration behavior of fluid and 
change of effective stress distribution due to the fluid injection directly. On the 
contrary, the effect of fluid infiltration into the tensile rupture of permeable rock can 
be successfully reproduced by the DEM. 

 
3. When the low viscous fluid is used, the fluid is infiltrated into the fracture 

instantaneously and the fluid pressure was applied throughout the fracture surface. 
Hence, once it grows, fracture never stops because the stress intensity factor at the 
fracture tip monotonically increases with crack length. On the other hand, when the 
high viscous fluid is used, fluid pressure was applied only a part of the fracture 
surface. Therefore, the fracture never extends without an additional pressure. For 
this reason, when the high viscous fluid was used, breakdown pressure was 
markedly higher than that with low viscous fluid. 

 
4. Although most of cracks in all cases were tensile cracks as theoretically expected, a 

few shear cracks are generated during the fracture propagation. When the fluid 
pressure acting on the fracture tip increase sufficiently, shear cracks that emit 
significantly large energy are formed to connect these tensile cracks. This fracturing 
process is similar to the Hill’s model originally proposed for volcanic earth quake 

 117



swarms. In addition, shear cracks are also generated even when the fracturing fluid 
did not infiltrated into the fracture due to the following reason. Although the 
macroscopic fracture seems to develop straight, individual microcracks are 
generated in various directions along the direction of the particle (grain) boundary. 
When the particle boundary located diagonally across the direction of maximum 
confining stress, confining stress and borehole pressure act on the particle boundary 
as shear stress. Thus, shear cracks generated along the grain boundaries that 
diagonally across the direction of maximum confining stress. 

 
5. Although the tensile cracks are dominantly generated in the simulation, the energy 

released from a tensile crack becomes small because the tensile strength of rock is 
obviously small compared with the compressive strength. Such a small AE is easily 
buried in a noise and hard to be measured in an experiment. Therefore, in AE 
measurement experiments, shear type of AE with large energy is dominantly 
observed. 
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Chapter 6 
The distinct element analysis  

for hydraulic fracturing in unconsolidated sands 
 
 

6.1. Introduction 
The methane hydrate is expected as a new energy resource that takes the place of oil 

and gas [1]. The hydraulic fracturing is expected as an effective technique to stimulate 
and produce the methane hydrate [2].  

A considerable amount of theoretical and experimental research has been carried out 
in the past few decades to better understand the mechanics of hydraulic fracturing. 
These works are mainly assuming the hydraulic fracturing in consolidated hard rock, 
such as sandstone and granite.  

However, the methane hydrate mainly exists in an unconsolidated sedimentary layer 
under a sea bottom, and it takes neither a form of gas nor liquid but ice-like solid. There 
are only a few reports that investigate the hydraulic fracturing mechanism in 
unconsolidated sands [3-7], and it is unclear whether fracture-like structure is formed or 
not by high fluid pressure applied to the sediments in hydraulic fracturing procedure. To 
clarify the hydraulic fracturing behavior in unconsolidated sands, and to design it 
effectively, a new approach different from the past theoretical model for the 
consolidated rock is required. 

Therefore, Igarashi et al. performed the laboratory hydraulic fracturing experiment 
under true triaxial compression with unconsolidated sand specimen, and discussed the 
hydraulic fracturing behavior [8,9]. As a result, it is found that the hydraulic fracturing 
behavior is strongly affected by the viscosity of fracturing fluid, the pressurization rate 
and the permeability of the specimen. However, the detail of the mechanism that causes 
such hydraulic fracturing behavior has not been sufficiently clarified.  

In this research, a new DEM code applicable to unconsolidated sand was developed, 
and the mechanism of the hydraulic fracturing in the unconsolidated sands was 
discussed in detail by simulating the hydraulic fracturing. As a result, the suggestion 
that gave the rational explanation to the hydraulic fracturing behavior observed in the 
existing laboratory experiment was found. 
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6.2. Outline of the experimental study 
6.2.1 Unconsolidated sand specimen and experimental set up 

Fig.6.1 shows the photograph of the specimen used for the hydraulic fracturing 
experiment that was conducted by Igarashi et al. [8,9]. The cubic specimen 
(200mm×200mm×200mm) is made from a mixture of a small amount of kaolin with the 
quartz sand, and a cube of 200mm in width. By adding small quantity of water, the 
specimen can keep shape without confining pressure. The water content has been 
adjusted to 10%. 

A casing pipe has been inserted in the center of the specimen. This casing pipe 
corresponds to the casing in an actual wellbore and prevents the borehole from 
collapsing in the compressive stress field. The casing pipe is a stainless steel pipe whose 
length is 220mm, internal diameter is φ20mm and 2mm in the thickness. A rectangular 
slit of 0.5mm in width and 40mm in length is installed at the center of the casing. The 
fracturing fluid flows throughout this slit. Since the slit is a long rectangle parallel to the 
casing axis, the fluid pressure distribution around the casing becomes two-dimensional 
and the breakdown phenomena can be simplified. 
 
 
 

 

Fig.6.1  Unconsolidated sand specimen [8,9]. 
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Jack type true triaxial compression test apparatus was used for the experiment. As 
shown in Fig.6.2, compressive stress of 3.0MPa is vertically loaded and 2.0MPa, 
3.0MPa is horizontally loaded into the specimen as a tectonic stress. The casing has 
been inserted 40mm offset from the center of the specimen to prevent the piston of 
hydraulic jack and the casing from interfering. Moreover, it is expected that the fracture 
develops in the direction of the maximum compressive stress from the position of the 
slit during the hydraulic fracturing. Therefore, the position of the casing was moved in 
the direction of the maximum compressive stress, and the slit was located in the 
opposite direction to the moving direction of casing. The region where the fracture 
develops can be enlarged by this operation. 
 
 
 
 
 
 
 

2.0MPa 

3.0MPa 

3.0MPa 

Casing pipe 

Slit 

 
 
 
 
 
 

Fig.6.2  Loading condition for the experiment [8,9]. 
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6.2.2 Summary of the experimental results 
The hydraulic fracturing experiment that Igarashi et al. had conducted revealed that 

the hydraulic fracturing behavior is strongly affected by the viscosity of fracturing fluid, 
the pressurization rate and the permeability of the specimen. Fig.6.3 illustrates the five 
typical fracture growth patterns observed in the hydraulic fracturing experiment with 
unconsolidated sands. In this experiment, red dyestuff was added to the fracturing fluid 
to color the sand particle in the region where the fracturing fluid flows. The region 
where the fracturing fluid flows and the fracture growth pattern can be observed from 
the color of the sand particle. Each fracture growth pattern has following features [8,9]. 
 
(a) No Fracture (NF): The fracturing fluid widely infiltrates into the specimen, and no 

clear fracture occurred. 
(b) Shear Fracture (SF): The small fractures with the length of the borehole radius occur 

in the direction of the diagonal direction to the maximum 
horizontal stress. 

(c) Cavity Expansion (CE): The fracturing fluid infiltrated into the specimen, and forms 
a large cave in front of the slit.  

(d) Linear Fracture (LF): A single and straight fracture grew from the slit in the 
direction of maximum horizontal stress. 

(e) Branched Fracture (BF): A branched and curved fracture grew from the slit in the 
direction of maximum horizontal stress.  

 
These classifications were applied to the results obtained from the experiment, and 

the classification results were summarized in Table 6.1. Moreover, the followings were 
investigated from the experimental result [8,9]. 
 

 The permeability of the specimen remarkably influences the change in the fracture 
growth patterns. 

 In case of that the fracture is formed, the maximum fluid pressure (breakdown 
pressure) increases with the permeability, the viscosity, and the pressurization rate. 

 In case of Linear Fracture, although borehole pressure decreases rapidly after it 
becomes a peak, the decreasing rate gradually becomes low and the fluid pressure 
becomes an equilibrium state. 

 The breakdown pressure is highest in case of Cavity Expansion. 
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Fig.6.3 Various fracture shapes observed in the hydraulic fracturing experiments [8,9].  
 
 
 
 

Table 6.1 Classification of fracture shapes [8,9].  

Viscosity [ smPa ⋅ ] Permeability 
[mD] 

Flow rate   
[mL/min] 300 500 900 1700 

30 NF - - - 
32 

100 - SF - CE 

30 SF - CE CE 
16 

100 SF - - BF 

10 LF - - - 

30 LF - - LF 5 

100 BF - BF BF/LF 

 

 125



6.3. Unconsolidated sands model 
6.3.1 Feature of the unconsolidated sands 

Though the DEM is the one of the discontinuum based numerical techniques, it can 
be applied also to the continuum by introducing bonds between particles. 

Fig.6.4 shows demonstrations of DEM simulation using three kinds of models with 
different connection method of particle. Each model was dropped to the rigid wall.  

Fig.6.4(a) shows the simplest model that does not use the bonding. Since the particles 
are not bonded each other, each particle moves individually and freely. Thus, the model 
collapses completely when the model comes in contact with the rigid wall. 

Fig.6.4(b) show a consolidated hard rock model in which each particles are bonded 
with three kinds of springs, such as the normal spring, the shear spring, and the 
rotational spring [10-12]. In this case, although a fracture formed and the model divided 
into two pieces, the rock model remains its shape. 

On the other hand, the unconsolidated sands specimen used in the hydraulic 
fracturing experiment that was conducted by Igarashi et al. contains the small quantity 
of water and have a little intergranular cohesion forces. The force is so small that the 
unconsolidated sands specimen can be easily deformed [8,9]. Therefore, the models 
showed in Fig.6.4(a) and Fig.6.4(b) cannot be applied to the unconsolidated sands. Then, 
to represent such character of the unconsolidated sands, the intergranular cohesion 
forces are represented by connecting the DEM particles with one spring in the 
unconsolidated sand model.  

The strength of the springs used in the unconsolidated sand model is very small, and 
the springs can break easily. However, the connecting spring reproduces when the 
particle comes in contact. Thus, the unconsolidated sand model shows flexible behavior 
compared with the rock model as shown in Fig.6.4(c). The unconsolidated sand model 
can deform easily with repeating the disappearance and the reproduction of the 
interparticle cohesion forces.  

Since the three-dimensional analysis needs huge computing time and the 
interpretation of the simulation results becomes significantly complex, simple 
two-dimensional models are used. Details of the algorithm of the unconsolidated sand 
model are described as follows. In this chapter, compressive stress and strain are 
expressed as positive. 
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(a) Unbonded model 

 
 
 
 
 
 
 
 
 
 
 

(b) Consolidated rock model 

 
 
 
 
 
 
 
 
 
 
 
 Fig.6.4  Fracturing behavior of three kinds of models. 

(c) Unconsolidated sand model 
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6.3.2 Bonded particle model for unconsolidated sands 
In the unconsolidated sand model, the intergranular cohesion forces are represented 

by connecting the DEM particles with one spring as shown in Fig.6.5, and the 
connecting spring reproduces when the particle comes in contact. The tensile force  
acting between the particles is calculated as follows. 
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where,  and L are stiffness of the spring and distance between the centers of the 
bonded particles, respectively;  and  are the radii of the bonded particles. Fig.6.6 
shows the relationship between the tensile force  and the strain 

ak

ir jr

af ε  of the spring 
given by the following equation. 
 

( )
ji

ji

rr
rrL

+
+−

=ε        (6.2) 

 
 
 

ir

D

Particle i 
Particle j 

af

0
max

Te
ns

io
n 

jr

af af

ε
ε

Fig.6.6 Relationship between 
tensile force and strain 
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Fig.6.5  Bonded particles model for 

the unconsolidated sand. 
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As shown in Fig.6.6, when the strain ε  of the spring exceeds maximum value maxε , 
the spring is broken. The break of the springs is considered as the generation of 
microcrack. After break of the spring, tensile force does not act until the particle comes 
in contact again and the connecting spring reproduces.  

The contact damping represented by a dashpot operates on the relative velocities. The 
coefficients of viscous contact damping  are determined to provide critical viscous 
damping and given by 

aC

 

aija kmC ⋅= 2        (6.3) 

 
where,  is given by the weight of two particles  and . ijm im jm
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The stress σ  acting between the particles is given by 
 

D
fa=σ         (6.5) 

 
where, D is the bond diameter, and obtained from harmonic mean of the radius of two 
particles as follows. 
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The stiffness of the spring  is calculated by the maximum tensile stress (tensile 

strength) 
ak

maxσ  and the maximum strain maxε , and given by the following equation. 
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Thus, the microscopic parameters required to determine the connection of the 
interparticle is tensile strength maxσ  and the maximum strain maxε  of the interparticle 
connection spring. 

As shown in Fig.6.7, when the unbonded particles or particles with bond breakage are 
in contact each other, springs and dashpots are introduced into the contact points in both 
normal and tangential directions, and compressive normal force  and tangential 
(frictional) force  act at the contact points. As mentioned above, even after the spring 
breaks, the connecting spring reproduces when the particle comes in contact. 

nf

sf

 
 

6.4. Simulation condition 
6.4.1 Calibration - biaxial compression test and permeability test 

The preliminary simulations of the biaxial compression tests using the unconsolidated 
sand model were performed to calibrate the microscopic parameters. The macroscopic 
mechanical properties, such as Young’s modulus, friction angle and cohesion of the 
unconsolidated sand model, are adjusted to those of an actual unconsolidated sands 
specimen. 

Fig.6.8 shows the unconsolidated sand model and the loading condition for the 
simulation of biaxial compression tests. The unconsolidated sand model of 10cm in 
width and 20cm in height was used. The casing pipe is not inserted in this model. The 
model is surrounded by the four confining walls. The left and the right walls can move 
to keep the confining pressure constant. The platen under the model was fixed and the 
upper loading platen was moved downward slowly at a certain displacement rate to 
simulate the biaxial compression tests. Frictional force has not acted between the model 
and the confining walls to avoid unnecessary frictional stress concentration. 
 
 
 
 
 
 
 
 
 
 
 

Fig.6.7  Mechanical behavior at the contact point. 
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(b) Shear spring 
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The axial stress applied to the rock model during the compression test was calculated 
from total force acting on the upper loading platen from particles and model width. The 
strain is calculated by displacements of the four monitored particles as shown in Fig.6.8. 
The biaxial compression test was performed by two kinds of confining pressures of 
3MPa and 6MPa.  

Fig.6.9 shows the distribution of microcracks generated in the simulation with 
confining pressure 3MPa. Microcracks are expressed by solid lines. Fig.6.10 shows the 
stress-strain curves, and Fig.6.11 shows the Mohr's circle obtained from the simulation. 
The friction angle and cohesion of the model can be obtained from these figures. 

The permeability of the model is adjusted by simulating the permeability test. As 
mentioned in section 5.2.1, the permeability of the entire rock model is determined by 
calibrating the assumed initial aperture . Hydraulic pressure  and  at both 
ends of the model was assumed to be 0.2MPa and 0.1MPa, respectively. 

0w inP outP

 
 
 
 
 Loading platen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6.8 Loading condition for the 
simulation of biaxial 
compression tests. 

Fixed platen 

C
on

fin
in

g 
w

al
l 

Unconsolidated 
sand model 

y
Crack

x
Fig.6.9 Spatial distribution of all 

cracks obtained from the 
simulation of the biaxial 
compression test. 
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Fig.6.10  Result of the simulation of biaxial compression test.  
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 Fig.6.11  Mohr’s circle for the simulation. 
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6.4.2 Specimen model and loading condition 
Fig.6.12(a) illustrates the unconsolidated sand model and the loading condition for 

the hydraulic fracturing. The model is surrounded by the four rigid confining walls. 
These walls are supported by the springs to avoid pushing back when the pressure 
acting on the wall exceeds the confining pressure due to the fluid injection.  

The stiffness of the spring supporting the confining wall was determined based on the 
Young's modulus of the unconsolidated sand model. The confining pressure is acted by 
moving the wall.  

As shown in Fig.6.12(a), two confining pressures, 3MPa in the x-direction and 2MPa 
in the y-direction, were applied to the model. The model has a borehole similar to the 
experiment, and the casing is set up so that the borehole should not collapse by the 
confining pressure. As shown in Fig.6.12(b), the casing pipe is represented by the 
particles of equal size. These particles for casing pipe are connected by the procedure 
for the rock model shown in Fig.6.4(b).  

Since the bonding of the particles for casing pipe has enough stiffness and strength, 
the deformation of the casing pipe can be ignored. 

The fracturing fluid will be injected into the borehole with constant injection rate. 
The fracturing fluid does not flow out between the particles of casing pipe, and flows 
only throughout the slit that exists in the casing. The slit is located in direction of the 
maximum compressive stress (direction of the x-axis). These conditions are similar to 
the laboratory experiment that Igarashi et al. conducted. 
 The microscopic parameters used for the simulation are summarized in Table 6.2. 

Although bulk modulus of actual water is 2.1GPa, the bulk modulus of the fracturing 
fluid  is determined to 0.02GPa in order to evade long computing time and to 
obtain the stable solution [13,14].  

fK

Moreover, as shown in Table 6.2, friction coefficient of particle ( pφtan ) is very large, 
and cohesion of the model is small compared with actual unconsolidated sands. An 
actual grain of the soil and sand is not a simple sphere but is the extremely complex 
shape.  

The unconsolidated sand specimen is formed by piling of such complex sand 
particles, and the complex skeletal structure is possessed. However, in this DEM 
simulation, the sand particle is replaced with a circular particle that is the simplest shape. 
It is thought that piling these circular particles may not reproduce the complex skeletal 
structure of actual unconsolidated sands [22] 
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(a) Unconsolidated sand model and loading condition.  
 

Fig.6.12  Unconsolidated sand model for the simulation of hydraulic fracturing. 

Fluid injection 

(b) Close-up view of the casing pipe. 

※ Constant injection 

Casing pipe 
(no permeability) 

Slit 

Fluid can flow 
only from the slit 

 
 
 
 
 
 
 
 
 
 
 
 

 134



 
 
 Table 6.2  Rock model properties and input parameters. 
 
 

Width: 
Model Data 

200 mm 
 

200 mm Height: 
 

17846 Number of particles: 
 1.0 mm Maximum particle radius: 
 0.5 mm Minimum particle radius: 
 16 % Porosity of the model: 
 
 Input Parameters 

2660 kg/m3  Particle density: 
Young’s modulus of wall ( ): 200 GPa  wE

wFriction coefficient of wall ( 0.0 φtan ):  
0.3 

500 MPa 
Poisson’s Ratio of wall ( wν ): 
Young’s modulus of particle ( E ):  p

p 2.5 Friction coefficient of particle ( φtan ):  
0.2 

0.3 MPa 
Poisson’s Ratio of particle ( pν ): 
Maximum stress of bonding ( maxσ ): 

0.01 
35 % 

Maximum strain of bonding ( maxε ): 
po ): Assumed porosity of the model (

 
tS ): 10 % Initial saturation (

 
Results of Biaxial compression Test  

 Simulation Experiment  
Young’s modulus of the model: 100.0 MPa  108.6 MPa 
Friction angle of the model: 30.0 deg 28.71 deg  
Cohesion of the model: 0.30 MPa 0.087 MPa  

 
Results of Permeability test 

 
Bulk modulus of the fracturing fluid ( ): fK

0

0

0.02 GPa 
 

Initial aperture for 5mD model ( w ): 11.83 μm 
 

Initial aperture for 100mD model ( w ): 22.02 μm 
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6.4.3 Consideration for the boundary between the model and the casing 
Fig.6.13 shows the simulation sample of the hydraulic fracturing, and shows the 

distribution of pore water pressure and the microcrack. Generation of a microcrack is 
expressed by the solid line. The domain where the fluid pressure is large is displayed in 
red. As shown in Fig.6.13, the fracturing fluid progresses to the other side of the slit 
position along the surface of the casing. Although a number of simulation were 
performed varying the viscosity of fracturing fluid, the pressurization rate and the 
permeability of the specimen, most of the cases shows the similar fracture growth 
pattern that shown in Fig.6.13. This result suggests that the infiltration of the fluid and 
the fracture progression occur easily at the boundary of the casing and the model 
particle. A similar phenomenon is also observed in the laboratory experiment that 
Igarashi et al. conducted. In their experiment, this phenomenon was prevented by 
wrapping the thin rubber tape around the casing. Then, in this simulation, the strength, 
stiffness coefficient of friction and permeability between the casing and the 
unconsolidated sand model are modified as show in Table 6.3. By using these modified 
parameters, this phenomenon shown in Fig.6.13 was not observed. 
 
 5MPa 

0MPa 
Fig.6.13  Leak off of the fluid from the boundary between the model and the casing. 
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Table 6.3  Modified input parameters for the contact between casing and particles.

6.5 MPa Maximum stress of bonding between casing and particle: 
Friction coefficient between casing and particle: 5.0 
Iinitial aperture between casing and particle for 5mD model: 5.92 μm 
Initial aperture between casing and particle for 100mD model: 11.01 μm 
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6.5. Results of the simulations 
6.5.1 Classification of fracture growth patterns 

Totally 31 cases of hydraulic fracturing simulation varying the permeability, viscosity, 
and injection rate was performed. The permeability of the model is 5mD, and 100mD. 
The viscosity of the fracturing fluid is 1, 2, 10,100, and 1000 smPa ⋅ . The injection rate 
is 1, 5, 10, and 30 MPa/107step. In this study, the injection rate means the rise of fluid 
pressure in the casing pipe when the constant fluid injection is continued between 
107steps without the outflow of the fluid from the slit. 

The simulation results are summarized in Table 6.4 and 6.5. Table 6.4 shows the 
results when the permeability of the model is 100mD, and Table 6.5 shows the results 
when the permeability of the model is 5mD. Generation of a microcrack is expressed by 
the solid line. The domain where the fluid pressure is large is displayed in red. Although 
the connecting spring reproduces when the particle comes in contact even after the 
spring breaks, all the positions that the connecting spring has been broken even at once 
are displayed here as a microcrack. 

Moreover, the classification of the fracture growth pattern is performed in Table 6.4 
and 6.5. The fracture growth patterns observed in the simulations are successfully 
corresponding to the experimental result, and four types of fracture growth patterns, 
such as No Fracture (NF), Cavity Expansion (CE), Linear Fracture (LF) and Branched 
Fracture (BF) were observed. 
 
6.5.2 Pressure-Time curves for each fracture growth patterns 

Fig.6.14 shows pressure-time curves that clearly represent three kinds of typical 
tendencies. These pressure-time curves correspond to the fracture growth patterns.  

In case of NF, the fluid pressure in the casing pipe rises smoothly with the fluid 
injection, and reaches in the equilibrium state finally. In case of CE, fluid pressure rises 
along with the fluid injection, and the slope of pressure-time curve has changed 
suddenly. In case of LF and BF, the fluid pressure decreases rapidly after it peaks, and 
the fluid pressure becomes an equilibrium state. 

As shown in Fig.6.14, the pressure-time curves of LF and BF are almost the same. 
This fact suggests that LF and BF derive from the same fracture growth process. 
Moreover, it is also understood that the maximum pressure (breakdown pressure) of the 
fracturing fluid is the smallest in case of NF, and largest in case of CE.  

These simulation results were in good agreement with the experimental results.  
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 Table 6.4  Classification of fracture shapes obtained from the simulations using the k = 100mD model. 
 

Viscosity μ [ smPa ⋅ ] Permeability 
k [mD] 

Flow rate  
q [MPa/107step] 1 2 10 100 1000 

1 

138 5 

10 - 

100 

30 - - - 

 

NF LF NF/CE CE LF 

y

x

CE 

BF 

BF CE LF LF 

CE LF BF 

BF BF 

 



Viscosity μ [ smPa ⋅ ] Permeability 
k [mD] 

Flow rate  
q [MPa/107step] 1 2 10 100 1000 

1 
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10 5 

30 

BF 

BF 

BF BF BF/LF 

BF BF 

BF LF 

LF LF 

LF 

Table 6.5  Classification of fracture shapes obtained from the simulations using the k = 5mD model. 
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6.6. Discussion for No Fracture (NF) 
6.6.1 Distribution of fluid pressure 

Fig.6.15 shows pressure-time curve in case of permeability 100 [mD], injection rate 1 
[MPa/107step], viscosity 1 [ ], that shown the fracture growth pattern of NF.  smPa ⋅

In case of NF, the fluid pressure in the casing pipe rises smoothly with the fluid 
injection at first, and the amount of the fluid infiltrated into the model through the slit 
increases due to the rise of fluid pressure in casing pipe. When the amount of the fluid 
injected into the casing pipe and infiltrated into the model throughout the slit becomes 
equal, fluid pressure reaches in the equilibrium state. 

Fig.6.16 shows the distribution of the fluid pressure at time step= 2354×105. Note 
that, time step is expressed by omitting "×105" in the text after this. Microcrack 
generation and slip occurrence are expressed by the black and green solid line, 
respectively. The domain where the fluid pressure is large is displayed in red 

The left figure shows the entire model, and the right figure is the close-up view 
around the casing pipe. Although the clear fracture does not occur, a few microcracks 
were generated in the region around the slit where the fluid pressure is relatively high.  
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Fig.6.14  Pressure-Time curves for various fracture shapes. 
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Fig.6.15  Pressure-Time curves for the case of no fracture (NF). 
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Fig.6.16  Spatial distribution of fluid pressure and micro crack generation at  
time step= 2354.  ( k = 100 [mD], q = 1 [MPa/107steps], μ = 1 [ smPa ⋅ ] ) 
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6.6.2 Stress distribution during the fluid injection 6.6.2 Stress distribution during the fluid injection 
Fig.6.17 shows the distribution of the maximum principal stress, the minimum 

principal stress and the maximum shear stress, at the initial state. The calculation 
procedure for the stress distribution in DEM model is described in APPENDIX. At this 
time, fluid injection was not started and only the confining pressure was acted on the 
model. The direction of the maximum principal stress is in the direction of the x-axis 
where maximum confining pressure 3MPa has been acted and the direction of the 
minimum principal stress is in the direction of the y-axis where minimum confining 
pressure 2MPa has been acted.  

Fig.6.17 shows the distribution of the maximum principal stress, the minimum 
principal stress and the maximum shear stress, at the initial state. The calculation 
procedure for the stress distribution in DEM model is described in APPENDIX. At this 
time, fluid injection was not started and only the confining pressure was acted on the 
model. The direction of the maximum principal stress is in the direction of the x-axis 
where maximum confining pressure 3MPa has been acted and the direction of the 
minimum principal stress is in the direction of the y-axis where minimum confining 
pressure 2MPa has been acted.  
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Fig.6.17  Stress state at time step= 0.  
( k = 100 [mD], q = 1 [MPa/107steps], μ = 1 [ ] ) smPa ⋅
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On the other hand, Fig.6.18 shows the distribution of the principal stresses at time 
step 2354 when the fluid pressure almost becomes an equilibrium state. By comparing 
with initial state shown in Fig.6.18, it is found that the principal stresses around the 
casing pipe have been decreased. The distribution of the principal stresses is calculated 
based on the forces acting on the particles. Therefore, it can be said that Fig.6.17 and 
Fig.6.18 will show the distribution of the effective stress. This fact indicates that the 
principal stresses (effective stress) around the casing pipe is decreased due to the rise of 
fluid pressure, and that the occurrence of the microcrack and slip observed in Fig.6.16 is 
led by the decrease in effective stress. However, since the permeability of the model was 
very high in this case, the pressure gradient among the models is very low. Therefore, 
the microcrack did not develop any more, and the formation of a clear fracture was not 
observed. 
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Fig.6.18  Stress state at time step= 2354.  
( k = 100 [mD], q = 1 [MPa/107steps], μ = 1 [ ] ) smPa ⋅
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6.7. Discussion for Cavity Expansion (CE) 
6.7.1 Formation of dominant flow channel 

Fig.6.19 illustrates five pressure-time curves that show the fracture growth pattern of 
CE. In case of CE, fluid pressure rises along with the fluid injection, and the slope of 
pressure-time curve is suddenly changed. Fig.6.20 shows the special distribution of the 
fluid pressure, microcracks and slip occurrences at the end of the simulation in case of 
the permeability 100 [mD], injection rate 5 [MPa/107step] and viscosity 2 [ smPa ⋅ ]. 
Generation of a microcrack and occurrence of a slip are expressed by the black and 
green solid line, respectively. The domain where the fluid pressure is large is displayed 
in red. As shown in Fig.6.20, large cavity is formed in front of the slit. 

Fig.6.21 shows pressure-time curve in the same case as shown in Fig.6.20. Fig.6.22 
(upper) shows the distribution of the fluid pressure around the slit and the distribution of 
microcracks and slips at the time step156, 160 and 164. These were the time steps when 
the slope of pressure-time curve changed. Fig.6.22 (under) shows the distribution of the 
flow rate of the fracturing fluid at the time step156, 160 and 164. The domain where the 
flow rate is large is displayed in red, and the domain where the flow rate is small is 
displayed in blue. As shown in Fig.6.22, a lot of microcracks and slips occur in front of 
the slit at the time step 160, and a dominant flow channel with especially large flow rate 
was formed. The growth rate of the fluid pressure in the casing pipe decreases because 
large amount of fracturing fluid infiltrates into the model throughout the dominant flow 
channel. Thus, the slope of pressure-time curve suddenly changes as shown in Fig.6.21. 
 
6.7.2 Process of the cavity expansion 

Fig.6.23 and Fig.6.24 show the spatial distribution of the principal stress at the time 
step164 and 594, respectively. The time step 594 is the end of the simulation. At the 
time step 164, a dominant flow channel was formed and the slope of pressure-time 
curve changed. As shown in Fig.6.23, the fluid pressure is high around the dominant 
flow channel, and the principal stresses around the casing pipe were significantly 
decreased. Therefore, a lot of microcracks and slips were led by the decrease in 
effective stress due to the rise of fluid pressure around the dominant flow channel. 
However, a clear cavity expansion is not formed at this time. On the other hand, as 
shown in Fig.6.24, the region where the effective stress decreased was enlarged due to 
the fluid infiltration at time step 594. Such regions are surrounded by the region where 
maximum principal stress and the maximum shear stress are large, and a clear cavity 
expansion is observed. 
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Fig.6.22  Spatial distribution of fluid pressure and micro crack generation (upper), 
and flow rate distribution (lower). 
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Fig.6.23 Stress state at time step= 164. 
( k = 100 [mD], q = 5 [MPa/107steps], μ = 2 [ smPa ⋅ ] ) 
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Fig.6.24 Stress state at time step= 594. 
( k = 100 [mD], q = 5 [MPa/107steps], μ = 2 [ smPa ] ) ⋅
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(a) Initial step (Time step= 0) 
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Fig.6.25(a) and (b) are the vector diagrams that indicate the magnitudes and the 
direction of maximum principal stress at the initial state and the time step 594, 
respectively. As shown in Fig.6.25(a), the maximum principal stress was in the direction 
of the maximum confining pressure at the initial state. On the other hand, at the time 
step 594, the maximum principal stress oriented parallel to the radial direction from the 
slit position. At this time, a lot of microcracks and slips occurred in the region where the 
effective stress has decreased, and the surrounding of the slit becomes a complete loose 
region by the generation of these microcracks and slips. Moreover, fluid pressure 
around the slit position is very high, and high pressure gradient exists from the slit 
position to the edge of the model. Therefore, particles that exist in the loosened area 
move from the slit position to the edge of the model due to the pressure gradient. As a 
result, the large cavity around the slit shown in Fig.6.20 is formed.  
 
6.7.3 Consideration for Shear Fracture (SF) 

The SF type fracture growth pattern shown in Fig.6.3(b) was not dearly observed in 
this simulation. However, the mechanism of the SF type fracture growth pattern can be 
presumed from the simulation results as follows. 

Fig.6.26 shows pressure-time curve in case of permeability 100 [mD], injection rate 1 
[MPa/107step], viscosity 2 [ smPa ⋅ ]. As shown in Fig.6.26, time step 1105 is the time 
just before the slope of pressure-time curve changes. Time step 1110 is the time when 
the decrease in pressure began, and time step 1455 is the end of the simulation.  

Fig.6.27 (upper) shows the distribution of the fluid pressure around the slit and the 
distribution of the microcracks and the slips, and Fig.6.27 (lower) shows the distribution 
of the flow rate of the fracturing fluid at the time step1105, 1110 and 1450, respectively. 
According to the distribution of the flow rate at the time step1105 and 1110 in Fig.6.27, 
the dominant flow channel is formed as well as the cases of Cavity Expansion, and the 
decrease in the fluid pressure has occurred. However, cavity expansion occurred at the 
arrowed position in Fig.6.27 (lower, time step 1450) is very small. As shown in Table 
6.4, this simulation condition is located at the boundary of the NF and the CE condition, 
and the hydraulic transmissibility of the fracturing fluid is higher than the other cases of 
CE. Therefore, high pressure gradient enough to expand the cavity was not established 
in this case, and the cavity expansion is very small compared with other cases. 

When the fluid injection is stopped and pressure decreases, such a minimum cavity 
diminishes and may be hardly observed in actual experiment. However, in the 
experiment, the red ink may remains in the formed dominant flow channel region and 
the mark of ink becomes similar shape to SF that shown in Fig.6.3(b).  

 149



 

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

0 200 400 600 800 1000 1200 1400 1600

100mD-R1-2mPs (NF/CE)B
or

eh
ol

e 
pr

es
su

re
 (M

Pa
) 

Time step (×105) 

Step=1105 Step=1110 

Step=1450 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6.26  Pressure-Time curves.  
 

( k = 100 [mD], q = 1 [MPa/107steps], μ = 2 [ smPa ⋅ ] ) 
 
 

Crack Slip 

Fig.6.27  Spatial distribution of fluid pressure and micro crack generation (upper),
and flow rate distribution (lower). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fl
ui

d 
pr

es
su

re
 (M

Pa
) 

5.0 

Fl
ow

 ra
te

 (×
10

-1
0  m

3 /s
) 

10.0 

0.0 

0.0 

Cavity expansion 

Dominant flow channel

x

y

Step 1105 Step 1110 Step 1450 

Step 1105 Step 1110 Step 1450 

 150



However, in the DEM simulation, the size of the particle in this simulation is 
relatively large compared with the fracture formed in Shear Fracture as shown in 
Fig.6.3(b). Moreover, as shown in Fig.6.25, the stress state of the model does not 
become completely uniform due to such large particles. Therefore, SF type fracture 
growth pattern shown in the experiment is difficult to be formed in this simulation. To 
reproduce SF type fracture shown in the experiment, it is necessary to imitate a micro 
structure of an actual specimen accurately by using a smaller particle. 
 
 

6.8. Discussion for Linear Fracture (LF) and Branched Fracture (BF) 
6.8.1 Propagation of the fracture 

Fig.6.28 shows some pressure-time curves that show the fracture growth pattern of 
LF and BF. Fig.6.29(a) and (b) show the typical fracture shapes LF and BF, respectively. 
In these cases, the fluid pressure decreases rapidly after it peaks. Afterwards, the fluid 
pressure becomes an equilibrium state.  

Fig.6.30 shows the close-up view of the pressure-time curve (dotted rectangle in 
Fig.6.28) in case of permeability 5 [mD], injection rate 1 [MPa/107step], viscosity 10 
[ ]. The distribution of the fluid pressure around the slit and the location of 
microcrack and slips at the six time steps (arrowed in Fig.6.30) are shown in Fig.6.31. 
The change of the fluid pressure and the fracture growth process in each time step are 
summarized as follows. 

smPa ⋅

(a) A straight fracture starts developing, and the fluid pressure in the casing pipe starts 
decreasing along with it. 

(b) The fracture keeps developing, and the decrease in pressure continues. 
(c) Substantial change is not seen in the slope of pressure-time curve though some small 

branched fracture is formed. 
(d) The growth of a small branched fracture stops, and the main fracture keeps 

developing continuously. Afterwards, though the main fracture diverges to two large 
fractures, the fluid pressure decreases constantly. 

(e) The fluid pressure stops decreasing though two main fractures keep developing. 
Moreover, according to Fig.6.30, sudden decrease in pressure has occurred at this 
time. The particle closing the channel near the slit moves, and the channel was 
opened suddenly. 

(f) The fluid pressure becomes an equilibrium state though the development of the main 
fracture continues. Finally, the fluid pressure decreases rapidly when the fracture 
reaches the edge of the model and the fracturing fluid leaks outside the model. 
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6.8.2 Relationship between the fluid pressure and fracture growth 
Fig.6.32 shows the the pressure-time curve, width of fracture opening and stresses 

that acting on the walls of each x- and y-directions. The pressure-time curve shown in 
Fig.6.32 is the same as the one shown in Fig.6.30. As shown in Fig.6.33, the 
interparticle distance of two selected particles located on the surface of the fracture is 
measured as the width of fracture opening. Fig.6.34(a), (b), (c), (d), (e), and (f) show the 
vector diagrams that indicate the magnitudes and the direction of maximum principal 
stress at the six time steps arrowed in Fig.6.30, respectively. From these figures, the 
change in the width of fracture opening in time step (a), (b), (c), (d), (e), and (f) can be 
explained as follows. 

 
(a) The fracture tip has not reached the measurement position of fracture width yet 

though the fracture starts developing. Therefore, there is no opening of the fracture 
in the measurement point. 

 
(b) The fracture tip reaches the measurement position, and the width of fracture opening 

increases. At this time, as shown in Fig.6.34(b), the direction of maximum principal 
stress around the fracture is perpendicular to the direction of the fracture 
propagation because the fluid pressure acted on the fracture surface. 

 
(c) The fracture keeps developing and the fracture width increases continuously. As 

shown in Fig.6.34(c), since the area of the fracture surface that the fluid pressure 
acts increases along with the development of the fracture, the region where 
maximum principal stress is significantly large has enlarged. Moreover, when the 
influence of maximum principal stress with the fracturing fluid reaches even the 
confining wall, the confining wall suppresses the expansion of the model. Thus, the 
stress acting on the confining wall in y-direction starts increasing as shown in 
Fig.6.32. 

 
(d) The fracture width reaches the peak and it changes into the decreasing tendency 

while the development of the fracture and the decrease in the fluid pressure continue. 
This is because the fluid pressure acting on the fracture surface became smaller than 
the confining pressure due to the decreasing in fluid pressure. As shown in 
Fig.6.34(d), the influence of the fluid pressure in the fracture is spreads and it 
reaches even the confining wall in x-direction. Therefore, the stress acting on the 
confining wall not only in y-direction but also in x-direction starts increasing. 
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(e) The fluid pressure decreases slowly because the decrease in the fluid pressure due to 
the fracture propagation exceeds the increase by the fluid injection. However, the 
decreasing in the fluid pressure is compensated by the decrease in fracture width due 
to the confining pressure. Therefore, the fluid pressure keeps almost constant value 
though the fracture keeps developing and the fracture width decreases. At this time, 
the stress that acts on the confining walls decreases with the decrease in fracture 
width.  

 
(f) The decrease in fluid pressure due to the fracture propagation balances the increase 

by the fluid injection. Therefore, the fluid pressure, the fracture width and the stress 
acting on the walls continue the equilibrium states though the fracture keeps 
developing. 

 
Consequently, it is understood that the fluid pressure retains a constant value when 

the decrease in fluid pressure due to the fracture propagation, the increase in fluid 
pressure by fluid injection, and the confining pressure are in balance. However, as show 
in Fig.6.32, the fluid pressure in the equilibrium state is larger than the confining 
pressure that acting in y-direction. One of the possible explanations is given as follows. 
Fig.6.34(d), (e), and (f) show that the fracture length is shorter than the confining walls. 
Therefore, such large fluid pressure is needed so that the fluid pressure acting on the 
fracture surface balances the confining pressure. 
 
6.8.3 Fracture branching process 

Pressure-time curve of the LF and the BF shows the same tendency as shown in 
Fig.6.28. Therefore, these fracture growth pattern can not be identified from the 
pressure-time curve. However, as shown in Table 6.5, when the permeability of the 
model is 5 [mD] and the viscosity of the fracturing fluid is 100 [ ] or more, most 
cases show the fracture growth pattern of the LF. On the other hand, when the viscosity 
of the fracturing fluid is lower than 100 [

smPa ⋅

smPa ⋅ ], most cases show the fracture growth 
pattern of the BF. These results suggest that the viscosity of the fracturing fluid have a 
large influence on the fracture growth process of LF and BF.  

An extra simulation had been performed in order to clarify the effect of the fluid 
viscosity. Fig.6.35(a) shows the distribution of the fluid pressure around the slit and the 
location of microcracks and slips in case of permeability 5 [mD], injection rate 1 
[MPa/107step], viscosity 10 [ smPa ⋅ ] at the time step just before branching of the main 
fracture (the same time step as Fig.6.34(d)). When the viscosity of the fracturing fluid 

 157



retains 10 [ ],the fracture branches as shown in Fig.6.35(b). However, the fracture 
went straight without branching as shown in Fig.6.35(c) when the viscosity of the 
fracturing fluid was changed from 10 [

smPa ⋅

smPa ⋅ ] to 1000 [ ]. smPa ⋅
Fig.6.36 is a close-up view of the region enclosed with a dotted rectangle in Fig.6.35 

and shows the fracturing process at the branching point of the fracture. In Fig.6.36(a-1), 
(a-2), and (a-3), the viscosity of the fracturing fluid is 10 [ smPa ⋅ ]. On the other hand, 
in Fig.6.36(b-1), (b-2), and (b-3), the viscosity of the fracturing fluid is 1000 [ ]. smPa ⋅
When a particle exists on the course of the fracture as shown in Fig.6.36, the particle at 
the fracture tip receives large force from the fluid pressure in the arrowed direction in 
Fig.6.36(a-1) and (b-1).  
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Fig.6.35  Difference of fracture propagation behavior due to the fluid viscosity. 
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Fig.6.36  Fracture branching process.
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Thus, the particle moves according to the fluid pressure, and the microcracks that 
branches up and down are generated as shown in Fig.6.36(a-1) and (b-1) by green solid 
lines. At this time, the opening of two branching microcracks becomes different 
according to arrangement of the particles. However, when the viscosity of the fracturing 
fluid is comparatively low, the fracturing fluid can be easily infiltrated into both 
microcracks almost simultaneously regardless of the difference of their microcrack 
opening. As a result, branching of the fracture occurs when the viscosity of the 
fracturing fluid is low as shown in Fig.6.36(a-3). On the other hand, when the viscosity 
of the fracturing fluid is high, the difference of microcrack opening strongly influences, 
and the fluid infiltrates mainly in the direction where microcrack opening is large as 
shown in Fig.6.36(b-2). When the fluid is infiltrated to one of the microcracks, the fluid 
pressure acts on the arrowed direction in Fig.6.36(b-2) and the other microcrack is shut. 
Thus, the difference of fluid flow for each microcrack increases more and more. As a 
result, the fracture goes straight without branching when the viscosity of the fracturing 
fluid is high as shown in Fig.6.36(b-3). 

Fig.6.36 also reveals that branching of the fracture does not occur suddenly on the 
way of straight fracture but occurs smoothly along with the development of the fracture. 
Therefore, a clear difference was not seen in pressure-time curve of the LF and BF in 
Fig.6.28.  

Moreover, as show in Fig.6.34, since large maximum principal stress is distributed in 
orthogonal direction of the fracture propagation, small branching fractures that exists in 
such region cannot be opened large. Therefore, as show in Fig.6.31, only one main 
fracture keeps developing and the other branching small fractures stops developing in 
the case of BF. In addition, the influence of the fluid pressure in the main fracture is 
comparatively small at the other side of the slit position. Therefore, the branching 
fractures can easily propagate to there. In fact, according to the experimental result of 
the BF in Fig.6.3(e), the branching fracture propagates to the other side of the slit 
position. 
 
6.8.4 Influence of fluid injection rate 

According to the discussion in previous section, when the viscosity of the fracturing 
fluid is large, and the permeability of the model is low, the fracture growth pattern 
becomes LF. Oppositely, when the viscosity of the fracturing fluid is small, and the 
permeability of the model is high, the fracture growth pattern becomes BF. This 
simulation results show good agreement with the actual experimental result shown in 
Table 6.1. 
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However, for the injection rate of the fracturing fluid, the simulation result shows the 
different tendency from the experimental results. According to the experimental result 
shown in Table 6.1, when the injection rate of the fracturing fluid is low, the fracture 
growth pattern becomes LF. Oppositely, when the injection rate of the fracturing fluid is 
high, the fracture growth pattern becomes BF.  

On the other hand, according to the simulation result shown in Table 6.5 (in case of 
permeability: 5[mD], viscosity: 10[ smPa ⋅ ]), when the injection rate is low 
(1[MPa/107step]), the fracture growth pattern becomes LF. However, when the injection 
rate of the fracturing fluid is high (30[MPa/107step]), the fracture growth pattern 
becomes LF.  
  Fluid Flow Algorithm used in this research mainly handles the change in fluid 
pressure, and the fluid flow is not calculated strictly though interparticle shear stress 
caused by viscous fluid flow is considered. When the flow velocity of the fracturing 
fluid in the fracture is large, the fluid pressure that acts on the particle at the fracture tip 
increases. This causes large opening of the branching microcracks, and the possibility of 
showing the fracture growth pattern of BF increases. However, neither the flow velocity 
of the fracturing fluid in the fracture nor fluid pressure according to it is properly 
considered in this simulation. As a result, the influence of fluid injection rate should be 
different from that observed in the actual experiment. It is necessary to develop a new 
algorithm that can consider the influence of the flow velocity in the fracture to discuss 
the influence of the injection rate of the fracturing fluid in detail. 
 
 

6.9. Summary of the hydraulic fracturing behavior in the simulation 
6.9.1 Maximum fluid pressure (breakdown pressure) 

As shown in Fig.6.14, the maximum fluid pressure (breakdown pressure) was the 
largest in case of CE, and was smallest in case of NF. This result is corresponding to the 
experimental result that Igarashi et al. conducted. 

In case of NF or CE, a clear fracture is not formed. For these cases, change in fluid 
pressure in casing pipe depends on the relation between injection rate and infiltration 
rate of fracturing fluid. The fluid pressure increases when the fluid infiltration is smaller 
than the fluid injection. Infiltration increases as the fluid pressure increases, and it 
becomes an equilibrium state. 

When the permeability of the model is large, and the fluid viscosity and the fluid 
injection rate is small (in case of NF), the difference between the fluid injection and the 
infiltration is small. Therefore, it reaches in the equilibrium state before the fluid 
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pressure sufficiently increases to form a clear fracture, and the breakdown pressure 
becomes small. 

On the other hand, when the permeability of the model is small, and the fluid 
viscosity and the fluid injection rate is large (in case of CE), the fluid injection is 
remarkably larger than the fluid infiltration. Therefore, the fluid pressure largely 
increases until the fluid injection and the fluid infiltration become equal. 

However, when the difference between the fluid injection and the infiltration is 
significantly large, the fracture growth pattern does not become CE, but become LF or 
BF. In this case, the confining pressure strongly influences the breakdown pressure as 
discussed in section 6.8.2. There is a possibility of the maximum pressure is larger than 
that in case of the CE according to the setting of the confining pressure. 
 
6.9.2 Interpretation by using the mobility 

Fig.6.37 shows the change in pressure with distance from the slit position in direction 
of x-axis at the time step when the fluid pressure in the borehole reaches 4.5MPa. In a 
word, Fig.6.37 indicates the pressure gradient along a line from the slit position in five 
cases with a different fracture growth pattern. As the pressure gradient increases, the 
fracture growth pattern has sequentially changed into NF, CE, BF, and LF. This result 
indicates that the pressure gradient around the slit governs the fracture growth patterns. 

In addition to the discussion of the previous section, this result also suggests that the 
hydraulic transmissibility of the fracturing fluid governs the fracture growth patterns in 
the hydraulic fracturing in unconsolidated sands because the pressure gradient is 
strongly affected by the hydraulic transmissibility.  

The permeability of the model and the viscosity of fracturing fluid significantly 
influences on the hydraulic transmissibility of the fracturing fluid. Thus, the mobility 
( μk ) is used as a parameter that indicates the hydraulic transmissibility of the 
fracturing fluid in the unconsolidated sand model. The larger the mobility is, the 
hydraulic transmissibility of the fracturing fluid increases, and the smaller the mobility 
is, the hydraulic transmissibility of the fracturing fluid decreases. 

To clarify the relation between the mobility and the fracture growth pattern, 
additional 13 hydraulic fracturing simulations were performed. The condition and the 
results of the additional simulations are shown in Table 6.6. All the simulation results 
including existing results and new results are summarized in Table 6.7 according to the 
mobility. According to Table 6.7, when the mobility is large and the hydraulic 
transmissibility of the fracturing fluid is large, fracture growth pattern is NF. The 
fracture growth pattern changes in order of NF, CE, BF, and LF as the mobility 
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decreases. This result indicates that the mobility governs the fracture growth pattern in 
the hydraulic fracturing in unconsolidated sands. 

However, even if the mobility is the same, the fracture growth pattern is different 
according to the combination of the viscosity of the fracturing fluid and the permeability 
of the model in the boundary of BF and LF. In this study, the flow rate in a flow channel 
is a function of the aperture between particles, and the permeability of the model is 
calibrated by changing assumed initial aperture 0w . 
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 Table 6.6  Classification of fracture shapes obtained from the additional simulations. 
Flow rate  

q [MPa/107step]
Permeability: k = 100 [mD]

Viscosity:μ = 200 [ smPa ⋅ ]
Permeability: k = 5 [mD]

Viscosity:μ = 5 [ smPa ⋅ ]
Permeability: k = 5 [mD] 

Viscosity:μ = 0.1 [ smPa ⋅ ]
Permeability: k = 5 [mD] 

Viscosity:μ = 0.05 [ smPa ⋅ ]
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Table 6.7  Classification of fracture growth patterns considering the value of the mobility. 



Therefore, when the fracture opens large as shown in the case of BF and LF, the 
interparticle aperture w significantly increases, and the influence of , that is, the 
influence of the permeability of the model relatively becomes small. 
On the other hand, since the influence of the viscosity of the fractu

0w

ring fluid does not 

6.10. Conclusions 
A new DEM code correspon  sand was developed, and the 

flo

. Pressure-time curve obtained by the simulation is classified into three typical shapes, 

. In case of No Fracture (NF), since the difference between the fluid injection and the 

depend on the opening of the fracture, the viscosity of the fracturing fluid strongly 
influences the fracture growth pattern in case of BF and LF. As a result, as shown in 
Table 6.7, fracture growth pattern becomes LF when the viscosity was large, and BF 
when the viscosity was small. 
 
 

ding to unconsolidated
w-coupled DEM simulations for the hydraulic fracturing were performed to gave the 

rational explanation to the hydraulic fracturing behavior that had been observed in the 
existing laboratory experiment. Totally 44 cases of hydraulic fracturing simulation 
varying the permeability, viscosity, and fluid injection rate were performed. These 
simulation results were in good agreement with the experimental results. This suggests 
that the DEM model may be more appropriate for the analysis of granular materials 
fracturing than the other numerical analysis techniques. Based on this result, the 
hydraulic fracturing mechanism in unconsolidated sands will be investigated in detail, 
and the findings are summarized as follows. 
 
1

and these correspond to the fracture growth patterns. In case of No Fracture (NF), 
the fluid pressure in the casing pipe rises smoothly with the fluid injection, and 
reaches in the equilibrium state. In case of Cavity Expansion (CE), fluid pressure 
rises along with the fluid injection, and the slope of pressure-time curve has changed 
rapidly. In case of Linear Fracture (LF) and Branched Fracture (BF), the fluid 
pressure decreases rapidly after it peaks. Afterwards, the fluid pressure becomes an 
equilibrium state. 

 
2

infiltration is small, the fluid pressure in the casing pipe rises smoothly with the 
fluid injection, and reaches in the equilibrium state before the fluid pressure 
sufficiently increases. Therefore, the maximum pressure becomes small. Although 
the clear fracture does not occur, a few microcracks were generated in the region 

 166



around the slit where the fluid pressure is relatively high. The occurrence of the 
microcrack and slip is led by decrease in effective stress due to the rise of fluid 
pressure. 

 
3. In case of Cavity Expansion (CE), a lot of microcracks and slips occur around the 

. In case of Cavity Expansion (CE), such microcracks and slips occurred in the region 

. The fracture growth pattern of Shear Fracture (SF) shown in the experiment 

. In case of Linear Fracture (LF) and Branched fracture (BF), it is understood that the 

slit, and a dominant flow channel with especially large flow rate is formed along 
with it. Since the amount of the fluid that infiltrates into the model rises significantly 
when the dominant flow channel is formed, the growth rate of the fluid pressure in 
the casing pipe decreases, and the slope of pressure-time curve suddenly changes. 

 
4

where the effective stress has decreased, and the surrounding of the slit becomes a 
complete loose region by the generation of these microcracks and slips. Moreover, a 
high pressure gradient exists from the slit position to the edge of the model. 
Therefore, particles that exist in the loosened area move from the slit position to the 
edge of the model due to the pressure gradient. As a result, large cavity around the 
slit is formed. 

 
5

conducted by Igarashi et al. was not observed in the simulation. It is presumed that a 
major cause concerning this problem is the particle size used for the simulation. The 
fracture formed in case of SF is small compared with other cases, and the size of the 
particle in this simulation is relatively large compared with the shear fracture. 
Moreover, the stress state among models does not become completely uniform due 
to such large particles. Therefore, the clear Shear Fracture shown in the experiment 
is difficult to be formed in this simulation. To reproduce clear shear fracture shown 
in the experiment, it is necessary to imitate a micro structure of an actual specimen 
accurately by using a smaller particle. 

 
6

fluid pressure retains a constant value when the decrease in fluid pressure by 
propagation of the fracture, the increase in fluid pressure by fluid injection, and the 
confining pressure are in balance. Since the fracture length is shorter than the 
confining walls, and the maximum principal stress around the fracture is scattered at 
the position far from the fracture, large fluid pressure is needed so that the fluid 
pressure acting on the fracture surface balances the confining pressure. Therefore, 
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the fluid pressure in the equilibrium state is larger than the confining pressure that 
acting in y-direction. 

 
7. When a large particle exists on the course of the fracture, the particle moves 

. Since large maximum principal stress is distributed due to the fluid pressure in the 

. The breakdown pressure was the largest in case of CE, and was smallest in case of 

0. The permeability of the model k and the viscosity of fracturing fluid 

according to the fluid pressure, slips and microcracks that branches up and down are 
generated. When the viscosity of the fracturing fluid is comparatively low, the 
fracturing fluid is infiltrated into both microcracks almost simultaneously regardless 
of the difference of their microcrack opening. As a result, branching of the fracture 
occurs. On the other hand, when the viscosity of the fracturing fluid is high, 
fracturing fluid is infiltrated into one of the microcrack that opens large. As a result, 
the fracture goes straight without branching. 

 
8

main fracture in orthogonal direction of the fracture propagation, small branching 
fractures that exist in such region cannot be opened large. Therefore, as show in 
Fig.6.31, only one main fracture keeps developing and the branching small fractures 
stops developing at once in the case of BF. 

 
9

NF. In case of NF or CE, change in fluid pressure in casing pipe depends on the 
relation between injection rate and infiltration rate of fracturing fluid. On the other 
hand, when the difference between the fluid injection and the infiltration is 
significantly large, the fracture growth pattern becomes LF or BF. In case of LF and 
BF, the confining pressure strongly influences the breakdown pressure. 

 
1 μ  

significantly influences on the hydraulic transmissibility of the fracturing fluid. The 
mobility ( μk ) governs the fracture growth pattern in the hydraulic fracturing in 
unconsolidated sands. When the mobility is large and the hydraulic transmissibility 
of the fracturing fluid is large, fracture growth pattern is NF. The fracture growth 
pattern changes in order of NF, CE, BF, and LF as the mobility decreases. 
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Chapter 7 
Concluding remarks 

 
In this thesis, the Distinct Element Method (DEM) code that can model not only the 

fundamental microcracking behavior in brittle materials but also hydraulic fracturing 
behavior in consolidated and unconsolidated materials is presented, and a series of 
simulations are performed by own DEM code in order to solve many rock mechanics 
problems as mentioned in Chapter 1. The main conclusions drawn from the present 
study are summarized as follows. 

In chapter2, summary of the Distinct Element Method (DEM) code used in this 
research had been presented, and a series of rock test simulations, such as uniaxial 
compression test, uniaxial tension test and Brazilian test are performed to investigate the 
effects of particle number and size distribution on macroscopic mechanical properties of 
rock models. Each simulation result is in good agreement with actual experimental 
results conducted by previous researchers, and the findings obtained from this study can 
be summarized as follows. The variation of calculated values of macroscopic 
mechanical properties decreases with increasing the number of particles. When the 
number of particles is 10000 or more, stable results are obtained as a rock test. 
Moreover, macroscopic mechanical properties of rock model, such as uniaxial 
compressive strength, Young's modulus and uniaxial tensile strength are significantly 
affected by porosity of the rock model. Since small particles fill the space among large 
particles, the porosity of the rock model decreases with increasing the 
maximum/minimum radius ratio of the particles, and particles are densely packed in the 
rock model. When the particle is closely arranged, the displacement of each particle is 
restrained with the adjacent particles even if the bond between particles breaks. As a 
result, the macroscopic mechanical properties of rock model increase greatly. 

In chapter3, as the fundamental research of rock fracturing, the uniaxial compression 
test of rock was simulated by using the DEM and discussed the influence of the slip at 
crack surface to a relative number of AE events. Simulation result is well in agreement 
with the AE activities observed in an actual experiment. Moreover, it provides the new 
findings to solve the disagreement; the conventional theories and microscopic 
observations suggest that tensile cracks cause AE events, whereas an abundance of 
shear AE events is observed in the experiments. The simulation results indicate that the 
energy released from a tensile crack is very small compared with that from a shear crack, 
due to the tensile strength much smaller than the compressive strength. Since it is 
thought that such a small AE is easily buried in a noise and hard to be measured in an 
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experiment, shear AE events would be observed dominantly in an actual AE monitoring 
experiment. These results, including the new findings to solve the conflict, indicate that 
DEM is an effective numerical analysis technique for studying the dynamics of 
microcracking in brittle materials like rock. According to the simulation, AE mainly 
generated from new tensile cracks when the stress level is low, and the main sources of 
AE shift to the slip at the existing crack surface as the macroscopic failure approaches. 
This result suggests that the burst of AE events during the formation of macroscopic 
fractures is led by the slip occurrence at the existing crack surface. 

In chapter4, the Class II behavior of rocks was simulated by introducing the radial 
strain control method for uniaxial compression tests in the Distinct Element Method 
(DEM) codes. The microscopic parameters used in the DEM models were determined 
based on laboratory uniaxial compression tests and Brazilian tests carried at Äspö Hard 
Rock Laboratory, Sweden. The numerical simulation results show good agreement with 
the complete stress-strain curves for Class II obtained from the laboratory experiments. 
These results suggest that the DEM can reproduce the Class II behavior of the rock 
successfully and have made possible the discussion on the mechanism of the Class II 
behavior in detail from the microscopic point of view. The results have also clarified 
that the loading condition and microscopic structure of rocks will play an important role 
for the Class II behavior. 

In chapter5, a series of simulations for hydraulic fracturing in hard rock was 
performed by using the flow-coupled DEM code to discuss the influence of the fluid 
viscosity and the particle size distribution. The simulation results show good agreement 
with the actual experimental results that contains the AE measurement data. As a result, 
the followings were found. When the low viscous fluid is used, the fluid is infiltrated 
into the fracture instantaneously. On the other hand, when the highly viscous fluid is 
used, the fluid is infiltrated slowly into the crack after the fracture extends first. 
Although most of cracks in all cases were tensile cracks as theoretically expected, a few 
shear cracks are generated during the fracture propagation. When the fluid pressure 
acting on the fracture tip sufficiently increase, shear cracks that emit significantly large 
energy are formed to connect these tensile cracks. This fracturing process is similar to 
the Hill’s model which is originally proposed for volcanic earth quake swarms. In 
addition, shear cracks are also generated even when the fracturing fluid did not 
infiltrated into the fracture. Although the macroscopic fracture seems to develop straight, 
individual micro cracks are generated in various directions along the direction of the 
particle boundary. When the particle boundary located diagonally across the direction of 
maximum confining stress, confining stress and borehole pressure act on the particle 
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boundary as shear stress. Thus, shear cracks generated along the grain boundaries that 
diagonally across the direction of maximum confining stress. In addition, although the 
tensile cracks are dominantly generated in the simulation, the energy released from a 
tensile crack becomes small because the tensile strength of rock is obviously small 
compared with the compressive strength. Such a small AE is easily buried in a noise and 
hard to be measured in an experiment. Therefore, in AE measurement experiments, 
shear type of AE with large energy is dominantly observed. 

In chapter6, the flow-coupled DEM simulations are performed to better understand 
the hydraulic fracturing mechanism in unconsolidated sands. Totally 44 cases of 
hydraulic fracturing simulation varying the permeability, viscosity, and fluid injection 
rate was performed. As a result, four types of fracture growth patterns, such as No 
Fracture (NF), Cavity Expansion (CE), Linear Fracture (LF) and Branched Fracture 
(BF) were successfully simulated, and it is found that the fracturing behavior is 
obviously affected by the viscosity of fracturing fluid and the permeability of the 
specimen. These simulation results were in good agreement with the experimental 
results, and gave the rational explanation to the hydraulic fracturing behavior that had 
been observed in the existing laboratory experiment. The permeability of the model k 
and the viscosity of fracturing fluid μ  significantly influences on the hydraulic 
transmissibility of the fracturing fluid. The mobility ( μk ) that indicates the hydraulic 
transmissibility of the fracturing fluid governs the fracture growth pattern in the 
hydraulic fracturing in unconsolidated sands. When the mobility is large and the 
hydraulic transmissibility of the fracturing fluid is large, fracture growth pattern is NF. 
The fracture growth pattern changes in order of NF, CE, BF, and LF as the mobility 
decreases. 

The DEM model induces complex macroscopic behaviors without using complicated 
constitutive laws, and realistic representation of fracturing behavior both in consolidated 
and unconsolidated materials. The results of the DEM simulation could explain many 
rock mechanics problems observed in the laboratory experiments conducted by previous 
researchers. However, all the works presented in this thesis are in two-dimensional and 
in laboratory scale. For the successful design of various rock engineering projects, such 
as the production of hydrocarbon reservoirs, exploitation of geothermal energy, the 
long-term disposal of High-level Radioactive Waste (HLW), more detailed analysis 
using not only two-dimensional simulation but also three-dimensional and field scale 
simulation would be required according to the situation of each engineering problems. 
This is my future work. 
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APPENDIX 
Calculation procedure for the stress distribution in DEM model 
 

In the DEM, a particle is in contact with a lot of particles, and the contact forces, such 
as normal and tangential force acting on each contact point, are calculated individually. 
These contact forces are in various directions according to the direction of contact. 
Therefore, to discuss the stress state in the DEM model, the contact forces acting on 
each contact point should be converted into the stress distribution. In this research, the 
stress acting on a particle is calculated by the following procedure. 

As shown in Fig.A.1, the normal and tangential contact force  and  are acting 
on a particle, and the imaginary forces 

nf sf

nf ′  and sf ′  are assumed. The two sets of 
forces  and ,  and  are of the same magnitude and opposite in direction, 
respectively. The normal force  is parallel to the x-axis. Suppose that these forces 
are acting on a small area as shown in Fig.A.1, and being in equilibrium. The stresses 
that acts on the small area are given by 

nf ′ nf sf ′ sf
f n

D
fn

x =σ         (A.1) 

0=yσ         (A.2) 

D
fs=τ         (A.3) 

where D is contact width that given by equation (2.5). 
 
 
 
 y X
 Y

 
 
 
 
 
 
 
 

Fig.A.1  Normal and shear stress acting on a particle. 
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Then, the normal and shear stresses, xσ , yσ , and xyτ  are obtained at the center of 
the particle, expressed with respect to the local coordinates xy. As shown in Fig.2.7, the 
new global coordinate set XY will now be considered, and the new stresses, xσ ′ , yσ ′ , 
and xyτ ′  expressed in the global coordinate set XY are given by 

θτθ
σσσσ

σ 2sin2cos
22 xy

yxyx
x +⋅

−
−

+
=′    (A.4)  

θτθ
σσσσ

σ 2sin2cos
22 xy

yxyx
y −⋅

−
−

+
=′    (A.5)  

θτθ
σσ

τ 2cos2sin
2 xy

yx
xy +⋅

−
−=′      (A.6)  

where θ  is an rotation angle from the local coordinates xy. Counterclockwise angles 
are positives. 
These calculations are applied to all contact points of one particle, and the total 

stresses, Xσ , Yσ , and XYτ  are obtained from the accumulation of the stress at each 
contact point. Since the imaginary forces nf ′  and sf ′  are assumed, the total stresses 
are divided by two. The total stresses, Xσ , Yσ , and XYτ  are given by 

2
∑ ′

= xi
X

σ
σ        (A.7)  

2
∑ ′

= yi
Y

σ
σ        (A.8)  

2
∑ ′

= xyi
XY

τ
τ        (A.9)  

Consequently, the stresses that act on the each particle are obtained. However, these 
are discrete data. To investigate the tendency and/or the character of the stress 
distribution in detail, the continuation of obtained discrete data (interpolation) is 
necessary. In this research, Inverse Distance Weighting (IDW) was used as a technique 
for interpolation. 

As shown in Fig.2.8, IDW is one of the most commonly used techniques for 
interpolation, and based on the assumption that the interpolating surface is a weighted 
average of the discrete data and the weight assigned to each discrete data diminishes as 

 176



the distance from the interpolation point to the data point increases. The simplest form 
of IDW is called "Shepard's method" [1]. The equation used is as follows: 

∑
∑

=
−

=
−⋅

= n

i
m

ij

n

i
m

iji
j

d

dZ
Z

1

1        (A.10)  

where  denotes an interpolated (arbitrary) value,  is an discrete data (i=1,2,…,n), 
 is the distance from the data point to the interpolation point. n is the total number of 

data points within the maximum distance from the interpolation point. m is a positive 
real number, called the power parameter and controls how the weighting factors drop off 
as distance from the reference point increases. For 0 < m < 1 interpolated value  has 
smooth peaks over the interpolated points, while as m > 1 the peaks become sharp. Here, 
the maximum distance from the interpolation point to the data point is four times as 
large as maximum particle radius in DEM simulation, and the power parameter r=1 is 
employed in this research. 
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Fig.A.2  Concept of Inverse Distance Weighting (IDW). 
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