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Abstract. We have investigated the role of porosity evolution and fluid flow in fric-
tional instabilities by analyzing the response of a single degree of freedom dynamic sys
tem. The spring slider is governed by rate- and state-dependent constitutive law. We also 
account for effective normal stress changes caused by thermal pressurization with con-
stant or variable porosity. Our simulations show that the stress drop during dynamic in
stabilities depends on constitutive parameters, porosity evolution, fluid flow as well as 
on the effective fault zone thickness, defined in this study as the ratio between the nom
inal thickness of the fault zone (w) and the hydraulically activated layer (Why). Both poros
ity evolution and fluid flow can avoid the extremely large stress drop values inferred by 
thermal pressurization models and provide an attempt to reconcile them with seismo
logical observations. 

1. Introduction 

The role of pore fluid has been intensely discussed in 
the literature and associated with earthquake nucleation 
and triggering as well as with frictional instabilities. As 
an example, thermal pressurization has been proposed as a 
mechanism to explain low values of effective friction during 
sliding at high slip rates (Rice and Cocco [2007], and refer
ences therein). Numerical simulations of dynamic ruptures 
(Bizzarri and Cocco [2006a]) or earthquake recurrent cycles 
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Figure 1. A sketch of the spring-slider system as used 
in this study. Frictional slip is loaded by a far-field point 
via spring stiffness k. Frictional heating is generated in 
a nominal thickness wand Why is the thickness of the 
hydraulic activated layer. 
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(Mitsui and Hirahara [2009]) governed by thermal pressur
ization yield extremely large stress drop values inconsistent 
with seismological observations and resulting in a stress drop 
paradox Bizzarri and Cocco [2006b]). 

Geological observations suggest that earthquake slip is 
concentrated in an extremely thin principal slipping surface 
([lLm] ~ [mm]) embedded in a fault core, whose thickness 
can range between few [em] to [m], surrounded by a broader 
([10m] ~ [km]) damage zone (Chester et al. [1993]; Rice and 
Cocco [2007]). In such a complex fault zone hydraulic (per
meability and porosity) and rheological parameters depend 
on the position within the fault zone. Fault zone porosity 
is expected to change as a function of slip amount (Suzuki 
and Yamashita [2008]), slip rate, normal stress, grain size of 
fault gouges etc ... , all affecting the frictional instabilities. 

The goal of this paper is to jointly interpret the effects 
of porosity evolution, fluid diffusion and adopted fault zone 
thickness on the frictional instabilities over earthquake cy
cles using a single degree of freedom dynamic system (a 
spring-slider model) (Rice and Tse [1986]; Boatwright and 
Cocco [1996]). 

2. Methodology 

We use a simple spring-slider system to investigate the 
temporal evolution of shear stress Tf = IL(O"n - p) (that in 
this study corresponds to frictional resistance) and slip u 
on an ideal fault (where IL is the sliding friction coefficient, 
0" n is the normal stress and p is pore pressure), loaded by 
a far-field tectonic load via spring stiffness k. The slider 
is governed by the rate- and state-dependent friction con
stitutive law (Ruina [1983]). Frictional heating increases 
temperature T that increases fluid pressure p. Our thermal 
pressurization model can account for porosity ¢ evolution 
and fluid flow perpendicularly to the fault plane (see Figure 
1) . 

2.1. Constitutive equations for the spring-slider 
system 

Within this mechanical framework, the equation of mo
tion is given by: 

p2 dv 
-4 2 -d = (T - Tf)/k = [TO + k(vpzt - u) -IL(O" - p)]/k(l) 

1l t 
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where P is the vibration period, v is the slip rate, t is time, 
TO is the initial loading stress, Vpl is the load point velocity 
and T is the loading stress. 

The friction coefficient fJ, depends on the slip rate v and 
the state variable 8: 

fJ, = fJ,o + a In (:J + b8 (2) 

where fJ,o is a reference frictional coefficient and Vo is a ref
erence slip rate. a and b are the rate and state constitutive 
parameters. 8 evolves obeying the slip law modified to in
clude the normal stress changes as proposed by Linker and 
Dieterich [1992]: 

d8 = -v (8 _ 8 S3 ) _ ~ dae.ff (3) 
dt L b(aeff) dt 

where L is the characteristic length scale parameter of the 
state evolution, aeff = (a - p) is the effective normal stress 
and ~LD is a lab-derived parameter (its value ranges between 
0.2 - 0.3). The steady-state value of the state variable 8 38 

is given by In(vo/v). We follow the simulation strategy pro
posed by Boatwright and Cocco [1996], details are described 
in Appendix A. 

2.2. Constitutive equations for pore pressure evolution 

As written in Chapter III, the pore pressure changes in 
thermo-poroelastic media can be described as 

dp _ A dT _ 1 de/> I wV'2 
dt - dt ((3f + (3)e/> dt pi + P 

(4) 

where A is (aj - a)/((3f + (3), af and a are the thermal ex
pansivity of pore fluid and solid, respectively; (3 j and (3 are 
pressure expansivity of pore fluid and solid, respectively; e/> 
is the porosity, and w is the fluid diffusivity corresponding 
to K,/[ve/>((3f + (3)], where K, is the permeability and v is the 
viscosity of the pore fluid. 

The first right-hand term of Equation (4) represents fric
tional heating and heat flow. We assume the shear strain 
rate is approximated by v/w, where v is the macroscopic 
slip rate (Cocco and Tinti [2008]) and w is the thickness of 
the fault zone where strain is localized (see Figure 1). Be
cause heat source scales with slip rate, we can consider w as 
the zone where heat is generated (Fialko [2004]); hereinafter 
we refer to w with such a meaning. Thus that term can be 
written as: 

dT _ 1 (TfV) '<7 2 T --- - +Xv 
dt pc w 

(5) 

where X = AI (pc) is the temperature diffusivity, where A 
is thermal diffusivity and pc is the heat capacity per unit 
volume. 

Substituting equation (5) into equation (4), we obtain 

dp Tfv 1 de/> I 2 2 
dt = A-;- - ((3f + (3)e/> dt pI + wV' P + AXV' T (6) 

where A corresponds to A/(pc). This equation is identical 
to equation (A2) in Bizzarri and Cocco [2006b]. If we solve 
equation (6) simultaneously with (1), we have to adopt the 
discrete approximation (e.g., Segall and Rice [1995]) for the 

diffusion terms. To avoid this approximation, we use the 
closed-form solution derived by Bizzarri and Cocco [2006b] 

p(t) = Po + ~ It dt' [--X-erf( w ) 
wow - X 4vx(t - t') 

+ w ~ X erf C V w % - tl)) ] 

(M(a - p)v - A(~: PI )¢ ;;:') I" (7: 

where Po is the initial value of the pore pressure p. In ad
dition, we will introduce a thickness of th~draulically ac
tivated layer Why, defined as Why = 2vwP (see Rudnicki 
[1986] and references therein), to normalize the adopted 
nominal fault zone thickness w. In this definition we use 
the period P as a measure of slip duration (Rice and Tse 
[1986]). 

In order to account for porosity changes in (7), we adopt 
the porosity evolution equation proposed by Segall and Rice 
[1995] and Sleep [1995]: 

de/> d8 
-=-E-
dt dt 

(8) 

where E is a lab-derived parameter (namely a dilatancy co
efficient). Segall and Rice [1995] proposed E = 1.7 X 10-4 

and more recently Samuelson et al. [2009] found E ranges 
from 4.7 x 10-5 to 3.0 X 10-4 . In our manuscript, we refer 
to E = 1. 7 X 10-4 as the "lab value". The constitutive for
mulation adopted in this study associates porosity changes 
with state variable changes, inferred from laboratory exper
iments on fault gouge behavior (see Marone et al. [1990]). 
This means that the zone affected by porosity changes is the 
fault thickness w. 

3. Results 

In this section, we present and discuss the results of sev
eral numerical computations. The physical parameters that 
we have fixed in all calculations are listed in Table 1. We 
have investigated five distinct configurations for our simu
lations, each of which is identified by the following parame
terization: 

1. a = 0.007, b = 0.016, L = O.Ol[m], k = 0.8[(a-po)(b
a)]/ L, P = 5[s], ~LD = 0.0 

2. a = 0.007, b = 0.016, L = O.Ol[m], k = 0.8[(a-po)(b
a)]/ L, P = 50[s], ~LD = 0.0 

3. a = 0.007, b = 0.016, L = O.Ol[m], k = 0.8[(a-po)(b
a)]/ L, P = 50[s], ~LD = 0.3 

Table 1. Common parameters in this study. 

Property Symbol Value Units 
Load point velocity Vpl 0.045 m/yr 
Reference slip rate vo 0.0375 m/yr 

Cut-off slip rate Vdy 0.1 mm/s 
Normal stress a 130 MPa 

Reference pore pressure Po 100 MPa 
Frictional coefficient /LO 0.56 

Reference loading stress TO 16.8 MPa 
Compressibility f3j + f3 LOx 10-9 /Pa 

Thermal expansion coefficient aj-a 1.5 X 10-3 /K 
Fluid viscosity v 1.0 x 10-4 Pa·s 

Thermal conductivity A 3.0 W/m·K 
Heat capacity per unit weight pc 3.0 X 106 J/m3 ·K 

Reference porosity cPo 0.025 
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4. a = 0.007, b = 0.012, L = 0.0005[m], k O.S[(IT -
Po)(b - a)l/L, P = 5[s], ~LD = 0.0 

5. a = 0.007, b = 0.012, L = 0.0005[m], k 0.4[(0" -
po)(b - a)l/L, P = 5[s], ~LD = 0.0 

We refer to each parameterization as a distinct model 
(Model i, i = 1,5). In models 1, 2 and 3, we have chosen 
the same values for a, b, L (the constitutive parameters of 
the rate- and state-dependent friction law) as well as the 
same value for the stiffness k. Here we introduce the critical 
stiffness kc = (b - a) (IT - Po) / L (we wi II discuss more in detai I 
this parameter in Appendix E. Models 1, 2 and 3 have the 
same ratio k/kc, but they differ for the values of P (charac
teristic period of dynamic motion) and ~LD (parameter for 
the effect of normal stress on the state evolution). Models 
4 and 5 have the same set of a, b, Land kc (differing from 
models 1-3), but a different stiffness. Therefore, models 1, 
2 and 3 have been identified to investigate the effects of P 
and ~LD, while models 4 and 5 have been designed to study 
the effect of the stiffness. Their comparison allows the un
derstanding of the role of the fridional parameters as well 
as of the ratio k/kc . 

For each of these models we have performed simulations 
by varying the permeability", and then hydraulic diffusivity 
147, the fault zone thickness w, the parameter E of porosity 
evolution law. For the latter parameter, we have tried three 
values: E = 0 (only thermal pressurization), 1.7 x 10-4 (lab
derived value) and 1. 7 x 10-5 (smaller value). Because we 
vary the diffusivity, for the same w, different simulations 
can have different thicknesses of the hydraulically activated 
layer (Why = 2V147P) and therefore different ratios between 
W/Why. As a result, we obtain various values of static stress 
drop S5 and the instability recurrence time R i , where S8 is 
defined as a difference between maximum shear stress and 
the stress at the recovery point of quasi-static equilibrium 
after slip instability. 

The adopted constitutive parameters and the inferred 
physical quantities for each configuration are listed in Ta
bles 2-6. 6T max is the maximum increase of temperature. 
S~ and R~ are S5 and Ri in the cases with constant pore 
pressure (that is, a slider solely governed by rate & state 
friction) . 

Figure 2 shows the normalized shear stress, (Tj -
To)/[a(O" - po)], as a function of slip (a) and slip rate (b) 
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Figure 2. Shear stress evolution computed for Model 
1 (see text and Appendix) with 147 = 0.002 [m2 /s] and 
W = O.OS [m]. Normalized shear stress (Tj-To)/[a(lT-po)] 
is plotted as a function of normalized slip u/ L (a) and 
slip rate In(v/vo) (b). Black solid curves display the 
stress evolution for a slider solely obeying to R&S fric
tion. Green and red curves show the results for thermal 
pressurization with constant and with variable porosity, 
respectively. In these simulations, W = O.OS [m] and 
E = 1.7 X 10-4 All of the traces in panel (b) rotate 
clockwise. 

computed for model 1 for a slider governed by rate- and 
state-dependent fridion (R & S, black curves), by thermal 
pressurization (TP, green curves) and by thermal pressur
ization with porosity evolution (TPPE, red curves). This 
figure clearly shows that the slider solely governed by R & 
S displays a clear dynamic weakening (traction drops with 
increasing slip) followed by slip at the steady-state. In con
trast, the slider governed by thermal pressurization shows 
a continuous weakening (stress decrease) for the whole du
ration and a larger stress drop. It is worthy of noting that 
the inclusion of porosity evolution can counterbalance the 
effect of frictional heating and fluid flow resulting in a stress 
drop similar to that of the slider solely governed by R & 
S. Moreover, the phase diagram shown in Figure 2b illus
trates that the shear stress during the slip acceleration and 
the peak slip velocity are nearly the same for the three con
stitutive formulations, but TP produces a larger stress drop 
consistent with Mitsui and Himham [2009] and Bizzarri and 
Cocco [2006b]. The porosity and temperature changes asso
ciated with the simulations shown in Figure 2 are discussed 
in Appendix Band C. 

We have performed different simulations accounting for 
different characteristic periods, frictional properties and 
stiffness of the slider. Our simulations show that the stress 
drop depends on porosity evolution, hydraulic diffusivity 
and nominal thickness w. In this study, we try to jointly 
interpret the effects caused by all these parameters over the 
seismic cycle. 

4. Discussion 

In order to better understand the effectiveness of porosity 
evolution to counterbalance thermal pressurization, we have 
compared the static stress drop calculated from simulations 
performed taking into account TP only with those account
ing for TPPE. Moreover, to emphasize the role of hydraulic 
diffusivity and w, we have investigated the scaling of the ra
tio between these static stress drop estimates with the ratio 
between wand the thickness of the hydraulically activated 
layer Why. 

The results of these calculations are summarized in Fig
ure 3, in which panels (a) & (c) and (b) & (d) refer to two 
different estimates of the dilatancy coefficient E (1.7 x 10-4 

and 1.7 x 10- 5 , respectively). This figure shows that for 
W/Why « 1, the static stress drop associated with TPPE 
is of the same order as that associated with TP only. This 
can be either due to a negligible contribution of porosity 
evolution, unable to counterbalance thermal pressurization 
because of intense frictional heating (thin slipping zone), or 
small values in stress drop for both TP and TPPE because of 
rapid fluid flow (e.g., drained conditions). In contrast, when 
W/Why --+ 1 (see Appendix D) and E is large (lab value), the 
static stress drop ratio is extremely small because porosity 
evolution is able to compensate for TP (see panels (a) and 
(c)) and stress drop estimates for TPPE are much smaller 
than those for TP only. Panels (b) and (d) in Figure 3 show 
that decreasing the value of the E parameter reduces the role 
of porosity evolution on the stress drop ratio. 

The dashed lines in Figure 3 display the parametric fit 
through an exponential function y = exp(-((W/WhY)). The 
different values of the ( exponent in panels (a) and (c) and 
(b) and (d) (4.5 & 15 and 0.45 & 1.5, respectively) indi
cate that ( ex E. Moreover, panels (c) and (d) of Figure 
3 depict the result for models 4 and 5, which are charac
terized by smaller values of L and larger critical stiffness 
keo = (0" - po) (b - a)/ L (they differ for the value of the ratio 
k/kco), In Appendix E, we discuss that in our simulations 
keo does not substantially differ from the more appropriate 
critical stiffness kc proposed by Segall and Rice [1995] for 
a fluid infiltrated fault with variable porosity. The results 
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of these simulations demonstrate that the effectiveness of 
porosity evolution to counterbalance thermal pressurization 
also depends on the critical stiffness (k c ) of the dynamic 
system (in agreement with Segall and Rice [1995]). The ( 
parameter for the best fitting exponential curve in panels (c) 
and (d) are larger than those of panels (a) and (b) (see the 
values in each panel), confirming the dependence on the E 

parameter and suggesting ( ex: yfk; (more unstable systems 
lead to more effective counteraction of porosity evolution). 

5. Conclusion 

We have used a simple degree of freedom dynamic sys
tem in order to perform a parametric study and quantify 
the impact of porosity changes within the fault zone. This 
assumption allows us to simulate the seismic cycle and to 
assess this effect during the different phases of the cycle, 
not limiting our analysis to the dynamic instability. Our 
results demonstrate that porosity evolution, fluid flow and 
the nominal value of fault zone thickness control the stress 
drop during dynamic instabilities. Our results show that 
porosity evolution can compensate for the effects of thermal 
pressurization by reducing pore pressure. This case yields 
in the undrained condition limit (W/Why --+ 1). By con
trast, in the limit W/Why --+ 0, porosity evolution does not 
act on the stress drop. In case that fluid flow dominates 
(drained conditions), both the effects of porosity evolution 
and frictional heating becomes not effective. Moreover, in 
agreement with previous studies (e.g., Bizzarri and Cocco 
[2006b]; Suzuki and Yamashita [2008]; Mitsui and Himham 
[2009]), small values of the nominal fault zone thickness W 
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Figure 3. The ratio between the static stress drops in
ferred from simulations with thermal pressurization and 
porosity evolution (TPPE) and those with thermal pres
surization and constant porosity (TP) is plotted as a 
function of the effective fault thickness given by the ratio 
W/WhY. The results in panels (a) and (b) are inferred 
from models 1, 2 and 3, while those in panels (c) and 
(d) are obtained from models 4 and 5 (see Appendix). 
Panels (a) and (c) show the outcomes of simulations 
performed using a laboratory value for E = 1.7 X 10-4 , 

while panels (b) and (d) display those obtained by set
ting E = 1. 7 X 10-5 . Dashed and solid curves repre
sent the fits obtained through an exponential function 
y = exp( -((W/WhY)), the inferred value of the ( param
eter is indicated in each panel. 

intensify the effect of shear heating. To further corroborate 
our results, we have performed additional tests with differ
ent W but keeping W/Why constant (see Appendix F). 

In our simulations, we allowed porosity to change, keep
ing permeability constant. This configuration is represen
tative of faults in which porosity evolution does not change 
pore connectivity within the fault zone. An alternative ap
proach to link porosity evolution with permeability changes 
is presently limited by the lack of appropriate analytical re
lationships between these two parameters. This represents 
a challenge to tackle in the near future for both laboratory 
experiments and numerical modeling. 

Several studies in the literature suggest that permeability 
within the fault core is smaller than permeability in the dam
age zone, which implies that the border between fault core 
and damage zone is an impermeable layer. This means that 
the fault core thickness may represent an upper bound for 
the hydraulically activated layer (Why). Because W (the zone 
where heat is generated) should range between the thickness 
of the principal shear zone and the fault core, such a con
figuration would limit the variability of the ratio W / Why to 
relatively high values (that is, ~ 1), thus allowing poros
ity evolution to playa role in the breakdown process and 
to provide a solution to the stress drop paradox raised by 
thermal pressurization models. 

A. Numerical Strategy 

In this study we follow the simulation strategy proposed 
by Boatwright and Cocco [1996]. We solve the equation 
of motion for a spring slider system governed by rate- and 
state-dependent friction law including inertia and account
ing for thermo-poro-elastic processes. The set of equations 
that we simultaneously solve is the following: 

p2 dv 
-2 - = (T - TJ)/k = [To + k(vpzt - u) - JL(cr - p)]/~9) 
47f dt 

JL = JLo + aln(:J + b8 (10) 

d8=-v(8_8 )_~dcreJJ (11) 
dt L 88 b(crejj) dt 

d¢ d8 
dt = -Edt (12) 

p(t) = Po + ~ it dt' [--X-erf( W ) 
wow - X 4Jx(t - t') 

+~erf( W )] 
W - X 4Jw(t - t') 

. (JL(cr - p)v - A(j3: j3f )¢ ~f, ) It I (13) 

We include an upper threshold for the slip rate v referring 
to a rock experimental study Weeks [1993]: During dynamic 
instabilities (identified by v :;> Vdy, where Vdy must be less 
than 27fL/P and is fixed to 0.1 [mm/s]), the steady-state 
value of state variable 8 88 is assumed to be constant and 
its value is equal to In(vo/vdY). Moreover, the direct depen
dence of slip rate in Equation (10) is frozen and given by 
a In(vdy/vo). 

On the contrary, during the quasi-static phase (v < Vdy), 
we neglect inertia in Equation (9). Then, substituting Equa
tion (10) into Equation (9), we obtain 

( [TO + k(vpzt - u) b8] / ) v = Vo exp - JLo - - a 
cr-p 

(14) 
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When v = Vdy just after the dynamic period, we must 
impose that TO + k( vpd - u) = /1>( u - p) to recover the quasi
static condition. 

In the numerical calculations, we assume steady-state val
ues as initial conditions: v = Vpl, 8 = In(volvpz) , cP = 
cpo+cln(vpllvo), p = Po and T = To+(a-b)(u-p) In(vpllvo). 
To solve the governing equations presented above, we first 
use the RK45 algorithm (Press et al. [1992]) with adaptive 
step-size control to obtain the evolution of T, cp, 8 and v. 
During the dynamic phase we solve equations (Equations 
(9)-(12)), and during the quasi-static phase we only solve 
dcpldt and d81dt to determine v (Equations (11), (12) and 
(14)), and get a tentative value of p by Equation (13). Then, 
using it, all of the variables are re-calculated following a 
second-order Runge-Kutta method. When the slip rate v 
does not exceed Vpl, the memory of the shear heating term 
is not stored as in Mitsui and Hirahara [2009J. 
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Figure 4. Normalized normal stress (u - p)/(u - po) 
evolution as a function of normalized slip rate In( vivo) 
for the same simulations shown in Figure 2 (w = 0.002 
[m2 Is], W = 0.08 [mJ and t = 0 or 1.7 x 10-4 ). Panel 
(a) shows the comparison between two simulations in 
which the slider is governed by thermal pressurization 
with constant or variable porosity. For the latter case, 
panel (b) displays the evolutions of normalized effective 
normal stress and normalized porosity (cp I CPo). The traces 
of effective normal stress rotate clockwise and that of 
porosity does counter-clockwise. 
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Figure 5. Temperature evolution computed for the same 
simulations shown in Figure 2 (w = 0.002 [m2 Is], W = 
0.08 [m] and E = 0 or 1.7 x 10-4 ). Increase of tempera
ture 6.T is plotted as a function of normalized slip ul L 
(a) and slip rate In(vlvo) (b). Green and red curves show 
the results for thermal pressurization with constant and 
with variable porosity, respectively. All of the traces in 
panel (b) rotate clockwise. 

B. Porosity changes 

Figure 4 summarizes the difference between TP (ther
mal pressurization with constant porosity) and TPPE (ther
mal pressurization with porosity changes) models. Ther
mal pressurization with constant porosity involves a large 
variation of the effective normal stress (panel a) if com
pared to that inferred for porosity evolution. For this latter 
case, panel b allows the comparison between effective normal 
stress and porosity evolution. 

This figure demonstrates that porosity increase (that is, 
diffusivity decrease) can explain the inferred effective normal 
stress evolution and the static stress drop reduction. These 
results are consistent with those of (Segall and Rice [1995]), 
but extend them to an interesting and original comparison 
with thermal pressurization models. 

C. Temperature changes 

Figure 5 shows an example of the temperature evolutions 
in TP (thermal pressurization with constant porosity) and 
TPPE (thermal pressurization with porosity changes) mod
els. In both models, temperature suddenly increases with 
slip acceleration and decreases by heat diffusion after slip 
deceleration. The maximum increase in temperature tends 
to be restrained by porosity evolution. In our calculations, 
temperature does not reach high values to melt fault gouge 
as listed in Tables 2-6. Of course occurrence of melting 
would completely change the fault frictional behavior (see 
Nielsen et al. [2008])); discussing this issue is beyond the 
scope of this paper. 

D. Other type of normalization for fault 
zone thickness 

The adimentional thickness WIWhy that we have adopted 
in Figure 3 does not allow us to consider fully undrained 
conditions (Why = 0, leading to W IWhy --+ 00). However, 
this limitation does not affect the conclusions obtained in 
this study. An alternative solution to avoid such problem 
might be to adoption of a different normalization for w: 
wi (Why + w). In this case, the undrained limit can be rep
resented as wi (Why + W) --+ 1. In order to confirm that our 
conclusions are not affected by this choice, we plot in Figure 
6 the same stress drop ratios shown in Figure 3 as a function 
wi (Why + w). 

(a) 

(e) 

1 -II-_I!I_~~~ . , 
x Model 1 

" Model 2 

o Model 3 

'" ~\ ~ = 4.S , , , 
", 
" " , , 
1::. " ... O '-_---L __ L-_~ 

0.001 0.01 0.1 

W/(WhY+W) 

---- ... 
~~ 

'. 
~ = 15 '\ ~ = 4.5 

x Model4 

" ModelS 

, , , , , , , 
JJ. , , 

o '----'----'--""----"~'" 

0.001 0.01 0.1 

W/(Why+W) 

(b) 

(d) 

x Model 1 

" Model 2 

o Model 3 

o '----'----'~---' 
0.001 0.01 0.1 

w/(why+w) 

~ = OA5 
~~~ 

...... " 
~= 1.5 " 

x Model 4 

" Model 5 

" 

0 '------'----'-------' 
0.001 0.01 0.1 

W/(Why+W) 

Figure 6. The same calculation results in Figure 3 but 
replotted versus wi (Why + w). 
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E. Critical stiffness 

Our results imply that the stress drop ratio between 
TP and TPPE models has an exponential-type dependence 
y = exp( -((11J/11Jhy)), and ( would be proportional to E 

and ke . Here, we adopt the critical stiffness is given by 
kc = (b - a) ((J" - po) / L (hereinafter called keo ). This is orig
inally derived by Ruina [1983] using linear stability analysis 
with assumptions of the quasi-static regime and constant 
pore pressure. However, strictly speaking, its use is not ap
propriate for our models with variable pore pressure (see 
Segan and Rice [1995]). 

Segall and Rice [1995] obtained more complicated rep
resentation of the critical stiffness (we call it kes R ), when 
pore pressure varies with their porosity evolution law. keSR 
has a shape of keo - F(w)E/LOp/(¢O((3f + (3)L), where /Lop = 
/Lo + (a - b) In( vpz/ vo) and F is a function of the hydraulic 
diffusivity and frictional parameters. However, their original 
formulation contains a fixed characteristic diffusion length 
that we do not assume in our formulation. As a trial of 
matter, we substitute 11Jhy in our model into their constant 
diffusion length. Then "c*" in their model is changed into 
w/w~ = 1/(4P). By adopting this strategy, we have ver
ified that keSR "-' keo in all cases considered in this study. 
That is, we can adopt ke "-' keo to account for the depen
dence of stress drop ratio on (. 

F. Same W/Why but different wand Why 

In order to check the dependence on 11J /11J hy, we have per
formed several further numerical experiments (model 4+). 
In model 4+, we assume the same set of a, b, L, k, P and 
~LD of model 4, but different wand Why to have the same 
W/Why in each simulation. The results are listed in Table 7. 

Figure 7 illustrates the ratio between the static drops 
with thermal pressurization and porosity evolution (TPPE) 
and those with thermal pressurization and constant poros
ity (TP) as a function of the effective fault thickness given 
by the ratio 11J/11Jhy. We show the results of simulations ob
tained by using a laboratory value for E = 1.7 x 10-\ which 
corresponds to the results in Figure 3(c). This test allows 
us to confirm that with different w, but the same W /Why, 

our results do not change. This corroborates the inferred 
dependence on W/Why. 
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Table 2. Results of Model 1. S~ and R7 are S8 and Ri in the cases with constant pore pressure. 
S~ is 27.9 and R7 is 6.9 [yr]. 

1.0 X 10 II 

1.0 X 10- 17 

1.0 X 10- 17 

1.0 X 10- 16 

1.0 X 10- 16 

1.0 X 10- 16 

1.0 X 10- 17 

1.0 X 10- 17 

1.0 X 10- 17 

6.0 X 10- 18 

6.0 X 10- 18 

6.0 X 10- 18 

5.0 X 10- 15 

5.0 X 10- 15 

5.0 X 10- 15 

1.0 X 10- 17 

1.0 X 10- 17 

1.0 X 10- 17 

5.0 X 10- 18 

.~.O X 10- 18 

.~.O X 10- 18 

w [m2 Is] w [m] 
0.004 0.002 
0.004 0.002 
0.004 0.002 
0.04 0.002 
0.04 0.002 
0.04 0.002 

0.004 0.018 
0.004 0.018 
0.004 o.ms 

0.0024 O.OOS 
0.0024 0.008 
0.0024 0.008 

2 0.1 
2 0.1 
2 0.1 

0.004 0.06 
0.004 0.06 
0.004 0.06 
0.002 0.08 
0.002 0.08 
0.002 0.08 

0.007 
0.007 
0.007 
0.002 
0.002 
0.002 
0.06 
0.06 
0.06 
0.04 
0.04 
0.04 
0.02 
0.02 
0.02 
0.21 
0.21 
0.21 
0.4 
0.4 
0.4 

(Zero ) 
(Lab value) 

(Small value) 
(Zero ) 

(Lab value) 
(Small value) 

(Zero ) 
(Lab value) 

(Small value) 
(Zero ) 

(Lab value) 
(Small value) 

(Zero ) 
(Lab value) 

(Small value) 
(Zero ) 

(Lab value) 
(Small value) 

(Zero ) 
(Lab value) 

(Small value) 

82.6 2.97 
80.9 2.90 
82.5 2.96 
41.1 1.47 
40.3 1.45 
41.0 1.47 
80.6 2.89 
64.9 2.33 
79.0 2.S4 
95.1 3.41 
88.5 3.18 
94.4 3.39 
29.3 1.05 
25.4 0.91 
28.9 1.04 
72.6 2.60 
30.0 1.08 
68.2 2.45 
84.6 3.03 
26.2 0.94 
76.2 2.73 

Ri [yr] Ril R? t:"T max [K] 
18.7 2.71 528.5 
18.4 2.67 527 
18.7 2.71 528.3 
9.8 1.42 414.4 
9.6 1.39 40S.4 
9.7 1.41 413.S 
18.3 
14.9 
lS.0 
21.3 
20.0 
21.2 
7.2 
6.4 
7.1 
16.6 
7.4 
15.6 
19.0 
6 .. ~ 
17.4 

2.65 
2.16 
2.61 
3.09 
2.90 
3.07 
1.04 
0.93 
1.03 
2.40 
1.07 
2.26 
2.75 
0.94 
2.52 

118.1 
113.6 
11S.1 
245.1 
250.9 
246.0 
12.4 
11.0 
12.3 
34.9 
20.8 
34.9 
26.8 
13.9 
26.8 

Table 3. Results of Model 2. S~ is 27 .. ~ and R~ is 6.8 [yr]. 

1.0 X 10 18 

1.0 X 10-18 

1.0 X 10-18 

LOx 10-17 

LOx 10-17 

LOx 10-17 

1.0 X 10-18 

1.0 X 10-18 

1.0 X 10-18 

6.0 X 10-19 

6.0 X 10-19 

6.0 X 10-19 

5.0 X 10-16 

5.0 X 10-16 

5.0 X 10-16 

1.0 X 10-18 

1.0 X 10-18 

1.0 X 10-18 

5.0 X 10-19 

5.0 X 10-19 

5.0 X 10-19 

w [m2 Is] w [m] 
0.0004 0.002 
0.0004 0.002 
0.0004 0.002 
0.004 0.002 
0.004 0.002 
0.004 0.002 

0.0004 o.ms 
0.0004 o.ms 
0.0004 oms 

0.00024 O.OOS 
0.00024 0.008 
0.00024 0.008 

0.2 0.1 
0.2 0.1 
0.2 0.1 

0.0004 0.06 
0.0004 0.06 
0.0004 0.06 
0.0002 0.08 
0.0002 0.08 
0.0002 0.08 

0.007 
0.007 
0.007 
0.002 
0.002 
0.002 
0.06 
0.06 
0.06 
0.04 
0.04 
0.04 
0.02 
0.02 
0.02 
0.21 
0.21 
0.21 
0.4 
0.4 
0.4 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 

Table 4. Results of Model 3. S~ is 27.5 and R~ is 6.S [yr]. 

1.0 X 10 18 

1.0 X 10-18 

1.0 X 10-18 

LOx 10-17 

LOx 10-17 

LOx 10-17 

1.0 X 10-18 

6.0 X 10-19 

6.0 X 10-19 

5.0 X 10-16 

5.0 X 10-16 

5.0 X 10-16 

1.0 X 10-18 

1.0 X 10-18 

5.0 X 10-19 

5.0 X 10-19 

w [m2 Is] w [m] 
0.0004 0.002 
0.0004 0.002 
0.0004 0.002 
0.004 0.002 
0.004 0.002 
0.004 0.002 

0.0004 o.ms 
0.00024 O.OOS 
0.00024 O.OOS 

0.2 0.1 
0.2 0.1 
0.2 0.1 

0.0004 0.06 
0.0004 0.06 
0.0002 O.OS 
0.0002 O.OS 

0.007 
0.007 
0.007 
0.002 
0.002 
0.002 
0.06 
0.06 
0.06 
0.02 
0.02 
0.02 
0.21 
0.21 
0.4 
0.4 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Zero) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Small value) 

(Zero) 
(Small value) 

67.6 2.46 
65.2 2.3S 
67.4 2.45 
36.1 1.32 
35 .. ~ 1.29 
36.1 1.31 
6S.S 2 .. ~1 
47.9 1.75 
6S.7 2.50 
S3.1 3.03 
74.4 2.71 
83.9 3.05 
28.5 1.04 
24.7 0.90 
28.1 1.02 
66.7 2.43 
12.9 0.47 
59.5 2.17 
80.6 2.94 
9.5 0.35 

71.2 2.59 

70.9 2.5S 
6S.6 2.50 
70.6 2.57 
36.4 1.33 
35.S 1.30 
36.4 1.33 
71.9 2.62 
S6.S 3.16 
SS.S 3.23 
2S.4 1.04 
24.7 0.90 
28.1 1.02 
67.5 2.46 
61.7 2.2.~ 

SL~ 2.97 
71.6 2.61 

Ri [yr] R;/ R? 
15.5 2.2S 
15.0 2.21 
15 .. ~ 2.2S 
S.7 1.2S 
S.6 1.26 
S.7 1.2S 

15.S 2.32 
11.3 1.66 
15.S 2.32 
lS.9 2.7S 
17.0 2.50 
19.0 2.79 
7.1 1.04 
6.3 0.93 
7.0 1.03 

15.3 2.2.~ 

4.1 0.60 
13.S 2.03 
18.3 2.69 
4.0 0.59 

16.3 2.40 

Ri [yr] 

t:"Tmax [K] 
173.9 
170.4 
173.6 
120.7 
11S.2 
120 .. ~ 
100.S 
S4.3 
102.4 
14S.S 
146.1 
151.0 
11.7 
10.2 
11.5 
34.2 
8.0 

32.7 
26.7 
5.0 

26.5 

16.3 
15.9 
16.3 
S.S 
S.7 
S.S 

16.6 
19.5 
20.2 
7.1 
6.3 
7.0 

15.8 
14.3 
lS.7 
16 .. ~ 

2.40 lS5.0 
2.34 lS2 .. ~ 
2.40 185.1 
1.29 12S.9 
1.2S 126.6 
1.29 12S.1 
2.44 102.4 
2.91 1.~0.3 

2.97 151.S 
1.04 11.7 
0.93 10.3 
1.03 11.6 
2.32 34.6 
2.10 33.4 
2.7.~ 26.S 
2.43 26.4 
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Table 5. Results of Model 4. S~ is 15.4 and R? is 0.35 [yr]. 

1.0 x 10 II 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-16 

1.0 X 10-16 

1.0 X 10-16 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-17 

6.0 X 10-18 

6.0 X 10-18 

6.0 X 10-18 

5.0 X 10-15 

5.0 X 10-15 

5.0 X 10-15 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-17 

5.0 X 10-18 

5.0 X 10-18 

5.0 X 10-18 

'W [m2 Is] w [m] 
0.004 0.002 
0.004 0.002 
0.004 0.002 
0.04 0.002 
0.04 0.002 
0.04 0.002 

0.004 0.018 
0.004 0.018 
0.004 0.018 

0.0024 0.008 
0.0024 0.008 
0.0024 0.008 

2 0.1 
2 0.1 
2 0.1 

0.004 0.06 
0.004 0.06 
0.004 0.06 
0.002 0.08 
0.002 0.08 
0.002 0.08 

0.007 
0.007 
0.007 
0.002 
0.002 
0.002 
0.06 
0.06 
0.06 
0.04 
0.04 
0.04 
0.02 
0.02 
0.02 
0.21 
0.21 
0.21 
0.4 
0.4 
0.4 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 

Table 6. Results of Model 5. S~ is 18.5 and R? is 0.77 [yr]. 

1.0 x 10 17 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-16 

1.0 X 10-16 

1.0 X 10-16 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-17 

6.0 X 10-18 

6.0 X 10-18 

6.0 X 10-18 

5.0 X 10-15 

5.0 X 10-15 

5.0 X 10-15 

1.0 X 10-17 

1.0 X 10-17 

1.0 X 10-17 

5.0 X 10-18 

5.0 X 10-18 

0.004 
0.004 
0.004 
0.04 
0.04 
0.04 

0.004 
0.004 
0.004 

0.0024 
0.0024 
0.0024 

2 
2 
2 

0.004 
0.004 
0.004 
0.002 
0.002 

w [m] 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.018 
0.018 
0.018 
0.008 
0.008 
0.008 

0.1 
0.1 
0.1 

0.06 
0.06 
0.06 
0.08 
0.08 

0.007 
0.007 
0.007 
0.002 
0.002 
0.002 
0.06 
0.06 
0.06 
0.04 
0.04 
0.04 
0.02 
0.02 
0.02 
0.21 
0.21 
0.21 
0.4 
0.4 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Lab value) 

(Small value) 
(Zero) 

(Lab value) 
(Small value) 

(Zero) 
(Small value) 

Table 7. Results of Model 4+. s2 is 15.4 and R7 is 0.35 [yr]. 

K [m2 ] 'W [m2 Is] w [m] wlwhy 
1.0 x 10 II 0.4 0.02 0.007 
1.0 x 10- 17 0.4 0.02 0.007 
1.0 x 10- 16 4 0.02 0.002 
1.0 x 10- 16 4 0.02 0.002 
1.0 x 10- 17 0.4 0.18 0.06 
1.0 x 10- 17 0.4 0.18 0.06 
6.0 x 10- 18 0.24 0.08 0.04 
6.0 x 10- 18 0.24 0.08 0.04 
5.0 x 10- 15 200 1 0.2 
5.0 x 10- 15 200 1 0.2 
1.0 x 10- 17 0.4 0.6 0.21 
1.0 x 10- 17 0.4 0.6 0.21 
5.0 x 10- 18 0.2 0.60 0.4 
5.0 x 10- 18 0.2 0.8 0.4 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

(Zero) 
(Lab value) 

16.8 1.09 
15.1 0.99 
16.6 1.08 
15.8 1.02 
15.3 0.99 
15.7 1.02 
16.7 1.09 
6.9 0.45 
15.3 0.99 
17.2 1.12 
10.1 0.66 
16.3 1.06 
15.4 1.00 
12.3 0.80 
15.1 0.98 
16.7 1.08 

12.4 0.80 
17.0 1.11 

9.8 0.63 

23.0 1.24 
20.9 1.13 
22.8 1.23 
19.8 1.07 
19.2 1.04 
19.7 1.07 
23.0 1.24 
9.2 0.50 
21.1 1.14 
24.7 1.33 
14.3 0.77 
23.5 1.27 
18.7 1.01 
14.8 0.80 
18.3 0.99 
22.7 1.23 
4.2 0.23 
16.7 0.90 
23.9 1.29 
13.4 0.73 

15.5 1.01 
14.0 0.91 
15.4 1.00 
14.9 0.97 
15.5 1.01 
6.6 0.43 
15.5 1.01 
9.2 0.60 
15.4 1.00 
12.3 0.80 
16.7 1.08 

17.1 1.11 

0.38 1.09 15.6 
0.35 13.9 
0.38 
0.36 
0.35 
0.36 
0.38 
0.23 
0.35 
0.39 
0.26 
0.37 
0.35 
0.30 
0.35 
0.38 
0.21 
0.30 
0.38 
0.19 
0.25 

Ri [yr] 
0.95 
0.86 
0.96 
0.82 
0.8 

0.82 
0.95 
0.43 
0.87 
1.01 
0.61 
0.97 
0.78 
0.63 
0.76 
0.96 
0.38 
0.70 
0.98 
0.58 

Ri [yr] 
0.35 
0.33 
0.35 
0.34 
0.35 
0.23 
0.36 
0.25 
0.35 
0.30 
0.38 
0.21 
0.38 
0.19 

1.09 
1.03 

1.03 
1.09 
0.66 

1.11 
0.74 
1.06 

0.86 

1.09 
0.6 

0.86 
1.09 
0.54 
0.71 

1.23 
1.12 
1.23 
1.06 
1.04 
1.06 
1.23 
0.56 
1.13 
1.31 
0.79 
1.26 
1.01 
0.82 
0.99 
1.25 
0.49 
0.91 
1.27 
0.75 

1.0 
0.94 
1.0 

0.97 
1.0 

0.66 
1.03 
0.71 
1.0 

0.86 
1.09 
0.6 
1.09 
0.54 

15.4 
14.7 
14.2 
14.7 
3.6 
1.3 
3.3 
8.0 
4.3 
7.5 
0.6 
0.5 
0.6 
1.1 
0.4 
0.8 
0.9 
0.2 
0.5 

/':,Trnax [K] 
49.5 
44.9 
49.1 
43.7 
42.4 
43.6 
10.7 
4.5 
9.9 

24.8 
15.0 
23.8 
1.6 
1.3 
1.6 
3.2 
1.1 
2.4 
2.5 
1.5 

/':,Trnax [K] 
3.0 
2.7 
3.0 
2.9 
0.4 
0.2 
0.8 
0.5 
0.1 
0.1 
0.1 

0.06 
0.1 

0.04 

x - 9 
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