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Abstract

There are various subsytems with two degrees of freedom in the New-
tonian n-body problem, such as the collinear three-body problem and the
isosceles three-body problem. After we determine a normal form of the
Lagrangians of these subsystems, we prove the existence of periodic solu-
tions with regularizable collisions for these systems. Our result includes
several examples, such as Schubart’s orbit with or without equal masses
among others.

1 Introduction and Results

This paper is concerned with the Newtonian n-body problem which is given by
the following set of ODEs:

q̈i = −
∑
j 6=i

mj
qi − qj

‖qi − qj‖3
q1, · · · , qn ∈ Rd (1)

where mj > 0 and d = 1, 2, 3.
As a recent remarkable progress, by using the variational method Chenciner

and Montgomery [3] proved the existence of a new periodic solution of figure-
eight shape to the planar three-body problem. Since then, a number of periodic
and quasi-periodic solutions have been found as minimizers of variational formu-
lation of the n-body problem in various different settings. In particular, Ferrario
and Terracini [4] introduced the rotating circle property and showed that a col-
lisionless solution having a certain symmetry exists, provided the group action
of the symmetry satisfies the rotating circle property.

We study the subsystems with two degrees of freedom, such as the collinear
three-body problem and the rhomboidal four-body problem among others. We
can not apply [4] to these systems since the symmetries are too strong to satisfy
the rotating circle property. Our goal is to prove the existence of periodic orbits
which alternately repeat two partial collisions and which are smooth under a
regularization of the singularities.

Schubart’s orbit is a well-known example. This is a periodic solution in the
collinear three-body problem with two equal masses where the particle between
two with the equal masses repeats binary collisions with others alternately.
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Schubart [8] numerically found this solution, and Moeckel [5] and Venturelli [11]
rigorously proved the existence by using the topological and variational methods
respectively. The existence of a similar type orbit in the rectangular four-body
problem have recently proved [6], but the existence of such solutions other than
those has not been proved. Our result includes and generalizes those results.
For example it is shown to exist the Schubart orbit without equal masses, and
periodic orbits of the isosceles three-body problem and the collinear symmetric
four-body problem.

The n-body problem (1) is equivalent to the variational problem with respect
to the action functional

A(γ) =
∫ T

0

L(γ(t), γ̇(t))dt

where the Lagrangian is

L(q, q̇) =
1
2

n∑
k=1

mk‖q̇k‖2 +
∑
i<j

mimj

‖qi − qj‖
.

Denote the configuration space with the center of masses fixed at the origin by
X :

X =

{
q = (q1, . . . , qn) ∈ (Rd)n |

n∑
i=1

miqi = 0

}
.

Moreover let Λ = H2(R/TZ,X ) be the Sobolev space of the L2 loops R/TZ → X
with L2 derivative.

Let G be a finite group and

ρ : G → O(d),
σ : G → Sn

be homomorphisms where O(d) is the orthogonal group of degree d and Sn is
the symmetric group of degree n. We define the action of G to X by

g · (q1, . . . , qn) = (ρ(g)qσ(g−1)(1), . . . , ρ(g)qσ(g−1)(n))

for g ∈ G and q = (q1, . . . , qn) ∈ X . We denote the set of invariant points of X
under G by XG:

XG = {q ∈ X | g · q = q}.

Let ∆ be the set of configurations with a collision, i. e. ∆ :=
∪

i<j ∆ij where
∆ij = {x ∈ X | xi = xj}. We assume that XG 6⊂ ∆ through this paper. The
curves in ΛG = H1(R/TZ,XG), are the curves fixed by G. Let AG denote the
restriction of the action functional A to ΛG:

AG : ΛG → R ∪∞.

Proposition 1 ([7]). If A is invariant under the group action of G, then a
critical point of AG is a critical point of A.
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Note that if the Lagrangian L is invariant under the group action of G (i.e.
L(g · q̇, g · q) = L(q, q̇) for all (q, q̇) ∈ TX and g ∈ G), so is A.

In this paper we study the case that XG is two dimensional. We will first
determine a normal form of the Lagrangians LG = L|TXG as follows:

Proposition 2. Assume that XG is two dimensional. Then there are linear
coordinates (x, y) of XG such that

LG(x, y, ẋ, ẏ) = K(ẋ, ẏ) + U(x, y) (2)

where

K(ẋ, ẏ) =
1
2
(ẋ2 + ẏ2),

U(r cos θ, r sin θ) =
1
r

(
l∑

i=1

bi

| sin(θ − ci)|
+ g(θ)

)
.

Here bi > 0, 0 = c1 < c2 < · · · < cl < π are constants and g(θ) is π-periodic
smooth function without a singularity. Furthermore if d = 1, g(θ) ≡ 0.

As we will describe in Subsection 3.4, the singularities

Bj = {(r cos cj , r sin cj) | r > 0}

are regularizable. For j = 1, . . . , l, we denote the region between Bj and Bj+1

by Cj :
Cj = {(r cos θ, r sin θ) | r > 0, cj 5 θ 5 cj+1} (3)

where cl+1 = π. Our main results are the following two theorems.

Theorem 1. Fix any positive constant T > 0. If

∇U(cos θ, sin θ) · (cos cj , sin cj) < 0, ∇U(cos θ, sin θ) · (cos cj+1, sin cj+1) < 0
(4)

for cj < θ < cj+1, there exists a periodic solution γ(t) of the subsystem such
that

1. γ(t) = γ(−t), γ(t + T ) = γ(t);

2. γ(0) ∈ Bj and γ
(

T
2

)
∈ Bj+1;

3. γ is collision-free except at t = Tk
2 (k ∈ Z);

4. θ(t) is monotone on [0, T/2] where γ(t) = r(t)(cos θ(t), sin θ(t));

5. γ(t) is smooth under the regularizations of Bj and Bj+1.

Corollary 1. Fix any positive constant T > 0. If d = 1, there is a periodic
solution of the subsystem satisfying properties 1-5 of Theorem 1.
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Proof. As we stated in the last part of Proposition 2, g(θ) ≡ 0. Let (x, y) =
r(cos θ, sin θ). Note that for cj < θ < cj+1,

U(r cos θ, r sin θ) =
1
r

 j∑
i=1

bi

sin(θ − ci)
−

l∑
i=j+1

bi

sin(θ − ci)

 .

From an easy calculation, it turns out that

∂U

∂x
(cos θ, sin θ) =

j∑
i=1

bi sin ci

sin2(θ − ci)
−

l∑
i=j+1

bi sin ci

sin2(θ − ci)

∂U

∂y
(cos θ, sin θ) = −

j∑
i=1

bi cos ci

sin2(θ − ci)
+

l∑
i=j+1

bi cos ci

sin2(θ − ci)
.

Hence

∇U(cos θ, sin θ) · (cos cj , sin cj)

=
j∑

i=1

bi sin(ci − cj)
r2 sin2(θ − ci)

−
l∑

i=j+1

bi sin(ci − cj)
r2 sin2(θ − ci)

< 0

∇U(cos θ, sin θ) · (cos cj+1, sin cj+1)

=
j∑

i=1

bi sin(ci − cj+1)
r2 sin2(θ − ci)

−
l∑

i=j+1

bi sin(ci − cj+1)
r2 sin2(θ − ci)

< 0.

Consequently the assumption (4) is satisfied and this corollary is reduced to
Theorem 1.

Theorem 2. Fix any positive constant T > 0. If

U(cos(cj + cj+1 − θ), sin(cj + cj+1 − θ)) = U(cos θ, sin θ) (5)

and
∇U(cos θ, sin θ) · (cos cj , sin cj) < 0 (6)

for cj < θ <
cj+cj+1

2 , then there is a periodic solution γ with the properties 1–5
of Theorem 1 and

ρ

(
T

4
+ t

)
+ ρ

(
T

4
− t

)
= cj + cj+1, (7)

where γ(t) = r(t)(cos ρ(t), sin ρ(t)).

Corollary 2. Fix any positive constant T > 0. If d = 1 and (5) are satisfied,
there is a periodic solution of the subsystem satisfying properties 1-5 of Theorem
1 and (7).
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The proof of this corollary is similarly reduced to Theorem 2.

Remark 1. When both Theorem 1 and 2 can be applied, we do not know whether
the solutions obtained from these theorems are same.

The paper is organized as follows. In next section we prove Proposition 2.
Section 3 is devoted to the proof of theorems. A number of examples are given
in the last section.

2 Proof of Proposition 2

The kinetic part K on TXG is a positive definite 2-form of the velocity vec-
tor with constant coefficients. Therefore by normalizing this through a linear
transformation, the kinetic part can be expressed as

K =
1
2
(ẋ2 + ẏ2).

We will next investigate the potential part. Let qi = (xik)d
k=1 and (x, y) =

r(cos θ, sin θ). Since (x, y) are the linear coordinates, we can denote

xik = aikx + biky = r(aik cos θ + bik sin θ),

where aik and bik are constants. Thus we get

|qi − qj | =

√√√√ d∑
k=1

(xik − xjk)2

=

√√√√ d∑
k=1

((aik − ajk)x + (bik − bjk)y)2

= r

√√√√ d∑
k=1

((aik − ajk) cos θ + (bik − bjk) sin θ)2

= r

√√√√ d∑
k=1

β2
ijk sin2 (θ − αijk).

where βijk and αijk ∈ [0, π) are constants such that

(aik − ajk) cos θ + (bik − bjk) sin θ = ±βijk sin(θ − αijk).

Here we fix i 6= j. Since XG 6⊂ ∆, βijk 6= 0 for some 1 5 k 5 d. If αijk with

βijk 6= 0 are same for 1 5 k 5 d, then |qi − qj | = r
√∑d

k=1 β2
ijk| sin(θ − αij1)|.

In the other cases, |qi − qj | has no zero and is π-periodic.
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Hence we can denote the potential part by

U =
1
r

(
l∑

i=1

bi

| sin(θ − ci)|
+ g(θ)

)

where bi and 0 5 c1 < c2 < · · · < cl < π are constants and g is a smooth
function with π period. Since K is invariant under the rotation, we can assume
c1 = 0. This completes the proof of proposition 2.

From this proof, it turns out that if d = 1, then g(θ) ≡ 0.

3 Proof of Theorems

3.1 Variational Method

The solution desired in Theorem 1 will be obtained as a minimizer of AG.
We restrict the domain of AG to

Ωj =
{
γ ∈ H1([0, T ], Cj) | γ(0) ∈ Bj , γ(T/2) ∈ Bj+1

}
. (8)

The existence of a minimizer of the action functional AG|Ωj on the weak
closure of Ωj follows from the standard argument (see for example [2, Section
4]).

3.2 The Exclusion of the Total Collision

We now prove the minimizer has no total collision. The method below is not
new, and almost same as one used in [11, Section 4] and others. It is known that
the collisions of minimizer are isolated(see for example [4, Section 5]). Assume
that the minimizer γ has a total collision at t0. By constructing a modified
curve with lower value of the action functional, we will show that γ must not
be a minimizer. We can assume j = 1 without loss of generality. The Sundman
estimates give

γ(t) = (t − t0)2/3(cx, cy) + O((t − t0))

as t → t0 + 0 or t → t0 − 0.
We will first consider the case of t0 = 0. Define a function δε for small ε > 0

by

δε =


(ε2, 0) if t ∈ [0, ε4](
−ε(t − ε4) + ε2, 0

)
if t ∈ [ε4, ε4 + ε]

(0, 0) if t ∈ [ε4 + ε, T ]

and consider the modified curve γ+δε. We will compare the values of the action
functional for the modified curve and the original one. We split the difference
as follows:

AG(γ + δε) −AG(γ) = A1 + A2 + A3 (9)
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where

A1 =
∫ ε4

0

U(γ + δε) − U(γ)dt

A2 =
∫ ε4+ε

ε4
U(γ + δε) − U(γ)dt

A3 =
1
2

∫ ε4+ε

ε4
(γ̇ + δ̇ε)2 − γ̇2dt.

We will investigate each part. Note that the y-component are same between γ
and γ + δε. We define a function W by

W (x, y) = U(x, y) − b1

|y|
. (10)

The function W is not singular on B1. Since t ∈ [0, ε4]

γ(t) = t2/3(cx, cy) + O(t), (γ + δε)(t) = ε2(1, 0) + O(t2/3),

A1 =
∫ ε4

0

W (ε2(1, 0) + O(t2/3)) − W (t2/3(cx, cy) + O(t))dt

=
∫ ε4

0

ε−2W ((1, 0) + O(ε−2t2/3)) − t−2/3W ((cx, cy) + O(t1/3))dt

=
∫ ε4

0

ε−2(W (1, 0) + O(ε−2t2/3)) − t−2/3(W (cx, cy) + O(t1/3))dt

=
∫ ε4

0

ε−2W (1, 0) − t−2/3W (cx, cy) + O(ε−4t2/3) + O(t−1/3)dt

=
[
ε−2tW (1, 0) − 3t1/3W (cx, cy) + O(ε−4t5/3) + O(t2/3)

]ε4

0

= −3W (c)ε4/3 + O(ε2).

We next estimate A2 by using the assumption (4), which is

∂U

∂x
< 0

in this case. From this assumption, it follows that

U ((γ + δε)(t)) − U(γ(t)) < 0

for t ∈ [ε4, ε4 + ε]. Hence A2 < 0.
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Finally we compute A3 as follows:

A3 =
1
2

∫ ε4+ε

ε4
2γ̇δ̇ε + δ̇2

εdt

=
1
2

∫ ε4+ε

ε4
2 · 2

3
t−1/3cx(−ε) + O(t2/3) + ε2dt

= −cxε((ε4 + ε)2/3 − ε8/3) + O(ε5/3) +
1
2
ε3

= −cxε5/3((ε3 + 1)2/3 − ε2) + O(ε5/3)

= −cxε
5
3 + O(ε5/3).

Consequently we get

A1 + A2 + A3 = −3W (c)ε4/3 + O(ε5/3),

and hence (9) is negative for small ε > 0.
In the case that γ(t) has a total collision at t0 = T , we similarly make a

modified curve with a lower value of the action functional than one of γ(t).
The case of t0 ∈ (0, T ) is a little more complicated. We can make a modified

curve with a lower value of the action functional as follows:

γε(t) =

{
γ(t) + δε(t0 − t) 0 5 t 5 t0

γ(t) + δε(t − t0) t0 5 t 5 T

for small ε. This completes the proof that the minimizer has no total collision.
Consequently the minimizer belongs to Ωj and hence the minimizer satisfies the
property 2 of Theorem 1.

3.3 The Monotonicity of the Argument and the Exclusion
of the Extra Partial Collisions

Let γ be a minimizer and γ(t) = r(t)(cos θ(t), sin θ(t)). From the result (γ(t) 6=
0 for any t) of the proceeding subsection, θ(t) is well-defined and θ(0) =
cj , θ(T/2) = cj+1. In this subsection we will prove the monotonicity of θ and
the absence of extra partial collisions. This proof is different from one of [11].

Proposition 3. θ(t) is monotonically increasing on t ∈ [0, T/2].

Proof. From the setting (see (3) and (8)) of the domain of AG, for any t ∈
[0, T/2], γ(t) belongs to Cj , that is, cj 5 θ(t) 5 cj+1.

We will first show that θ̈(t) is non-zero when θ̇(t) = 0. Let V (θ) = U(cos θ, sin θ).
The Lagrangian in the polar coordinates is

L(r, θ, ṙ, θ̇) =
1
2
(ṙ2 + r2θ̇2) + r−1V (θ).
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Through the Legendre transformation, the corresponding Hamiltonian is

H(pr, pθ, r, θ) =
1
2
(p2

r + r−2p2
θ) − r−1V (θ)

where pr = ṙ, pθ = r2θ̇. The canonical equations are

ṙ = pr

θ̇ = r−2pθ

ṗr = r−3p2
θ − r−2V (θ)

ṗθ = r−1V ′(θ).

(11)

Assume that cj < θ(t0) < cj+1 and θ̇(t0) = θ̈(t0) = 0 for some t0 ∈ [0, T/2].
Since ṗθ(t0) = 0, V ′(θ0) = 0 where θ0 = θ(t0). The set {(pr, pθ, r, θ) | pθ =
0, θ = θ0} is an invariant set of (11). This solution passes the set. Because
of the unicity of solutions of ordinary differential equations, this solution holds
θ(t) = θ0 for t ∈ [0, T/2]. This contradicts the fact that θ(0) = cj , θ(T ) = cj+1.
Hence each critical point of θ(t) is a local minimum or maximum.

On the other hand, if θ(t0) = cj( or cj+1) and θ(t) are locally constant near
t = t0, then the value of the action functional is infinite. Hence θ(t) is not
constant in any partial interval.

We will next prove the monotonicity of θ(t). Assume that θ(t) is not mono-
tonically increasing. Here this also includes the case where the extra partial
collision occur(see Figure 2).

Let t1 be the smallest local maximum point of θ(t) and θmax be its maximum
value:

t1 = min{t > 0 | t is a local maximum point of θ(t)}
θmax = θ(t1)

From the intermediate value theorem, we can define t2 by

t2 = min{t > t1 | θ(t) = θmax}

in the case of θmax < cj+1, while we let t2 = T/2 in the case of θmax = cj+1.
Now we can uniquely determine θmin, Vmin, θ0, s1 and s2 as follows:

θmin = min{θ(t) | t1 < t < t2}
Vmin = min{V (θ) | θmin 5 θ 5 θmax}

θ0 = max{θ ∈ [θmin, θmax] | V (θ) = Vmin}
s1 = max{t < t1 | θ(t) = θ0}
s2 = max{t < t2 | θ(t) = θ0}.

We construct a modified curve γ∗(t) = r(t)(cos θ∗(t), sin θ∗(t)) by letting
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θ

θmax

t1 t2s1 s2 T/2
t

cj

cj+1

θ(t)

θ∗ (t)

θmin

θ0

Figure 1: Non-monotonic curve

θ

θmin

t1 t2=T/2s1 s2

tcj

θmax=cj+1

θ(t)

θ
∗
(t)θ0

Figure 2: Curve with a extra partial collision
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θ∗(t) =

{
θ(t) for t 5 s1 or t = s2

θ0 for s1 < t < s2.

Then the difference of their values of the action functional is

AG(γ∗) −AG(γ) =
∫ s2

s1

−1
2
r2(t)θ̇2(t) + r−1(t)(Vmin − V (θ(t)))dt < 0.

This is a contradiction and completes the proof. This argument implies that
the minimizer has no extra partial collision.

This proposition shows the property 3 and 4 in Theorem 1.

3.4 Regularizability of the Partial Collisions

We assert that the derivative γ̇(t) of the minimizer is perpendicular to the
boundary lines Bj and Bj+1 (see Figure 3):

Proposition 4.(
lim

t→+0

γ̇(t)
‖γ̇(t)‖

)
⊥ Bj ,

(
lim

t→T/2−0

γ̇(t)
‖γ̇(t)‖

)
⊥ Bj+1. (12)

Bj

Bj+1

γ

Figure 3: Symmetric minimizer

Proof. The minimizer γ satisfies the first variational formula:

δA(γ) =
[
∂L

∂q̇
· δγ
]T/2

t=0

−
∫ T/2

0

(
d

dt

∂L

∂q̇
− ∂L

∂q

)
· δγdt = 0 (13)
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for any δγ ∈ TΩj . Hence by considering any variations δγ with δγ(t) = 0 near
t = 0 and T/2 , we see that the minimizer satisfies the Euler-Lagrange equation:

d

dt

∂L

∂q̇
− ∂L

∂q
= 0.

We again consider (13) for δγ with δγ(t) = 0 near t = T/2, and then we obtain

lim
t→+0

∂L

∂q̇
(γ(t), γ̇(t)) · δγ(t) = 0,

that is
lim

t→+0
γ̇(t) · δγ(t) = 0.

Note that ‖γ̇(t)‖−1 → 0 as t → +0 from the conservation law of the energy.
Thus we have

lim
t→+0

γ̇(t)
‖γ̇(t)‖

· δγ(t) = 0.

Since δγ(0) can have any point in TBj it follows that(
lim

t→+0

γ̇(t)
‖γ̇(t)‖

)
⊥ Bj . (14)

We can similarly show that(
lim

t→T/2−0

γ̇(t)
‖γ̇(t)‖

)
⊥ Bj+1.

We will regularize the binary collisions through the Levi-Civita transforma-
tion. We assume j = 1 without loss of generality. Our equations are

ẋ = px, ẏ = py, ṗx =
∂W

∂x
(x, y), ṗy = − b1y

|y|3
+

∂W

∂y
(x, y)

where W is defined by (10). We can regularize the partial collisions occurring
at B1 as follows. Letting y = w2/2, py = pw/w, the equations are

ẋ = px, ẇ =
pw

w2
, ṗx =

∂W

∂x

(
x,

w2

2

)
, ˙pw =

p2
w

w3
− 4b1

w3
+ w

∂W

∂y

(
x,

w2

2

)
.

By using the energy equation

p2
x

2
+

p2
w

2w2
− 2b1

w2
− W

(
x,

w2

2

)
= h,

we have

ẋ = px, ẇ =
pw

w2
, ṗx =

∂W

∂x

(
x,

w2

2

)
,

˙pw = −p2
x

w
+

2
w

W

(
x,

w2

2

)
+

2h

w
+ w

∂W

∂y

(
x,

w2

2

)
.
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Changing the time variable by dt = w2dτ from the original time t to the new
time τ , the equations become

x′ = w2px, w′ = pw, p′x = w2 ∂W

∂x

(
x,

w2

2

)
,

p′w = −p2
xw + 2wW

(
x,

w2

2

)
+ 2hw + w3 ∂W

∂y

(
x,

w2

2

) (15)

where ′ denotes the differentation with respect to τ .
Let

R : (px, pw, x, w) 7→ (−px, pw, x,−w).

The system (15) is reversible with respect to R, that is, if η(t) is a solution,
then so is Rη(−t). From (12), the minimizer γ satisfies px(0) = w(0) = 0
in this coordinates, and hence γ(t) and Rγ(−t) are equal at t = 0. From
the unicity of solutions of ordinary differential equations, γ(t) can be smoothly
connected with Rγ(−t) at t = 0 and satisfies γ(−t) = γ(t). Similarly γ(t) can be
smoothly connected at t = T/2 under the regularization such that γ(−t+T/2) =
γ(t + T/2) and is extended for t ∈ R. This shows the property 5 in Theorem 1.

Moreover we have

γ(t + T ) = γ

(
T

2
+
(

T

2
+ t

))
= γ

(
T

2
−
(

T

2
+ t

))
= γ(−t) = γ(t).

Consequently γ is a periodic solution with period T . This shows the property
1 of Theorem 1 and completes the proof of Theorem 1.

3.5 Proof of Theorem 2

Let

Dj =
{

r

(
cos

cj + cj+1

2
, sin

cj + cj+1

2

) ∣∣∣∣ r > 0
}

Γj = {γ ∈ H1 | γ(0) ∈ Bj , γ(T/4) ∈ Dj}.

The solution desired in Theorem 2 can be obtained as a minimizer of AG|Γj .
The proof is completely analogous to the proof of Theorem 1.

4 Examples

We will give several examples to which we can apply Propositions 1 and our
results.
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4.1 Collinear Three-Body Problem

We consider the case of n = 3, d = 1 and G = {1}, in which the system has two
degrees of freedom. Through the Jacobi coordinates:

X = q3 −
1

m1 + m2
(m1q1 + m2q2),

Y = q2 − q1,

the Lagrangian is

L =
1
2

(
m3(m1 + m2)
m1 + m2 + m3

Ẋ2 +
m1m2

m1 + m2
Ẏ 2

)
+

m1m2

|Y |

+
m2m3(m1 + m2)

|(m1 + m2)X + m1Y |
+

m1m3(m1 + m2)
|(m1 + m2)X + m2Y |

.

By letting

x =

√
m3(m1 + m2)
m1 + m2 + m3

X, y =
√

m1m2

m1 + m2
Y,

the Lagrangian is normalized:

L =
1
2
ẋ2 +

1
2
ẏ2 +

√
m3

1m
3
2

m1 + m2

1
|y|

+

√
m3

2m
3
3

m2 + m3

1
|(sin c2)x − (cos c2)y|

+

√
m3

1m
3
3

m1 + m3

1
|(sin c3)x − (cos c3)y|

,

where

c2 = arctan

√
m2(m1 + m2 + m3)

m1m3
,

c3 = − arctan

√
m1(m1 + m2 + m3)

m2m3
.

Since d = 1, we obtain periodic orbit with two binary collisions from Corol-
lary 1. Moreover we obtain a more symmetric periodic orbit in the case of
m1 = m3 from Corollary 2, which is known as Schubart’s orbit. As we stated
in Section 1, Moeckel [5] and Venturelli [11] have showed the existence of the
later orbit.

4.2 Isosceles Three-Body Problem

We consider the planar three-body problem with m1 = m2 and a group G =<
g | g2 = 1 > such that

ρ(g) =
(

1 0
0 −1

)
, σ(g) = (1, 2).
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Figure 4: The Schubart’s orbit

This subsystem is known as isosceles three-body problem.
Letting

q1 =
(√

m3

2m1(2m1 + m3)
x,

1√
2m1

y

)
,

q2 =
(√

m3

2m1(2m1 + m3)
x,− 1√

2m1
y

)
,

q3 =

(
−

√
2m1

m3(2m1 + m3)
x, 0

)
,

we obtain the normalized Lagrangian:

L =
1
2
(ẋ2 + ẏ2) +

m5/2

√
2|y|

+
(2m1m3)3/2√

(2m1 + m3)x2 + m3y2
.

The potential part is

U =
m5/2

√
2|y|

+
(2m1m3)3/2√

(2m1 + m3)x2 + m3y2
,

and its partial derivative with respect to x is

∂U

∂x
= − (2m1m3)3/2(2m1 + m3)x

((2m1 + m3)x2 + m3y2)3/2
.

For x > 0, ∂U
∂x < 0. Hence ∇U(cos θ, sin θ) · (1, 0) < 0 for 0 < θ < π/2.

Therefore we can apply theorem 2 and then obtain periodic orbit which has
numerically been found by Broucke [1] (see Figure 5).

4.3 Collinear Symmetric Four-Body Problem

We consider the case of n = 4, d = 1,m1 = m2,m3 = m4 and G = 〈 g | g2 = 1 〉,
and define the group action by

ρ(g) = −1, σ(g) = (1 2)(3 4).

15



Figure 5: The Broucke’s orbit

Letting
q1 = −q2 =

x√
2m1

, q3 = −q4 =
y√
2m3

,

we get

L =
1
2
(ẋ2 + ẏ2) +

m
5/2
1√
2|x|

+
m

5/2
3√
2|y|

+
√

2m
3/2
1 m

3/2
3

|√m3x −√
m1y|

+
√

2m
3/2
1 m

3/2
3

|√m3x +
√

m1y|
.

Since d = 1, we get symmetric collinear four-body orbit from Corollary 1, which
Sekiguchi [9] have numerically found.

Figure 6: The Sekiguchi’s orbit
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4.4 Rhomboidal Four-Body Problem

We here consider the four-body problem with rhomboidal symmetry. Let m1 =
m2,m3 = m4 and

q1 = −q2 =
(

1√
2m1

x, 0
)

, q3 = −q4 =
(

0,
1√
2m2

y

)
.

The potential part of the normalized Lagrangian is

U =
m

5/2
1√
2|x|

+
m

5/2
2√
2|y|

+
4
√

2m
3/2
1 m

3/2
2√

m2x2 + m1y2
.

Since
∂U

∂x
= − m

5/2
1√
2x2

− 4
√

2m
3/2
1 m

5/2
2 x

(m2x2 + m1y2)3/2
< 0

and
∂U

∂y
= −m

5/2
2√
2y2

− 4
√

2m
5/2
1 m

3/2
2 y

(m2x2 + m1y2)3/2
< 0

for x > 0 and y > 0, ∇U(cos θ, sin θ) · (1, 0) < 0 and ∇U(cos θ, sin θ) · (0, 1) < 0
for 0 < θ < π/2. we can apply theorem 1 and then obtain periodic orbit. If
m1 = m2, we obtain symmetric periodic orbit with the aid of theorem 2.

Figure 7: Rhomboidal four-body orbit

4.5 Rectangular Four-Body Problem

We consider the four-body problem with the rectangular symmetry: let m1 =
m2,m3 = m4 and

q1 = (x, y), q2 = (x,−y), q3 = (−x, y), q4 = (−x,−y).
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We can easily check the assumption of Theorem 1 and then obtain periodic orbit.
Moreover we can obtain more symmetric orbit from theorem 2 if all masses are
equal. The existence of the later orbit have recently already proved by Ouyang,
Simmons and Yan [6].

Figure 8: Rectangular four-body orbit

We easily generalize this case to planar 2n- and 2n + 1-body problem. Let
m1 = · · · = mn,mn+1 = · · · = m2n, G = Dn =< g, c | gn = c2 = 1, gcg = c >
and

ρ(g) =
(

cos 2π
n − sin 2π

n
sin 2π

n cos 2π
n

)
σ(g) = (1 2 . . . n)(n + 1 n + 2 . . . 2n)

ρ(c) =
(

1 0
0 −1

)
σ(c) = (2 n)(3 n − 1) . . . ([(n + 1)/2] [(n + 4)/2])

(n + 2 2n)(n + 3 2n − 1) . . . ([(3n + 1)/2] [(3n + 4)/2])

where [ ] is the Gaussian symbol. We obtain periodic solution from theorem 1,
and symmetric one from theorem 2 if all masses are equal. Moreover we can
add one particle fixed at the origin with any mass and hence also get periodic
orbits in the 2n + 1-body problem.

4.6 Generalized Orbits

Collisions of more than two particles are not regularizable in general. But as far
as we consider the subsystems with two degrees of freedom, the partial collisions
are regularizable as we showed in Subsection 3.4. There are also several examples
as follows.

18



(1) We can extend the Broucke orbit (Subsection 4.2) to n + 1-body problem
with n-sided pyramidical symmetry. We consider the spatial(V = R3) n + 1-
body problem with m1 = m2 = · · · = mn and cyclic group G =< g > such
that

ρ(g) =

 cos 2π
n − sin 2π

n 0
sin 2π

n cos 2π
n 0

0 0 1

 , σ(g) = (1, 2, . . . , n).

We can obtain periodic orbit similarly as Broucke’s orbit (Figure 9).

Figure 9: Pyramidal four-body orbit

(2) By adding one more particle fixed at the origin into the Sekiguchi orbit
(Subsection 4.3), we can obtain a periodic orbit of symmetric five-body problem
(Figure 10).

Figure 10: Symmetric collinear five-body orbit
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(3) We also generalize the rectangular orbits to prismatic 2n-body problem
(Figure 11). Let d = 3, G = Dn × C2, D2 =< g, c1 | gn = c2 = 1, gcg = c1 >,

Figure 11: Triangular prismatic six-body orbit
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C2 =< c2 | c2
2 = 1 > and

ρ(g) =

 1 0 0
0 cos 2π

n − sin 2π
n

0 sin 2π
n cos 2π

n


σ(g) = (1 2 . . . n)(n + 1 n + 2 . . . 2n)

ρ(c1) =

 1 0 0
0 −1 0
0 0 1


σ(c1) = (2 n)(3 n − 1) . . . ([(n + 1)/2] [(n + 4)/2])

(n + 2 2n)(n + 3 2n − 1) . . . ([(3n + 1)/2] [(3n + 4)/2])

ρ(c2) =

 −1 0 0
0 1 0
0 0 1


σ(c2) = (1 n + 1)(2 n + 2) . . . (n 2n).

Furthermore we can add one particle fixed at the origin and then obtain periodic
orbit in the 2n + 1-body problem.
(4) As exotic examples we consider orbits whose configuration consists of two
similar polyhedrons whose behavior is like the Sekiguchi orbit (see Figure 12).
(5) Furthermore we can consider orbits whose configuration consists of two dual

Figure 12: Eight-body orbit whose configuration consists of two similar regular
tetrahedrons

polyhedrons (see Figure 13).
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Figure 13: Eight-body orbit whose configuration consists of two dual regular
tetrahedrons

In last two examples (4) and (5), we have not checked the assumptions
of Theorem 1 nor 2 since the computation is too complicated. But we can
undoubtedly expect the existence of orbits.

acknowledgements
The author was partially supported by the Global COE Program “Foster-

ing Top Leaders in Mathematics — Broadening the Core and Exploring New
Ground” from the Ministry of Education, Culture, Sports, Science and Tech-
nology of Japan.

References

[1] Broucke, R.: On the isosceles triangle configuration in the planar general
three-body problem, Astron. Astrophys. 73, 303–313 (1979)

[2] Chen, K.-C.: Binary decompositions for planar N-body problems and sym-
metric periodic solutions. Arch. Rational Mech. Anal. 170, 247-276 (2003)

[3] Chenciner, A., Montgomery, R.: A remarkable periodic solution of the three-
body problem in the case of equal masses. Ann. of Math. 152, 881–901 (2000)

22



[4] Ferrario, D. L., Terracini, S.: On the existence of collisionless equivariant
minimizers for the classical n-body problem. Invent. math. 155, 305–362
(2004)

[5] Moeckel, R.: A topological existence proof for the Schubart orbits in the
collinear three-body problem. Disc. Cont. Dyn. Syst. B 10, 609–620 (2008)

[6] Ouyang, T., Simmons, S. C., Yan, D.: Periodic solutions with singu-
larities in two dimensions in the n-body problem, preprint (available at
http://arxiv.org/abs/0811.0227)

[7] Palais, R. S.: The principle of symmetric criticality. Commun. Math. Phys.
69, 19–30 (1979)

[8] Schubart, J.: Numerische Aufsuchung periodischer Lösungen im
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