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Chapter 1

Introduction

1.1 Background

1.1.1 Organic Electronics

Since the invention of transistor in 1948, the solid-state electronics have been tremen-

dously developed for about 50 years. The integration of the electronic circuits onto

a single silicon chip enabled high-speed processing and storage of large amount of

information. Photo emitting and detecting devices such as laser and photo diodes

made of compound semiconductors enabled high-speed networking through the op-

tical fiber cables. These key devices which play important roles in the present

information-oriented society are mostly made of inorganic materials such as Si, III-

V semiconductors and metals. On the other hand, in the field of electronics, organic

materials have been used as passive components such as insulators and photoresists

for the lithography.

Recently, however, there has been growing attention to the “organic electronics”

where organic materials are used as active devices in the electronic circuits because

of their practical advantages as well as academic interests. For example, since or-

ganic thin films are relatively soft and tolerant to the bending, novel applications

such as flexible displays using organic electroluminescent (EL) devices1,2 can be ex-

pected. Low-cost and low-temperature fabrications of active matrix displays would

be realized by using organic field effect transistors (FETs)3,4 in the driving circuits.

In addition, the possibility of ultrahigh density data storage devices using organic

ferroelectric thin films was recently demonstrated.5 Because of these fascinating

applications, the number of researchers in the field has drastically increased in the

last a few years. So far, many research efforts were concentrated on the device

fabrications and evaluations of their performance, which successfully demonstrated

promising potential of organic thin film devices.6–9 However, in order to fabricate

practicable devices, further improvement would be required in terms of their effi-
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ciency and durability. Since such device performance can be significantly affected

by the microscopic structures and properties of the thin films, it would be of great

importance to investigate such local information on a nanometer-scale.

In addition to these thin film devices, there has been proposed another promising

application called “molecular electronics”, where individual molecules work as active

devices such as rectifiers and transistors. In 1974, Aviram and Ratner first proposed

an idea of the molecular electronic device which functions as a rectifier.10 Then in

1980s, Carter presented more comprehensive concept of molecular electronics.11,12

Since the molecular devices have the size of single molecule, typically smaller than

a few nanometers, they are expected to be the basic units of the next generation

integrated circuits. Moreover, if the fabrication of the molecular electronic circuits

using self-assembly is realized, it would be possible to drastically cut down the

fabrication costs and improve the productivity of the integrated circuit. Although

these ideas stimulated much scientific and technological interest, it was not until

quite recently that chemical syntheses of such molecular devices were realized.13–15

For example, Tour and co-workers succeeded in syntheses of molecular switches

proposed by Aviram.13,14 Aratani and co-workers synthesized an extremely large

π-conjugated oligomers composed of porphyrine arrays, which are expected to be

used as molecular wires.15 However, in order to advance to the next stage for the

realization of molecular integrated circuits, it is required to develop direct access

tools to the molecular-scale electronic devices.

1.1.2 Scanning Probe Microscopy

As described above, there are strong demands for the direct access tools for the

nanometer-scale or molecular-scale organic electronic devices. Scanning probe mi-

croscopy (SPM) is one of the most promising tools to realize these requirements.

Among various kinds of SPMs, scanning tunneling microscopy (STM)16 exhibits the

highest spatial resolution with a quite simple setup. Thus the method has been

intensively used for the investigations on the molecular electronic devices. So far,

the conductivity of the single π-conjugated molecule was directly measured using

STM and microwave frequency alternating current STM.17 The single molecular

switching was directly visualized by molecular-scale STM imaging at a low tem-

perature.18 Furthermore, an electromechanical amplifier was demonstrated using a

single fullerene molecule mechanically pressed with an STM probe.19,20

In spite of these excellent results presented so far, there have been pointed out

some problems on STM applications to the organic systems. In STM, the tip-sample

distance regulation is made by detecting the tunneling current flowing between the
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tip and the surface. Since most of the organic materials show very poor conductivity,

organic systems which can be imaged or evaluated by STM are quite limited. Thus

STM cannot be applied to the investigations on most of organic thin film devices or

relatively large molecular electronic devices.

On the other hand, there is another major SPM technique called atomic force

microscopy (AFM).21 In AFM, since the tip-sample distance regulation is made by

detecting the tip-sample interaction forces, it can be used for the investigations even

on insulators. This feature opend a wide variety of AFM applications to the organic

thin films and metal oxides. However, this technique also has some problems in its

applications to the organic surfaces. In AFM, the tip is scanned in contact with

the sample surface. Accordingly, if the sample is relatively soft such as polymers

and biological samples, the surface will be damaged by the tip and the reproducible

imaging is quite difficult. In addition, the true-atomic resolution AFM images can

be obtained only in a liquid environment.

Recently significant advance has been made in dynamic force microscopy

(DFM)22,23 where the tip-sample interactions are detected by the mechanically vi-

brated cantilever. In DFM, the tip is scanned in intermittently contact or non-

contact with the sample surface so that the lateral component of the interaction

force is significantly reduced compared to that of AFM. Thus, even relatively soft

materials can be imaged by DFM with nanometer-scale resolution. In addition,

when DFM is used under ultrahigh vacuum (UHV) conditions, true-atomic resolu-

tion can be obtained even on insulating surfaces24,25 which cannot be imaged by

STM. Since organic materials are relatively soft and have poor conductivity, DFM

should be quite suitable for the investigations on the surface structures of organic

materials. Moreover, the molecular-resolution on insulating surface is essential for

the future applications to molecular electronic devices because electronic devices

should be insulated from the conductive substrates.

Another big advantage of DFM is its applications to the surface property mea-

surements. For example, surface potential distribution can be mapped with bias

modulation method which is called Kelvin probe force microscopy (KFM).26 Fur-

thermore, recently it was suggested that the surface mechanical property or electrical

conductivity can be evaluated from the dissipation of the cantilever vibration energy

induced by the tip-sample interactions.27,28 So far these techniques have been mainly

applied to the inorganic surfaces, demonstrating their atomic-scale resolutions.29,30

However, the interpretation of the obtained images, especially of their atomic-scale

contrasts, still remains controversial. In addition, there have been almost no reports

on the molecular-scale surface property measurements of organic surfaces. Although

there still remain a lot of issues to be established concerning these techniques, their
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extremely high spatial resolution indicates a promising potential for the molecular-

scale surface property measurements.

In spite of these distinctive features described above, DFM has not been well

exploited to the characterization of organic materials. Two major reasons for this

discrepancy are described as follows.

1. Although there are many advantages in DFM applications to the organic ma-

terials, most of them have never been experimentally demonstrated. In par-

ticular, there have been only a few reports on molecular-scale DFM imaging

of organic surfaces. Thus it is still unclear what kind of information DFM

can provide on organic materials and whether or not there are any problems

specific to the organic surfaces.

2. Since DFM is still relatively new technique, there are many issues to be eluci-

dated in terms of their imaging mechanisms. Thus the interpretations of the

obtained images are often very difficult especially on its applications to the

surface property measurements.

In order to make the best use of DFM for the investigations on organic materials,

it is of great importance to solve these two problems.

1.2 Purpose

The purpose of this study is to advance the applications of DFM to the molecular-

scale investigations on organic ultrathin films. In order to achieve this goal, the two

problems pointed out in the previous section should be solved.

The first purpose is experimental demonstration of the possibilities and the prob-

lems of DFM applications to the organic thin films. DFM has mainly two distinctive

advantages compared to the other SPM techniques. One of them is stable imaging

ability of the relatively soft surfaces. In order to make use of this advantage, in-situ

analyses of thermal phase transition processes of ferroelectric polymer thin films

were performed. This is because the surfaces are expected to show fluid-like behav-

ior during such phase transitions. Another advantage is true-atomic resolution on

insulating surfaces. There are a lot of insulating organic systems which cannot be

imaged by STM. Among them, typical cases are thin films on insulators and thin

films with a thickness of larger than about 2 nm. In this study, DFM was applied

to the molecular-scale imaging of such insulating surfaces.

The second purpose is further understanding of imaging mechanisms and de-

velopment of molecular-scale surface property measurement techniques. These two

things might appear to be quite different. However, they are strongly related to each
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other. The tip-sample interaction forces contain information not only on the surface

topography but also on the surface electrical, mechanical and chemical properties.

Thus it is of great importance to detect these different force components separately

and accurately, which will lead to the better understanding of topographic imaging

and surface property measurements.

1.3 Structure of Thesis

This thesis is composed of the following seven chapters. The structure of the thesis

is schematically shown in Fig. 1.1

In chapter 1, the background and the purpose of this study are described. The

rapidly increasing needs for the molecular-scale investigation tools are pointed out.

The distinctive advantages and the problems in DFM are discussed in terms of its

applications to the organic thin films.

In chapter 2, the basic principles and the instrumentation of DFM are described.

In particular, two major tip-sample distance regulation methods used in DFM are

explained in detail. The instrumentation of energy dissipation measurement and

surface potential measurement are also described.

In chapter 3, DFM applications to the in-situ analyses of thermal phase tran-

sitions were experimentally demonstrated on ferroelectric polymer thin films. The

nano-scale structural and electrical changes during the thermal phase transition

processes are directly visualized.

In chapter 4, the possibilities and the problems of FM-DFM applications to the

molecular-scale investigations on insulating organic thin films were experimentally

demonstrated.

In chapter 5, the dissipation mechanisms of the cantilever vibration energy were

investigated in relation to the electrical interaction and the molecular fluctuation.

In chapter 6, the formation mechanisms of the molecular-scale contrasts in to-

pography and dissipation were experimentally studied in relation to the chemical

and mechanical properties of the organic surfaces.

In chapter 7, the conclusions of this study are summarized. Some proposals for

the future works are also presented.
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Figure 1.1: Structure of the thesis
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Chapter 2

Instrumentation of Dynamic Force
Microscopy

2.1 Development of Scanning Probe Microscopy

2.1.1 Scanning Tunneling Microscopy (STM)

In 1981, Binnig and Rohrer invented scanning tunneling microscopy (STM),16 which

allowed us to visualize atomic-scale structures directly in real-space. In STM, a sharp

conductive tip is brought in close proximity of a conductive surface and laterally

scanned. During the scan, the tunneling current flowing between the tip and the

sample (Its) is detected and kept constant by feedback electronics which controls

the vertical position of the tip. Thus the surface height variations can be visualized

from the tip trajectory during the scan.

Although the radius of the tip (Rt) used in STM is much larger than the single-

atomic scale, STM has achieved the highest spatial resolution in all SPMs. This can

be understood from the strong distance dependence of Its which is described by

Its = Its0 exp(−2κzt). (2.1)

I0 is a function of Vts and the density of states in both the tip and the sample. zt is

the tip position with respect to the sample surface. κ is expressed by

κ =

√
2meΦeff

�
(2.2)

where me is the mass of the electron, Φeff is the effective barrier height between the

tip and the sample and � is the Planck’s constant. For metals, Φeff � 4 eV so that

κ = 0.1 nm−1, which means that 0.1 nm increase of zt results in a current drop

by an order of magnitude (Fig. 2.1(a)). Thus most of Its flows through the “front

atom” that is closest to the sample (Fig. 2.1(b)). This is the most important reason

for the extremely high spatial resolution of STM even with a relatively dull tip.
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Figure 2.1: (a) Distance dependence of the tunneling current (Its) which flows be-
tween the tip and the sample. (b) A schematic model showing the tunneling current
flowing between the tip and the sample. Due to the strong distance dependence of
Its, most of it flows through the front atom that is closest to the sample, leading to
the extremely high spatial resolution of STM.

So far, STM has been successfully applied to the studies on metals, semiconduc-

tors and molecular adsorbates on them. However, the utilization of the tunneling

current significantly limits the range of the STM applications. STM cannot be used

on the insulating surfaces such as polymers and metal oxides. STM cannot probe

the interaction between the insulating materials.

2.1.2 Atomic Force Microscopy (AFM)

Basic Principle

In 1986, another probe technique referred to as atomic force microscopy (AFM) was

invented by Binnig, Gerber and Quate,21 which realized high-resolution imaging

even on insulating surfaces. In AFM, a sharp tip is brought close to the surface and

gently contacted on it. Then the interaction force acting between the tip and the

sample (Fts) is detected and its magnitude is kept constant while the tip is laterally

scanned. The force detection is made by measuring the deflection of a cantilever

that has a tip mounted at the end (Fig. 2.2).

Since the cantilever deflection induced by Fts is generally much smaller than

the length of the cantilever, the vertical displacement of the tip (∆zt) shows linear

dependence on Fts as described by

∆zt =
Fts

k
, (2.3)

10



(a) Top view

(b) Side view
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Figure 2.2: (a) Top view and (b) side view of the AFM force sensor which consists
of the cantilever beam and a small tip mounted at the end.

laser diode
position sensitive
photo detector (PSPD)

mirror

cantilever
base

tip

laser beam

Figure 2.3: A schematic drawing of the setup to measure the cantilever deflection
using laser beam deflection method.

where k is the spring constant of the cantilever.

Although many different methods for measuring ∆zt have been proposed, the one

most commonly used is laser beam deflection method (Fig. 2.3). In this method, a

focused laser beam is irradiated onto the backside of the cantilever and the reflected

beam is detected by a position sensitive photo detector (PSPD) whose output signal

(which is referred to as “deflection signal”) represents the position of the laser spot

irradiated onto it. Thus ∆zt is detected via the laser beam deflection.

Large Friction Force

In order to avoid the surface deformation, the cantilever should be much softer than

the bonds between the bulk atoms in the tip and the sample. Inter-atomic spring

constants in solids lie in a range from 10 N/m to 100 N/m, while in biological

samples they can be as small as 0.1 N/m. Thus typical values for k in AFM are
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nano-scale tip

tip trajectory

Figure 2.4: A schematic model to show the origin of the atomic-scale contrasts in
AFM images.

0.01 – 5 N/m.

Using a soft cantilever and precisely controlling the tip position, the normal

component of Fts can be sufficiently reduced so as not to yield irreversible damage

of the surface. However, to image surface topography by AFM, the tip has to be

laterally scanned over the sample, which is inevitably accompanied by a considerable

amount of friction force between the tip and the sample. This can be a serious

problem for the applications to very soft materials such as polymers and biological

samples. In particular, biological samples are often bound to the substrate so weakly

that the sample is laterally dragged by the friction force of the tip.

Lattice Imaging

In 1987, Binnig et al. first presented atomic-scale AFM images of graphite sur-

faces.31 Since then, many atomic-scale AFM images were demonstrated on a variety

of surfaces including alkali halides32,33 and organic materials.34,35 However, these

atomic-scale AFM images did not show atomic-scale point defects or non-periodic

structures.36 In addition, since the normal load for typical AFM measurements con-

siderably exceeds the load limit of the single atom, the contact area should be larger

than the single-atomic scale.36 Figure 2.4 illustrates the formation mechanism of

the atomic-scale contrasts in AFM images. If the surface has an atomic-scale peri-

odic structure, the total interaction force shows atomic-scale variation when the tip

is laterally scanned. This mechanism is obviously different from the “true-atomic

resolution” realized in STM, where the interaction between the tip and the individ-

ual atom is directly detected. Therefore, the typical atomic-scale AFM images are

referred to as “lattice images” and discriminated from the “true-atomic resolution

images”.
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Jump-to-Contact

In order to achieve true-atomic resolution, the tip should be accurately positioned

close proximity of the surface where the interaction between the front atom of the

tip and the single atom of the surface predominantly contributes to the net inter-

action force. However, it cannot be realized by a typical AFM due to the surface

adhesion which is referred to as “jump-to-contact.” Figure 2.5 shows a typical dis-

tance dependence of Fts and the deflection signal. As the tip approaches the surface,

a sudden adhesion of the tip takes place at a certain threshold distance from the

surface. In order to prevent this adhesion, following equation has to be met,

k >

(
∂Fts

∂zt

)
max

. (2.4)

This criterion suggests that using a very stiff cantilever may prevent the surface

adhesion, which, however, gives rise to other problems such as surface damaging

and low sensitivity to the interaction force.

The only exceptional results were reported on AFM experiments under liquid en-

vironment, where sub-nanometer scale resolution was achieved on calcite37 or organic

surfaces.38,39 By immersing the tip and the sample, the solvent force significantly

compensates the long-range attractive force acting between the tip and the sample

so that the precise control of the tip position at the vicinity of the surface can be

performed without jump-to-contact. However, it still remains impossible to obtain

true-atomic resolution under ultrahigh vacuum (UHV) or ambient conditions.

2.1.3 Dynamic Force Microscopy (DFM)

Force Detection without Jump-to-Contact

In order to achieve true-atomic resolution by AFM, k should be large enough to avoid

jump-to-contact and, at the same time, k should be small enough to attain a required

force sensitivity. In 1987, Martin et al. invented a novel type of SPM referred to as

dynamic force microscopy (DFM) to satisfy these contradictory requirements using

a vibrating cantilever as a force sensor.22

The cantilever deflected towards the sample surface is pulled up by the restoring

force of the cantilever spring. Thus even if Eq. (2.4) is not satisfied, the jump-to-

contact can be avoided as long as the restoring force is larger than the attractive

interaction force. This criterion is expressed by

Fts < kA, (2.5)

where A is vibration amplitude of the cantilever. Thus, in DFM, the value for k
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Figure 2.5: A typical distance dependence of (a) the tip-sample interaction force
and (b) the deflection signal.
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Figure 2.6: An example of (a) the tip motion and (b) the corresponding variations
in Fts.

required to avoid the jump-to-contact varies depending on A. For typical DFM

experiments, A = 5 – 10 nm and k = 20 – 60 N/m.

Although such a stiff cantilever is used, the force sensitivity of DFM can be much

higher than that of AFM. The mechanism can be understood by taking account of

the fundamental nature of the vibrating system. Even when the magnitude of Fts is

too small to induce a detectable dc deflection of the cantilever, it may still be able to

significantly affect the cantilever motion if the force periodically exerts on the can-

tilever with a frequency near the cantilever resonance (f0). This is the very situation

where the vibrating cantilever used in DFM is placed. Namely, if the cantilever is

driven at a frequency around f0, Fts also varies at the same frequency (Fig. 2.6).

This periodically changing force synchronized with the cantilever motion causes a

detectable amount of negative shift in the cantilever resonance frequency (Fig. 2.7).

This resonance enhancement of the force sensitivity becomes more prominent when

the Q-factor of the cantilever gets large. Under vacuum environments, Q-factor is

significantly magnified so that the extremely high force sensitivity can be attained.
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For the typical micromachined cantilevers, Q is about 100 − 600 in air whereas it

can reach as large as 10, 000 − 60, 000 under UHV conditions.

The frequency shift (∆f) induced by the tip-sample interaction is detected by

either amplitude modulation (AM)22 or frequency modulation (FM)40 detection

method. In the former case (AM-DFM), the cantilever is oscillated at a fixed fre-

quency (fexc) slightly higher than f0 and the amplitude deviation (∆A) caused by

the negative frequency shift is detected. In the latter case (FM-DFM), the phase

difference between the cantilever vibration and the excitation (φ) is kept at −90◦ so

that the cantilever is continuously driven at f0. Thus ∆f is obtained by measuring

the deviation of the cantilever vibration frequency using a FM demodulator.

AM-DFM for Soft Materials

In 1987, AM detection method was first introduced by Martin et al. as a force

detection method in the first DFM.22 However, it was not until its first application

to the low-modulus polymer by Zhong et al.41 in 1993 that the method evoked

enormous attention from the researchers in polymer and biological science. Since

such soft materials cannot be imaged by typical AFM due to the large friction force

between the tip and the sample, the researchers in those fields were really eager for

the method which makes it possible.

Zhong et al. used AM-DFM in the intermittent-contact region, where the tip goes

through the contact and the non-contact regimes within the each oscillation cycle.
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And hence they named this operation mode “tapping mode”. They avoided surface

adhesion, using a very large amplitude (A � 100 nm) oscillation. Therefore, in spite

of the existence of surface adhesion layers (e.g. water and hydrocarbon molecules),

a stable operation was possible even under an ambient condition. In addition, since

the tip is in contact with the sample only in a fraction of the oscillation period, the

lateral force acting between the tip and the sample is significantly reduced compared

to the case of conventional AFM.

Although AM-DFM has been successfully applied to the soft materials, the

method is not preferred to be used under vacuum environments where Q-factor

becomes much higher than that for ambient conditions. Since Q-factor is directly

connected with damping factor (γ) as expressed by γ = mω0/Q, high Q-factor results

in low γ and a low dissipation rate of the cantilever vibration energy. In AM-DFM,

the change in Fts is detected as that in A, which, however, takes considerably long

time under vacuum conditions because of the low dissipation rate. The timescale of

the amplitude response is described by40

τAM � 2Q

ω0
, (2.6)

where ω0 is the angular frequency at the cantilever resonance. For the typical

cantilever used in DFM, the order of τAM becomes 0.1 sec, which is too long to

obtain a realistic time response of the distance feedback regulation. Although it

may be possible to acquire an image with a very slow scanning speed, the thermal

drift of the tip and the sample would prevent the high-resolution imaging unless the

DFM system is operated at a very low temperature.

FM-DFM for UHV Applications

In AM-DFM, Q-factor has to be small enough to achieve a required time response

of A, whereas high Q-factor is desirable to enhance the force sensitivity. In 1991,

Albrecht et al. found a way to combine the benefits of high Q-factor and high speed

operation by introducing the FM detection method.40 In FM-DFM, the change in

Fts is detected as that in the oscillation frequency of the cantilever. The oscillation

frequency is controlled by the phase feedback circuit regulating the phase difference

between the tip oscillation and the excitation voltage. Thus the time response of

the cantilever frequency is determined by the settling time of the phase feedback

circuit, which is much shorter than that of the amplitude deviation. In fact, the

bandwidth of FM detection method is not limited by that of the phase feedback

circuit but by that of the FM demodulator. However, the band width of the FM

demodulator typically lies in the range of 1–10 kHz, which is still fast enough to be

used as the feedback signal of the tip-sample distance regulation circuit.
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Using FM detection method and working under UHV conditions, the force sen-

sitivity of DFM was drastically improved without deteriorating the scanning speed.

In addition, UHV environment allowed one to work with atomically clean surfaces,

which was essential for the atomic- or molecular-scale studies. And finally, in 1995,

true-atomic resolution was achieved by Giessibl42 and by Kitamura and Iwatsuki,43

where atomically-resolved FM-DFM images of Si(111)-7×7 surfaces were presented.

Furthermore, in 1997, Bammerlin et al. imaged atomic-scale structures of NaCl(001)

surfaces,24 which first demonstrated the true-atomic resolution of FM-DFM on in-

sulating surfaces. Subsequently, many atomically-revolved FM-DFM images were

presented on semiconductors,44–49 metals,50,51 metal oxides52 and alkali halides.25

Moreover, true-molecular resolution was also achieved by FM-DFM on various or-

ganic surfaces.53–60

After these pioneering works, present studies on FM-DFM are categorized into

following four parts;

1. improvement of its instrumentation,

2. elucidation of its imaging mechanism,

3. development of its related techniques,

4. exploitation of its applications.

The category (1) includes the improvement of the FM demodulator61 and the

force sensor.62 The category (2) aims at the detailed understanding on the ∆f

versus distance curve,63–71 contrast formation mechanisms72–77 and the dissipation

processes of cantilever vibration energy.27,28,78–94 The category (3) includes devel-

opment of surface property measurement methods29 and surface modification meth-

ods.95 The category (4) includes the applications to the organic96–103 or magnetic

materials104 and operation under liquid,105 ambient105 and low temperature106 envi-

ronments.

Dynamic Mode AFM / Dynamic Force Microscopy

When the general classification of SPM is discussed, DFM is mostly regarded as one

of the operation modes in AFM and referred to as “dynamic-mode AFM” as shown

in Fig. 2.8(a). This is because in both AFM and DFM the tip-sample distance

regulation is made by measuring the tip-sample interaction force. In addition, the

force is detected from the deflection of the cantilever having a tip at the end. Thus

the classification shown in Fig. 2.8(a) is well accepted and widely used.

However, a considerable number of researchers especially in the field of DFM

often prefer to use “dynamic force microscopy” rather than “dynamic-mode AFM”.
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Static (Contact) Mode AFM

Dynamic Mode AFM

Non-Contact AFM (NC-AFM)

Tapping-Mode AFM (TM-AFM)

Atomic Force Microscopy (AFM)

Dynamic Force Microscopy (DFM)

Atomic Force Microscopy (AFM)

DFM with FM Detection Method (FM-DFM)

DFM with AM Detection Method (AM-DFM)

(a) General Classification of AFM (b) Nomenclature used in this Thesis

Figure 2.8: A typical classification of SPM and the nomenclature used in this thesis.

One obvious reason for this is that “DFM” is much simpler than “dynamic-mode

AFM”. Besides, the words “dynamic force” seems to be well representing the essence

of this technique where the dynamically vibrating tip experiences the dynamically

varying interaction force. The study described in this thesis was mainly focused on

the DFM applications whereas other SPM techniques such as contact-mode AFM

and STM were hardly used. Therefore, the terminology DFM was adopted in this

thesis to represent this novel type of SPM technique.

Tapping and Non-contact / AM-DFM and FM-DFM

Im most cases, AM-DFM is referred to as “tapping-mode AFM” because in this

method the tip is usually oscillated in the intermittent-contact region. However,

recent study revealed that this method can also be operated in the non-contact

regime where the cantilever is oscillated above the surface and the tip front atom

does not suffer from the repulsive force from the surface. In addition, experimental

studies revealed that such a operation at a relatively large separation from the

surface will produce the highest resolution in AM-DFM.

The resonance frequency of the cantilever is negatively shifted only if the tip-

sample interaction is attractive whereas the repulsive force leads to the positive

frequency shift in the resonance curve. Since FM-DFM is usually operated by de-

tecting the negative frequency shift, some researchers were really convinced that

the cantilever is oscillated in the non-contact region during the FM-DFM imag-

ing. Thus they started to call this method “non-contact AFM (NC-AFM)” and

discriminated it from the “tapping-mode AFM” in terms of their closest tip posi-

tion from the surface. However, subsequent studies revealed that the tip front atom
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can experience the repulsive force even when the net tip-sample interaction force

is attractive. Moreover, it was found that the atomic-scale contrasts in FM-DFM

images is most likely to be originated from the short-range chemical interaction force

between the tip front atom and the surface atom. In other words, the separation of

these interacting two atoms should be around the chemical bonding length.

Although AM-DFM and FM-DFM were developed in a different way, both of

them are reaching at the same tip-sample separation where the tip front atom is

predominantly interacting with a single surface atom just underneath the tip posi-

tion, which is crucial for the true-atomic resolution. Actually, even with AM-DFM,

the true-atomic resolution was demonstrated on Si(111)-7×7 surfaces in 1996 by

Erlandsson et al.107 where a low Q-factor cantilever made of tungsten was used to

prevent the slow time response of the amplitude deviation. As a result, it becomes

unrealistic to differentiate these two methods in terms of their tip-sample separation.

In addition, the words “tapping” and “non-contact” are so misleading that people

may believe that the cantilever is really tapping the surface or in the non-contact

region.

From such a point of view, the terminologies AM-DFM and FM-DFM were used

in this thesis instead of generally used “tapping mode” and “non-contact mode” as

shown in Fig. 2.8(b).

2.2 Experimental Setup for Dynamic Force Mi-

croscopy

2.2.1 Force Sensor

In most of the DFM setups, a microfabricated single silicon cantilever is used as

a force sensor. The property of the cantilever is characterized by the following

three parameters; spring constant (k), resonance frequency (f0) and Q-factor of the

cantilever resonance (Q).

In the case of rectangular-shaped cantilevers (Fig. 2.2), the spring constant is

given by

k =
EYwt3

4�3
, (2.7)

where EY, w, t and � are the Young’s modulus of the cantilever material and width,

thickness and length of the cantilever, respectively. k has to be small enough to

allow detection of small forces and at the same time it should be large enough to

meet Eq. (2.5) to avoid the jump-to-contact. The typical value of k ranges from 20

to 60 N/m.
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The resonance frequency of the cantilever (f0) is given by

f0 = 0.162
t

�2

√
EY

ρ
, (2.8)

where ρ denotes the mass density of the cantilever material. f0 should be high

enough to reduce the sensitivity to the mechanical vibration of the DFM system.

In addition, the high resonance frequency is also desirable to enhance the force

sensitivity and the time response of the force detection in DFM. The upper limit

for f0 is usually determined by the cutoff frequency of the measurement system for

cantilever deflection. The typical values for f0 are 50 – 400 kHz.

The quality factor (Q) of the cantilever resonance is directly related to the damp-

ing coefficient (γ) by the following equation,

Q =
mω0

γ
, (2.9)

where m stands for the effective mass of the cantilever. The damping of the can-

tilever vibration occurs due to both the intrinsic friction within the lever itself (γ0)

and the friction between the lever and the surrounding molecules (γm). The Q-factor

measured under an UHV condition is mostly determined by γ0 while the value is

reduced by the existence of γm under ambient or liquid environments. For micro-

machined cantilevers, Q-factor is typically 10,000 – 60,000 in vacuum whereas it

becomes 100 – 600 under ambient conditions and 1 – 6 under liquid environments.

Since γ is reduced by decreasing the temperature, Q-factor can be enhanced working

under low-temperature environments.

2.2.2 Measurement of Cantilever Deflection

There have been proposed various methods for cantilever deflection measurements.

They can be classified into two categories such as optical and electrical methods. The

former includes homodyne108–110 and heterodyne22,23 interferometries, laser beam

deflection method,111,112 laser diode feedback detection113,114 and polarization de-

tection system.115,116 The latter includes tunneling detection method,21 capaci-

tance detection system,117 piezoresistive118 and piezoelectric119,120 cantilever detec-

tion methods. Among them, the laser beam deflection method is most commonly

used due to its high sensitivity and easy experimental setup as shown in Fig. 2.9(a).

In the laser beam deflection method, the focused laser beam is irradiated onto

the backside of the cantilever and the reflected beam is detected by the position

sensitive photo detector (PSPD). The PSPD is composed of two adjacent photo

diodes (PDA and PDB). The laser beam is aligned so that the laser spot on the

PSPD surface is positioned at the center of it (Fig. 2.9(b)).
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Figure 2.9: A schematic drawing of the experimental setup for cantilever deflection
measurement using laser beam deflection method.

The cantilever displacement ∆zt induces the cantilever deflection ∆θ as expressed

by121

∆θ =
3

2

∆zt

�
. (2.10)

This cantilever deflection gives rise to the laser beam deflection of 2∆θ. Thus the

laser spot irradiated onto the PSPD is displaced by ∆a as shown in Fig. 2.9(c),

which is described by

∆a = 3
s

�
∆zt, (2.11)

where s is the distance between the tip and the PSPD surface. The amplification

factor β given by β = 3s/� can be as large as 103, which significantly facilitates the

detection of small cantilever displacement.

The photo induced currents (iA and iB) of the two PDs are independently de-

tected by I-V converters and the detected signals are fed into a differential amplifier

which produces the voltage signal proportional to the current difference (iA−B) be-

tween iA and iB. Then the undesirable frequency components are eliminated by the

band pass filter (BPF) with a center frequency near the cantilever resonance. The

displacement of the laser spot causes one of the photo diodes to collect more light

than the other, leading to the deviation (∆iA−B) in iA−B. In the case of DFM, the

cantilever displacement does not occur in a static manner but dynamically. On the

other hand, the time response of the photo detector is limited by the discharging

time of the junction capacitance (Cj) of the photo diodes through the load resistance
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(RIV). Thus, the frequency dependent gain damping (ξPD(ω)) and the phase delay

(φpd(ω)) have to be taken into account.

∆iA−B = ηP0ξPD
3s

�a
∆zt, (2.12)

where η and P0 are the efficiency of the light-to-current conversion and the averaged

laser power, respectively. Note that the shape of the laser spot is assumed to be

square with a dimension of a × a (Fig. 2.9(c)). Eq. (2.12) represents that ∆iA−B

increases in proportion to the increase of ∆zt. Assuming that η = 0.3 A/W, P0 =

100 µW, ξPD = 0.1, s = 5 cm, � = 100 µm and a = 5 mm, the cantilever deflection

of ∆zt = 0.1 nm generates the current variation of ∆iA−B � 100 pA.

2.2.3 Noises in Laser Beam Deflection Method

Load Resistance Johnson Noise

The resistor used in the I-V converter (RIV) produces the Johnson noise due to the

agitation of the electrons. The mean square of the current noise equivalent to the

Johnson noise is given by121

〈δi2J〉 =
8kBTBBPF

RIV
, (2.13)

where kB, T and BBPF are Boltzmann constant, temperature and the band width

of the BPF. If it is assumed that T = 300 K, BBPF = 10 kHz and RIV = 100

kΩ, the current noise becomes about 60 pA. Although this value is not necessarily

negligible compared to the magnitude of the deflection to be detected, it can be

usually neglected compared to the other dominant noise sources described later.

Laser Intensity Noise

Since the output of the semiconductor laser diode is easily fluctuated by the tem-

perature variation of both the environment and the semiconductor laser chip. In

order to maintain the output power constant, the laser diode is usually driven by

an automatic power control (APC) circuit. In the APC circuit, the output power of

the laser beam is detected with a photo diode and the detected signal is used for the

feedback regulation of the output intensity. The magnitude of the laser intensity

fluctuation (δP ) is often characterized by the relative intensity noise (ζRIN) which

is defined as

ζRIN ≡ 〈δP 2〉
P 2

0

. (2.14)

Although the theory for the estimation of ζRIN is quite complicated, a typical value

for ζRIN is given by121 ζRIN = 10−13BBPF.
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The mean square of the effective current noise due to the laser intensity fluctu-

ation is described by121

〈δi2�〉 = ζRIN(ηP0ξPD)2 ∆a

a
= ζRIN(ηP0ξPD)23s

�

∆zt

a
. (2.15)

Provided that η = 0.3, BBPF = 10 kHz, P0 = 100 µW, ξPD = 0.1, a = 5 mm, s = 5

cm, � = 100 µm and the maximum cantilever displacement is 10 nm, the current

noise becomes about 5 pA, which is small enough to be neglected for most of the

applications. Owing to ∆a � a, the laser power intensity noise is mostly eliminated

at the differential amplifier as a common mode noise.

Cantilever Thermal Brownian Noise

The thermally-induced Brownian motion of the cantilever is translated into pho-

tocurrent noise and its mean square value around the cantilever resonance is de-

scribed by121

〈δi2t〉 =

(
ηP0ξPD

3s

�a

)2
2kBTBBPFQ

ω0k
. (2.16)

When k = 40 N/m, Q = 30, 000, and the other parameters are assumed to be the

same as described above, the current noise is estimated to be 160 pA. Since the

thermal Brownian motion is enhanced by a factor of Q at the cantilever resonance,

it is usually the predominant noise source in the DFM experiments under vacuum

conditions. Q-factor under ambient condition is typically 300 so that the equivalent

current noise becomes 16 pA.

Photo Diode Shot Noise

The shot noise originated from the statistical irregularity of the photo-induced cur-

rents in the photo diodes is described by121

〈δi2s 〉 = 2eηBBPFP0, (2.17)

where e is the electron charge. Assuming the relevant parameters to be the same as

described above, the current noise is estimated to be 310 pA, which is large enough

to affect the cantilever deflection measurements.
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Effective Cantilever Deflection Noise

Neglecting the contribution from the laser intensity noise, the effective cantilever

deflection noise δzt becomes

δzt =

√〈δi2J〉 + 〈δi2t〉 + 〈δi2s 〉
∆iA−B/∆zt

(2.18)

=

√
2kBTBBPFQ

ω0k
+

(
�a

3s

)2 [
2eBBPF

ηP0ξ2
PD

+
8kBTBBPF

(ηP0ξPD)2RIV

]
(2.19)

Assuming that relevant parameters are the same as described above, the value for

δzt becomes about 0.4 nm, which is predominantly determined by the shot noise of

the photo detector. Thus the corresponding noise density of the cantilever deflection

signal around the resonance frequency (nz ≡ δzt/
√

BBPF) is about 4 pm/
√

Hz.

Eq. 2.19 gives following fundamental directions to reduce the cantilever deflec-

tion noise. A high-speed photo detector, a band pass filter with a narrow bandwidth

and low-temperature environment are desirable. Higher resonance frequency seems

to be effective, which however may result in smaller ξPD. A stiff cantilever with a

low Q-factor is desirable to suppress the deflection noise whereas it would reduce the

sensitivity to the tip-sample interaction force. The laser power should be enlarged

to reduce the noise as long as it does not interfere with the expected physical phe-

nomena to be observed by DFM. Although the size of the laser spot on the PSPD is

preferred to be small, it should be larger than the diffraction-limited spot size which

is given by121

amin =
2sλ

πac

, (2.20)

where λ and ac denote the wavelength of the laser beam and the beam spot size on

the cantilever backside, respectively. Therefore, in order to reduce the noise, ac has

to be as large as possible. The effective noise is also reduced using a cantilever with

a shorter length. However, it should be noted that the resonance frequency of the

cantilever is also affected by the cantilever length (Eq. (2.8)).

2.2.4 Cantilever Excitation

In DFM, the cantilever is mechanically vibrated by a adjacent PZT actuator sand-

wiched with two electrodes (Fig. 2.10). The excitation voltage applied between

them induces the piezoelectric vibration of the PZT actuator, which in turn gives

rise to the vibration of the cantilever base. When the excitation voltage is assumed

to be vexc = Vexc cos(ωt), the motion of the cantilever base is described by

zb = zb0 + Ab cos(ωt + φb). (2.21)
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PZT actuator

vexc = Vexccos(wt)

excitation voltage

cantilever base position
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zt = zt0+Acos(wt+fb+f)

zb = zb0+Abcos(wt+fb)

sample

z

Figure 2.10: A schematic drawing of the setup for cantilever excitation. The can-
tilever is mechanically oscillated by the adjacent PZT actuator.

zb0 is the mean position of the cantilever base. Ab is the vibration amplitude of the

cantilever base and given by

Ab =
d33

tPZT
Vexc, (2.22)

where d33 and tPZT are the piezoelectric constant and the thickness of the PZT

actuator, respectively. φb is the phase delay of the cantilever base oscillation with

respect to the excitation voltage, which is usually determined by the poling direction

of the PZT so that 0◦ or −180◦.

The vibration of the cantilever base induces the cantilever beam deflection. The

resultant tip motion is obtained by solving the equation of motion which is given by

m
dz2

t

dt2
+ γ

dzt

dt
+ k(zt − zb + dbt0) = 0, (2.23)

where dbt0 denotes the mean distance between the tip and the cantilever base. As-

suming that the tip motion is sinusoidal, the tip position zt is described by

zt = zt0 + A cos(ωt + φb + φ), (2.24)

where zt0 and A are the mean tip position and the amplitude of the tip vibration,

respectively, while φ denotes the phase of the tip vibration with respect to the

cantilever base motion. From Eq. (2.21), (2.23) and (2.24), A and φ are obtained

as

A =
QAb√

Q2(1 − ω2/ω2
0)

2 + ω2/ω2
0

, (2.25)

φ = arctan

[ −ω/ω0

Q(1 − ω2/ω2
0)

]
. (2.26)

From these equations, the frequency dependence of A and φ is plotted as shown

in Fig. 2.11. The relevant parameters are defined as shown in this figure. At the
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Figure 2.11: Frequency dependence of the amplitude (A) and the phase (φ) of the
cantilever vibration plotted around the resonance frequency, which was calculated
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Figure 2.12: A schematic drawing of the experimental setup for AM-DFM.

resonance frequency, the vibration amplitude becomes its maximum and the value

amounts to QAb, which means that the vibration of the cantilever base induces Q

times larger tip vibration at resonance. On the other hand, φ steeply varies from 0◦

to −180◦ around the resonance frequency and it becomes −90◦ just at the resonance.

2.2.5 DFM with AM Detection Method (AM-DFM)

Cantilever Excitation

Figure 2.12 shows a typical experimental setup for AM-DFM. In AM-DFM, the

cantilever is oscillated at a fixed frequency with a fixed excitation amplitude, namely,

f and Vexc are continuously fixed at the preset values during the AM-DFM imaging.

Since the cantilever excitation voltage is totally free from the influence of the tip-

sample interaction, the cantilever excitation can be stably performed even when

there is a large variation in the tip-sample interactions. This feature facilitates the

use of AM-DFM in intermittent-contact region, where the local variation in the

viscoelasticity strongly affects the motion of the vibrating cantilever. Especially

under ambient conditions, the surface would be covered with an adhesion layer

comprised of the water and hydrocarbon molecules so that the cantilever motion

may be severely disturbed by the meniscus force acting between the tip and the
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adhesion layer. Therefore, AM-DFM is much more suitable for the operation in the

intermittent-contact region under ambient conditions than FM-DFM which utilizes

the cantilever deflection signal as a prototype for preparing the excitation signal.

Amplitude Detector

In AM-DFM, the amplitude of the cantilever vibration is detected by measuring the

amplitude of the deflection signal (VA−B). The amplitude detection is mostly made

by an RMS-DC converter or a lock-in amplifier. Although the former is simpler

than the latter, its output voltage can be affected by the cantilever deflection in all

frequency range unless the pre-amplifier is equipped with a band path filter with a

sufficiently narrow bandwidth to reject undesirable frequency components contained

in the deflection signal. This can be a problem when AM-DFM is combined with

other modulation techniques such as Kelvin probe force microscopy (KFM) where

another vibration mode is induced by an ac bias modulation voltage applied between

the tip and the sample.

2.2.6 DFM with FM Detection Method (FM-DFM)

Cantilever Excitation

Figure 2.13 shows a typical experimental setup for FM-DFM. In FM-DFM, the

cantilever is used as a resonator in a self-excitation circuit. The deflection signal is

phase shifted (φps), routed through an automatic gain control (AGC) circuit and fed

back to the PZT actuator. The phase difference between the cantilever vibration

and the excitation voltage (φ) is given by

φ = −360◦ − (φb + φpd + φps). (2.27)

Since φb and φpd are nearly constant, φ can be arbitrarily determined by adjusting

φps. In FM-DFM, φps is adjusted so as to meet φ = −90◦. Thus the cantilever is

continuously oscillated at its resonance frequency during the FM-DFM imaging.

When φ rapidly changes beyond the time response of the phase feedback circuit,

the cantilever oscillation is temporarily suspended because the condition for the

self-oscillation is no longer satisfied. Such a sudden phase variation often takes

place when the tip contacts with the surface adhesion layer. Thus, FM-DFM is not

suitable for the applications under ambient conditions or in the intermittent-contact

region.
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Figure 2.13: A schematic drawing of the experimental setup for FM-DFM.
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31



Distance Dependence of Frequency Shift

One of the most distinctive features of FM-DFM is precise control over the tip

position in the non-contact and atomic-scale contact regions, which is essential to

achieve the true-atomic resolution. In order to know the mechanism which realizes

this feature, it is required to understand the distance dependence of the tip-sample

interaction force and the resultant frequency shift.

If the vibration amplitude is relatively small (typically less than 1 nm), the

gradient of the tip-sample interaction force can be approximated to be constant. In

this case, the frequency shift induced by the tip-sample interaction (∆f) is given by

∆f = − f0

2k

∂Fts

∂zt

. (2.28)

Namely, ∆f is directly proportional to the force gradient.

However, in most of the experimental conditions, the amplitude is in the range

of 5 – 10 nm so that the small amplitude approximation cannot be applied. In that

case, ∆f is obtained by integrating the contribution of force gradient in the whole

distance range of tip oscillation, which is given by122

∆f = − f0

2k

∫ A

−A

∂Fts(zt − z)

∂zt

√
A2 − z2

πA2/2
dz. (2.29)

Figure 2.14 shows a typical distance dependence of the tip-sample interaction

force and the corresponding frequency shift calculated with Eq. (2.29). When the

tip is in the non-contact region (Fig. 2.14(i)), the attractive interaction force causes

a negative frequency shift. As the tip-sample separation is reduced, the tip front

atom begins to suffer from a weak repulsive interaction force at the closest position

to the surface. Even in such an atomic-scale contact region (Fig. 2.14(ii)), the tip

is still in the attractive branch (Fig. 2.14(a)) of the frequency shift curve because

of the background long-range attractive interaction force. On further approaching,

the frequency shift turns to show an inverse dependence on the tip-sample distance

(Fig. 2.14(b)). In such a contact region (Fig. 2.14(iii)), a relatively strong repulsive

force may give rise to an irreversible change in the atomic-scale structures of the tip

and the surface so that the high-resolution imaging becomes nearly impossible.

In general, FM-DFM is operated in the attractive branch of the frequency shift

curve where the cantilever resonance frequency is negatively shifted by reducing

the tip-sample separation. Thus, as long as FM-DFM is stably operated, the tip is

surely in the non-contact or atomic-scale contact regions. This feature is particularly

important for controlling the tip position at the close vicinity of the sample surface

without surface damaging. Owing to such an excellent controllability of the tip

position, FM-DFM can realize an extremely high spatial resolution.
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Figure 2.15: A schematic block diagram of the phase-locked loop (PLL) circuit for
frequency shift detection.

Frequency Shift Detector

The frequency shift detection is mostly made by a phase-locked loop (PLL) circuit

(Fig. 2.15). In the PLL circuit, the phase difference between the deflection signal

(vA−B) and the output signal of the voltage-controlled oscillator (VCO) (vVCO) is

detected by a phase detector. The output signal of the PLL circuit (vFM) is obtained

by averaging the detected signal with a low-pass filter. vFM is also used as the input

signal of the VCO which outputs a signal whose frequency is proportional to vFM.

Since this feedback-loop circuit works to cancel out the frequency difference between

vVCO and vA−B, vFM varies in proportion to the frequency of vA−B.

2.3 Energy Dissipation Measurement

2.3.1 Estimation of Energy Dissipation

Energy Dissipation of Freely Oscillating Cantilever

The cantilever motion driven by a PZT actuator is described by the equation of

motion (Eq. (2.23)). Assuming that the alternating terms of zb (∆zb) and zt (∆zt)

are given by

∆zb = Ab cos(ωt), (2.30)

∆zt = A cos(ωt + φ) ≡ A cos(ωt − ϕ), (2.31)

the equation of motion is rewritten as

m
d2∆zt

dt2
+ γ

d∆zt

dt
+ k∆zt = kAb cos(ωt). (2.32)

Note that ϕ is defined as ϕ ≡ −φ. The first and the third terms in the left hand

side of this equation are the inertial force and the restoring force of the cantilever
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spring, respectively. These two force components are conservative and have nothing

to do with energy dissipation process while other two force components are relevant

to the energy dissipation process of the vibrating system.

The external force kAb cos(ωt) provides some energy to the vibrating cantilever

and the input power averaged over one period of the cantilever oscillation (Pin) is

given by,

Pin =
1

T

∫ T

0

kAb cos(ωt)
dzt

dt
dt (2.33)

=
1

2
kAAbω sin(ϕ). (2.34)

The second term in the left hand side of Eq. (2.32) is originated from the internal

and external viscosity, which results in the dissipation of the cantilever vibration

energy. Using γ = mω0/Q and k = mω2
0, the mean power for this energy loss is

obtained as,

P0 =
1

T

∫ T

0

γ

(
dzt

dt

)2

dt (2.35)

=
kA2ω2

2Qω0

. (2.36)

Although this dissipation contains contributions from the friction force between

the cantilever and the surrounding molecules, it is often referred to as “intrinsic

dissipation” in order to discriminate it from the energy dissipation induced by the

tip-sample interactions.

Energy Dissipation Induced by Tip-Sample Interactions

When the tip approaches the sample surface, the vibration energy of the cantilever

is partially dissipated by the tip-sample interactions. The mean power of this dissi-

pation (Pts) is given by

Pts = Pin − P0 (2.37)

=
πkA2f

Q

(
QAb

A
sin(ϕ) − f

f0

)
. (2.38)

Since ω � ω0, P0 and Pts can be approximated as

P0 =
πkA2f0

Q
, (2.39)

Pts = P0

(
QAb

A
sin(ϕ) − 1

)
. (2.40)
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2.3.2 Energy Dissipation Measurement with AM-DFM

Basic Principle

In AM-DFM, Ab and f are always fixed, and A is kept constant by the distance

feedback regulation. Thus the energy dissipation induces the variation in φ in Eq.

(2.40). QAb is equal to the cantilever vibration amplitude at the resonance frequency

without any tip-sample interactions (A0). Thus from Eq. (2.40), Pts is given by

Pts = P0

(
A0

A
sin(ϕ) − 1

)
. (2.41)

This equation implies that if there is no energy dissipation (i.e., Pts = 0), ϕ should

be constant and given by

ϕ = arcsin

(
A

A0

)
. (2.42)

In other words, it is only when the energy dissipation varies that the phase variation

is observed during AM-DFM imaging. The only exceptional phase variation takes

place when the tip moves from the attractive regime to the repulsive one. Since

sin(ϕ) is symmetrical to ϕ = 90◦, the symmetric phase jumps between the attractive

phase (ϕ > 90◦) and the repulsive phase (ϕ < 90◦) is allowed even when there is no

energy dissipation. Except for these discontinuous phase jumps, the phase variation

is directly related to the energy dissipation and its magnitude can be quantitatively

estimated with Eq. (2.41).

Experimental Setup

Figure 2.16 shows a typical experimental setup for the dissipation imaging with

AM-DFM which is the method to record the phase variation during the AM-DFM

imaging. The phase difference between the excitation signal and the deflection signal

is detected by a phase detector. Then the output signal proportional to the phase

difference φb + φ + φpd is two-dimensionally mapped to obtain a phase image. The

discontinuous phase variation is mostly due to the above mentioned phase jumps

around ϕ = 90◦ while gradual phase variation represents the energy dissipation

variation. In the case of AM-DFM operated in the intermittent-contact region,

the energy dissipation is closely related to the viscoelastic property of the sample

surface.

2.3.3 Energy Dissipation Measurement with FM-DFM

Basic Principle

In FM-DFM, ϕ is kept at 90◦ using a self-excitation circuit and f is kept constant

to establish the tip-sample distance regulation. In terms of Ab and A, there are
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Figure 2.16: The experimental setup for the dissipation imaging with AM-DFM.

two different treatments, namely, constant excitation mode and constant amplitude

mode.

In constant excitation mode, Ab is fixed while A varies due to the dissipative

tip-sample interactions. From Eq. (2.40) and ϕ = 90◦, Pts is given by

Pts = P0

(
A0

A
− 1

)
. (2.43)

This equation shows that the variation in Pts is inversely proportional to A.

In constant amplitude mode, Ab is feedback-controlled so as to keep A constant

and hence the changes in Ab represent the variation in energy dissipation. From Eq.

(2.40), the useful expression for Pts is given by

Pts = P0

(
Ab

Ab,0

− 1

)
= P0

(
Vexc

Vexc,0

− 1

)
, (2.44)

where Ab,0 = A/Q and Vexc,0 are defined as the values for Ab and Vexc,0 measured

without any tip-sample interactions, respectively. In this case, the energy dissipation

is directly proportional to the excitation amplitude Vexc.

Experimental Setup

Figure 2.17 shows a typical experimental setup for the dissipation measurement with

FM-DFM. The deflection signal is fed into the amplitude limiter which regulates

the signal amplitude to be constant (Vlim). Then the output signal is phase shifted,

amplified and fed back to the PZT actuator. In constant excitation mode, the gain

factor of the variable gain amplifier (VGA) is manually controlled and fixed during
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the FM-DFM imaging. On the other hand, the amplitude of the deflection signal

(VA−B) is evaluated by the amplitude detector and two-dimensionally mapped to

produce an amplitude image showing the dissipation variation during the FM-DFM

imaging. In constant amplitude mode, the amplitude signal is also fed into the

feedback electronics which controls the gain factor of VGA (V ′
exc) so as to make

VA−B equal to the preset value of VA−B,SP. In this setup, V ′
exc is proportional to Vexc

and Ab. Thus the two-dimensional map of V ′
exc, namely, excitation image represents

the dissipation variation during the FM-DFM imaging.

Although energy dissipation can be measured in both constant excitation mode

and constant amplitude mode, the latter is more desirable for the quantitative dis-

sipation measurement and accurate tip-sample distance regulation. In constant ex-

citation mode, the dissipative tip-sample interaction causes the amplitude damping,

which, however, reduces the amount of the negative frequency shift. Then, due to

the distance feedback regulation, the tip-sample distance will be reduced until the

increasing attractive interaction compensates the influence of amplitude damping.

Therefore, the topographic image taken in constant excitation mode is inevitably

involved with such a topographic artifact unless there is no energy dissipation vari-

ation. In addition, the interpretation of the contrasts in the amplitude image is

not straightforward because it does not taken with a constant tip-sample separa-

tion. On the other hand, the constant amplitude regulation allows one to detect

the conservative and dissipative interaction forces more independently although the

separation is not perfect in some cases.

2.4 Surface Potential Measurement

The tip-sample interaction force (Fts) contains different force components such as

van der Waals force (FvdW), electrostatic force (Fes) and chemical interaction force

(Fchem). Since an experimentally measured value for Fts always represents the whole

sum of these different components, it is impossible to deduce the magnitude of

each component directly from the value itself. However, it becomes possible if the

magnitude of a certain force component can be independently modulated and if the

modulated force can be separately detected. All force components depend on the

tip-sample separation while Fes also depends on the tip-sample potential difference

(Vts) as described by

Fes =
1

2

∂Cts

∂zt
V 2

ts, (2.45)

where Cts is the capacitance between the tip and the sample. Thus Fes can be

modulated simply by applying an ac bias modulation voltage between the tip and
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the sample.

In order to image surface potential distribution with a high spatial resolution,

the tip-sample distance should be accurately controlled simultaneously with the

detection of the modulated Fes. This complexity gave rise to a number of different

types of surface potential measurement methods. Among them, Kelvin probe force

microscopy (KFM), which was first introduced by Nonnenmacher et al.,26 probably

is the most widely used technique. In KFM, the tip-sample distance regulation can

be made by either AM detection method or FM detection method. Hereafter in this

section, the basic principle and the experimental setup of KFM are described for

each of these two operation modes.

2.4.1 KFM with AM Detection Method (AM-KFM)

Figure 2.18 shows a typical experimental setup for KFM with AM detection method

(AM-KFM). The tip is electrically grounded while the sample is biased with a mod-

ulation voltage (Vm) which is given by

Vm = Vdc + Vac cos(ωmt), (2.46)
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where Vdc is the dc component of Vm while Vac and ωm are the amplitude and the

frequency of the ac component of Vm, respectively. From Eq. (2.45) and (2.46), Fes

is given by

Fes =
1

2

∂Cts

∂zt

(Vm + VCPD)2 (2.47)

=
1

2

∂Cts

∂zt

[(Vdc + VCPD)2 + 2(Vdc + VCPD)Vac cos(ωmt)

+V 2
ac cos2(ωmt)], (2.48)

where VCPD is the contact potential difference (CPD) between the tip and the sam-

ple. VCPD between two materials depends on a variety of parameters such as work

function (Φ), adsorption layers, oxide layers, dopant concentration in semiconduc-

tors and so on. In a simplest model, VCPD is expressed by

VCPD =
Φt − Φs

e
, (2.49)

where Φt and Φs are the work function of the tip and the sample, respectively,

including the changes due to the adsorption layers on the surface.

From Eq. (2.48), ωm component of Fes ((Fes)m) is given by

(Fes)m =
∂Cts

∂zt
(Vdc + VCPD)Vac cos(ωmt). (2.50)

This force component induces the cantilever deflection at the frequency of ωm. In

AM-KFM, the ωm component of the deflection signal is detected by a lock-in am-

plifier and routed for the feedback electronics which controls Vdc so as to cancel out

(Fes)m. Consequently, Vdc + VCPD becomes nearly zero in a steady state so that the

surface potential image can be obtained by recording −Vdc as a two-dimensional

map.

In AM-KFM, the cantilever is mechanically vibrated near the resonance fre-

quency to perform the tip-sample distance regulation whereas the cantilever is also

driven by a modulated electrostatic force to perform the bias feedback regulation.

In order to avoid the interference between the distance regulation and the bias regu-

lation, ωm should be carefully selected. Firstly, ωm should be higher than the cutoff

frequency of the distance regulation (ωc), which typically lies in the range of 100 –

500 Hz. Secondly, ωm should be sufficiently apart from the first resonance (ω0) of the

cantilever so as not to affect the amplitude of the mechanically driven oscillation.

In most cases, ωm is selected to meet ωc � ω � ω0. In that case, since the

cantilever is driven at an off-resonance frequency by a modulated electrostatic force,

k has to be small (typically 1 – 5 N/m) enough to achieve a sufficient force sensi-

tivity. For such a relatively soft cantilever, the resonance frequency is relatively low

(typically 10 – 100 kHz). Thus typical values for ωm are 1 – 20 kHz.
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Figure 2.19: A typical experimental setup for KFM with FM detection method
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2.4.2 KFM with FM Detection Method (FM-KFM)

Figure 2.19 shows a typical experimental setup for KFM with FM detection method

(FM-KFM).29 The main difference between AM-KFM and FM-KFM is the detection

method of (Fes)m. In FM-KFM, (Fes)m is detected from the output signal of the

frequency shift detector using a lock-in amplifier. Although it is possible to detect

(Fes)m directly from the deflection signal as performed in AM-KFM, this method is

rarely used in FM-KFM. Since FM-KFM is usually operated in the non-contact or

atomic-scale contact regions, the cantilever has to be relatively stiff (typically 20 –

60 N/m) in order to avoid the jump-to-contact. Accordingly, the force sensitivity

of the cantilever deflection is insufficient for most of the applications. Instead, the

force sensitivity of ∆f is good enough to be used for the detection of (Fes)m. In

particular, the force sensitivity is significantly improved under vacuum conditions

owing to the enhancement of the Q-factor.

In FM-KFM, ωm is usually determined by the bandwidth of the frequency shift

detector (typical 1 – 10 kHz). Thus typical values for ωm are 1 – 4 kHz.
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Chapter 3

In-situ Analyses of Thermal Phase
Transitions

3.1 Introduction

AM-DFM is quite tolerant to the drastic change of the tip-sample interaction force

because the cantilever is continuously vibrated at a fixed frequency with a constant

excitation voltage. In order to make the best use of this advantage, AM-DFM was

applied to the in-situ analyses of thermal phase transition processes of polymer thin

films. During such processes, the surface becomes so unstable that it cannot be

imaged by a conventional AFM where the tip is scanned in contact with the sample

surface. For example, during the crystallization process, the surface is dynamically

moving due to the molecular motion involved with the amorphous-to-crystal transi-

tion. Simmilarly, during the melting and recrystallization process, the surface shows

fluid-like behavior due to the transition between the solid phase and the liquid phase.

Although AM-DFM is expected to be one of the most promising tools for the

direct investigations on thermal phase transitions of polymers, there have been only

a few reports on such applications.123,124 Therefore, there still remain many impor-

tant applications to be experimentally demonstrated. In this chapter, the nano-scale

structural changes of ferroelectric polymer thin films were directly visualized using a

variable-temperature AM-DFM (VT-AM-DFM) during various thermal phase tran-

sition processes such as crystallization, ferroelectric phase transition, and melting

and recrystallization processes. In addition, a variable-temperature AM-KFM (VT-

AM-KFM) was employed to measure the temperature dependence of both surface

potential and film thickness during the ferroelectric phase transition process.
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Figure 3.1: Schematic drawings of three different conformations of PVDF. (a) TT
conformation. (b) TGTG′ conformation. (c) T3GT3G

′ conformation (T: trans, G:
gauche).

3.2 P(VDF/TrFE) Thin Films on HOPG Sur-

faces

3.2.1 Polyvinylidene Fluoride

Polyvinylidene fluoride (PVDF: CH3-(CH2CF2)n-CH3) has good mechanical

strength and excellent tolerance to the heat and chemicals. Thus the polymer had

been mostly used as a coating material for the mechanical and electrical parts.

However, since the first demonstration of its piezoelectricity in 1969,125 PVDF has

started to be intensively studied as a ferroelectric polymer material.

The molecular chain of PVDF can take three different conformations as shown

in Fig. 3.1, namely, TT, TGTG′ and T3GT3G
′ (T: trans, G: gauche) conformations.

In addition when the polymers are crystallized, their molecular chains are packed in

parallel or antiparallel to each other. Thus depending on these conformations and

packing forms, PVDF is expected to show six different crystal forms as shown in

Fig. 3.2. Among them, the existence of five crystal forms except for the form VI

have been experimentally confirmed although in most cases PVDF shows the form

II or form I.

In the molecular chains, each VDF unit (-CH2CF2-) has a large electric dipole
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moment (2.1 debye/monomer)∗ between the hydrogen and fluorine pairs due to the

difference in electronegativity. When the molecular chains take parallel packing

forms, the polymer crystal shows some spontaneous polarization corresponding to

the overall vector sum of the dipole moments. Thus the form I, III and IV exhibit

order-disorder type ferroelectricity. Among these three ferroelectric crystal forms,

the form I shows the strongest ferroelectricity because the dipole moments of all

VDF units are aligned in one direction in this crystal form. However, the most

stable crystal form of PVDF at room temperature is not the ferroelectric phase but

the paraelectric phase of form II. Therefore, in order to utilize PVDF as ferroelectric

material, it is required to transform the crystal form from the form II to form I by

some special preparation processes such as uni-axial drawing, annealing and applying

strong electric field.

3.2.2 Copolymer of Vinylidene Fluoride and Trifluoroethy-

lene

In contrast to PVDF, the copolymers of VDF and trifluoroethylene (P(VDF/TrFE))

with VDF content of 12 – 82% are directly crystallized into the ferroelectric phase at

room temperature without any special preparations.126 Thus the ferroelectric phase

crystal of P(VDF/TrFE) can be easily obtained by spin-coating or cast method. In

particular, when the VDF content is within the range of 50 – 80%, the copolymers

show remarkably strong ferroelectric nature such as abnormal dielectric behavior

around the Curie temperature (TC). The ferroelectric phase P(VDF/TrFE) takes

quite similar crystal form to the form I of PVDF though the lattice constants are

a little expanded along the a-axis and b-axis.127 Hereafter the ferroelectric phase

crystal form of P(VDF/TrFE) will be also referred to as form I.

The structural changes during the thermal phase transitions of P(VDF/TrFE)

have been extensively studied by X-ray and electron beam diffraction methods and

infrared and Raman absorption spectroscopies. For instance, Koga et al. presented

the phase diagram of P(VDF/TrFE) crystal structures as a function of the VDF

content and temperature128 as shown in Fig. 3.3. When the form I crystal of

P(VDF/TrFE) was heated beyond TC, the crystal form is changed into so-called

“rotator-phase” where the molecular chains are hexagonally packed taking the con-

formation of TT, TG and TG′ random combinations.129,130 In this phase, the molec-

ular chain suffers from a rotational fluctuation along its molecular axis so that the

crystal shows no net polarization and exhibits paraelectric behavior. The crystal

forms of ferroelectric and paraelectric phases are schematically depicted in Fig. 3.4

∗For example, BaTiO3 shows about 3.1 debye per unit cell at room temperature.
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Figure 3.2: Schematic drawings of six different crystal forms of PVDF. (a) Form I
(β-type). (b) Form VI. (c) Form IV (δ-type). (d) Form II (α-type). (e) Form III
(γ-type). (f) Form V (ε-type).
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Figure 3.3: Phase diagram of P(VDF/TrFE) crystal structures which was proposed
by Koga et al.128

(b) Rotator Phase (Hexagonal Structure)(a) Ferroelectric Phase (Orthorhombic Structure)

a = 0.894 nm

b 
=

 0
.5

16
 n

m

0.
57

5 
nm

Figure 3.4: The crystal structures of (a) ferroelectric phase and (b) paraelectric
rotator phase of P(VDF/TrFE).
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The crystallinity of the P(VDF/TrFE) is drastically improved by annealing at a

temperature between TC and melting point (Tm).131 In general, the crystallinity of

single component polymers is better than that of its related copolymers. However,

in the case of P(VDF/TrFE), its crystallinity is much better than that of PVDF.

As a result, the copolymer shows better characteristics in terms of its ferroelectric

properties such as piezoelectricity and pyroelectricity.

3.2.3 P(VDF/TrFE) Thin Films on HOPG Surfaces

Recently, Bune et al. revealed that the P(VDF/TrFE) thin film can maintain its

ferroelectricity even when its thickness is reduced to 3 – 4 nanometers.132 This result

opened a wide variety of future applications to the organic thin film devices. As

the film thickness is reduced, the effects of film/substrate and film/air interfaces are

getting more and more evident. Therefore, in order to realize the practicable thin

film devices of P(VDF/TrFE), it would be of great importance to elucidate the local

structural and electrical properties of P(VDF/TrFE) thin films. Although the bulk

materials of P(VDF/TrFE) were already studied in detail, the properties in thin

film state have rarely understood yet.

The sample used in this study was the P(VDF/TrFE) thin film spin-coated

on HOPG surface. The VDF content of the copolymer was 73%. The copolymer

of this VDF content shows ferro-to-paraelectric phase transition at about 100 –

120◦C during the heating process while para-to-ferroelectric phase transition occurs

at about 80 – 90◦C during the cooling process.127 The melting point (Tm) of the

copolymer is about 150◦C. Note that these values for the Curie points (TC) and

Tm were reported on the samples in a bulk state. Namely, TC and Tm for the

P(VDF/TrFE) thin films have not been clarified yet.

So far, the structural and electrical properties of the sample were intensively

studied by Chen et al.5,133–136 They investigated the dependence of the surface mor-

phology and the film crystallinity on the annealing temperature using AFM.5 The

result revealed that the appropriate annealing condition is 140◦C for 2h. They found

that the sample prepared with this condition is composed of some “rod-like grains”

as shown in Fig. 3.5 although the formation mechanism of the grains still remains

unclear.

They also studied the electrical property of the sample using piezoelectric re-

sponse imaging,134–136 which revealed the alignment of the electric dipole moments

within the film (Fig. 3.6). The dipoles near the film/substrate interface are some-

how aligned in the negative direction by the film/substrate interaction and cannot

be “switched” by applying the electric field between the conductive AFM tip and
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Figure 3.5: The AM-DFM image of the P(VDF/TrFE) thin film annealed at 140◦C
for 2 h (1 µm × 1 µm).

Electric Dipole Moment

Frozen Layer

Switchable Layer

HOPG

P(VDF/TrFE) Thin Film Tip

+

-

Figure 3.6: A schematic model showing the alignment of the electric dipole moments
within the P(VDF/TrFE) thin film annealed at 140◦C for 2 h.134–136
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ceramic heater

sample

thermocouple

heater electrode (+)heater electrode (-)

bias electrode (-)

bias electrode (+)

Figure 3.7: The schematic drawing of the sample holder for the VT-DFM. The film
temperature is measured with a thermocouple sensor and controlled by heating a
small ceramic heater which is in contact with the backside of the sample.

the HOPG substrate. And hence they referred to this quenched layer as “frozen

layer”. Therefore, the post-annealed sample always shows negative surface poten-

tial with respect to the HOPG substrate. On the other hand, the dipoles in the rest

part of the film (“switchable layer”) can be switched by an external electric field.

In view of its applications to the organic thin film devices such as ultrahigh-density

data storage media, the temperature dependence of the electric dipole moments has

to be elucidated. This is one of the major motivations for the in-situ AM-KFM

measurements described in this chapter.

3.3 Experimental

3.3.1 Experimental Setup

All the experiments described in this chapter were performed under ambient condi-

tions with a commercially available variable-temperature DFM (VT-DFM) system

(JEOL: JSPM-4200). Figure 3.7 shows a schematic drawing of the sample holder

for the VT-DFM system. The sample was heated with a small ceramic heater which

was in contact with the backside of the graphite substrate. The thermocouple sen-

sor was directly attached to the sample surface, in order to measure the surface

temperature of the film accurately. The temperature control was made by a PID

feedback controller (Shimaden: FP21). The sample was fixed with the two metal

fittings which also make the electrical connection between the sample and the bias

electrode. The whole DFM unit was covered with a glass bell jar in order to pre-
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vent the disturbance due to the air convection during the heating and the cooling

processes.

The Si cantilever (Olympus) with a resonance frequency of about 300 kHz and

a nominal spring constant of 20 N/m was used for the AM-DFM imaging. The

typical Q-factor measured under an ambient condition was about 300. During the

AM-DFM imaging, the tip and the sample were electrically grounded. The tip-

sample distance regulation was made in constant amplitude mode. As an amplitude

detector, a single-chip RMS-to-DC converter equipped with the JSPM-4200 was

used without any modifications.

The gold-coated Si cantilever (Olympus) with a resonance frequency of about 24

kHz and a nominal spring constant of 1.7 N/m was used for the AM-KFM imaging.

The ac and dc bias voltage were applied between the tip and the sample during the

AM-KFM imaging. The amplitude and the frequency of the ac bias modulation

voltage were 2.8 Vp-p and 4 kHz, respectively. Due to the bias modulation, the

electrostatic force and the resultant cantilever deflection were modulated at the same

frequency. Then the modulated deflection signal was detected by a lock-in amplifier

(NF: 5610B). The KFM bias feedback regulation was made using a proportional

feedback controller equipped with JSPM-4200.

3.3.2 Sample Preparation

The molecules used in this experiment were P(VDF/TrFE) with 73% VDF content.

The copolymer shows ferro-to-paraelectric phase transition at about 100 – 120◦C

during the heating process while para-to-ferroelectric phase transition occurs at

about 80 – 90◦C during the cooling process.127 The melting point (Tm) of the

copolymer is about 150◦C. Note that these values for the Curie points (TC) and Tm

were reported on the samples in a bulk state.

After P(VDF/TrFE) powder was dissolved in methylethylketone, the solution (5

mg/ml) was deposited onto a freshly cleaved graphite substrate using spin-coating

method. The thickness of the film ranged from 20 to 50 nm depending on the spin-

coating conditions. The obtained thin film was crystallized by annealing at 140◦C

for 2 h. As for the in-situ imaging of the crystallization process, the annealing

treatment was performed under an ambient condition and the structural changes

during this annealing process were directly visualized by AM-DFM. As for the other

experiments, the sample was annealed under a vacuum condition and the post-

annealed sample was used for the AM-DFM and AM-KFM experiments.
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Figure 3.8: The AM-DFM image of the P(VDF/TrFE) thin film just after the spin-
coating (1 µm × 1µm). The image was taken with a relatively strong tip-sample
interaction force (Hard-Force Imaging).

3.4 Crystallization Process of P(VDF/TrFE)

Thin Films

Heating Process

Figures 3.8 shows an AM-DFM image of the copolymer thin film immediately after

the spin-coating. The image was taken with a relatively strong tip-sample inter-

action force (hard-force imaging). This image is rather obscure and no distinctive

structures can be observed. No reproducibility could be obtained under this condi-

tion, probably because the film was deformed by the strong tip-sample interaction

force. The same sample was imaged with relatively weak tip-sample interaction

force (light-force imaging) as shown in Fig. 3.9(a). The image clearly reveals that

the as-deposited film consists of closely packed spherical grains with diameters of 20

– 50 nm. These results suggested that most of the film is covered with amorphous

regions which are too soft to be imaged by hard-force imaging. In other words, it

was found that even such a very soft surface can be imaged by light-force imaging.

Therefore, light-force imaging was used to image the film at the beginning of the

heating process.

Figure 3.9 shows a series of AM-DFM images obtained in the heating process

from room temperature (25◦C) to the annealing temperature (140◦C). While the

film was heated from 25◦C to 100◦C, adjacent small grains gradually formed clusters.
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(a) 25 ºC (b) 96 ºC

(c) 123 ºC (d) 136 ºC

Figure 3.9: The AM-DFM images of the P(VDF/TrFE) thin film taken during the
heating process at (a) 25◦C, (b) 96◦C, (c) 123◦C and (d) 136◦C (1 µm × 1µm).
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(b) Light-Force Imaging (c) Hard-Force Imaging

crystallite
amorphous region

cantilever

scan direction

(a) Before Imaging

tip trajectory

scan direction

tip trajectory

Figure 3.10: A schematic model showing the difference between light-force imaging
and hard-force imaging.

Some spherical grains could be still observed in the clusters as shown in Fig. 3.9(b).

However, in the temperature range between 100◦C and 130◦C, it became even

more difficult to image the real surface morphology by light-force imaging. Instead,

hard-force imaging became more useful for revealing the structure of underlying

crystallites, as shown in Fig. 3.9(c). The imaging mechanism can be explained as

follows (Fig. 3.10). Using light-force imaging, the surface morphology can be imaged

even on a very soft surfaces such as amorphous polymers as shown in Fig. 3.10(b).

Since the structure couldn’t be observed by light-force imaging, the image should

represent not the surface morphology but the surface stiffness variation. In this

experiment, the film is composed of a single molecular species so that the observed

stiffness variation is ascribed to the difference in the molecular packing arrange-

ments, namely, the crystallinity. In general, there is large difference in the stiffness

between the amorphous polymer and the crystal one. Therefore, the grains observed
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Figure 3.11: A schematic model showing the lamella structure of P(VDF/TrFE).

in Fig. 3.9(c) corresponds to the small crystallites hidden under a amorphous layer

as shown in Fig. 3.10(c).

The temperature range where the light-force imaging became unstable was well

corresponds to the reported value for TC in the heating process (100 – 120◦C).

In addition, it was reported that the crystallinity of P(VDF/TrFE) is drastically

improved when it is annealed at a temperature between the TC and Tm. From these

results, it was suggested that the crystallization process of the P(VDF/TrFE) thin

film takes place when the temperature is elevated over TC. During the crystallization

process, the surface structure should be continuously changing so that no surface

information can be obtained by light-force imaging. Thus the hard-force imaging

was used above this temperature range to visualize the structural changes of the

underlying crystallites.

In the temperature range between 130◦C and 140◦C, some crystallites coalescent

into the rod-like grains with a width of 20 – 40 nm as shown in Fig. 3.9(d). The

grain showed not a “round-shaped” structure but a “rod-like” structure. Such an

anisotropic crystal growth can be explained It is known that the P(VDF/TrFE)

with this VDF content is crystallized into the lamella structure (Fig. 3.11) after the

annealing treatment at a temperature between TC and Tm. In addition, the grain

showed anisotropic growth, making up a “rod-like” grain. Thus it was suggested

that the grain is composed of the lamella structure with the molecular axis oriented

in the short-axis direction of the rod-like grain.
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(a) 140ºC (33 min) (b) 140ºC (115 min)

Figure 3.12: The AM-DFM images of the P(VDF/TrFE) thin film taken after an-
nealing at 140 ◦C for (a) 33 min and (b) 115 min (1 µm × 1µm).

Annealing Process

Figures 3.12(a) and 3.12(b) show the AM-DFM images of the P(VDF/TrFE) thin

film obtained during the annealing process at 140◦C for 2 h. In the first stage of

the heating process, it was very difficult to image the same area because the surface

morphology had no evident structural feature which could be used as a landmark

to identify the area. However, the grains formed during the heating process had

distinct features which could be used as landmarks. Thus, as for the annealing and

cooling processes, almost the same area was imaged based on the landmark grain

which is surrounded by a white square in Fig. 3.12.

While the film was annealed at 140◦C, some of the small grains disappeared as

indicated by the white arrow in Fig. 3.12. At the same time, relatively large grains

started to combine with neighboring ones as indicated by the white circle in Fig.

3.12. This tendency continued until about 50 min past from the beginning of the

annealing process, while little change was observed during the remaining 70 min of

the annealing time. These results revealed that the melting of the smaller grains and

the coalescence of the larger grains simultaneously take place during the annealing

process.

Cooling Process

Figures 3.13(a) and (b) show the AM-DFM images of the copolymer film obtained

in the cooling process. During the cooling process, the grains grew in the width until

about 110◦C as shown in Fig. 3.13(a). As a general crystal growth mechanism of
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(a) 132ºC (b) 75ºC

Figure 3.13: The AM-DFM images of the P(VDF/TrFE) thin film taken in the
cooling process at (c) 132 ◦C and (d) 75 ◦C (1 µm × 1µm).

the linear-chain polymers, Hikosaka proposed sliding diffusion mechanism.137 As for

the P(VDF/TrFE), this mechanism is explained as follows.138–141 In the ferroelectric

phase, the chain sliding in the molecular axis direction is prohibited by the large

potential barrier due to the steric hindrance. In the paraelectric phase, the potential

barrier is significantly reduced due to the rotational fluctuation along the molecular

chain (Fig. 3.4(b)). Thus the crystal grows in the c-axis (molecular axis) direction

due to the sliding diffusion at the temperature range between TC and Tm. Therefore,

the observed expansion in the grain width confirmed that the molecular axis is

oriented in the short-axis direction of the rod-like grain.

Little change was observed in the temperature range from 110◦C to 85◦C. How-

ever, fine structures gradually appeared in the grains from 85◦C to 70◦C as shown

in Fig. 3.13(b). This temperature approximately corresponds to TC reported on the

bulk copolymer. Figure 3.14 shows more magnified images obtained before and after

this structural change. The origin of this phenomenon will be discussed in the next

section in relation to the ferroelectric phase transition. After this drastic change,

little change was observed during the rest of the cooling process.

Crystallization Process

From the results obtained in this section, the structural changes during the crys-

tallization process are summarized as follows. The as-deposited film is composed

of some spherical amorphous grains with a diameter of 20 – 50 nm (Fig. 3.9(a)).

When the film is heated, they coalescent into larger grains (Fig. 3.9(b)). As the
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(a) 94ºC (b) 70ºC

Figure 3.14: The AM-DFM images of P(VDF/TrFE) thin film obtained (a) above
(94 ◦C) and (b) below (70 ◦C) TC in the cooling process (800 nm × 800 nm).

(a) (b)

Figure 3.15: A schematic model of showing the inner structure of the rod-like grains.

temperature exceeds TC, the copolymers start to crystallize into the rod-like grains

from the film/substrate interface (Fig. 3.9(c)). The grain is composed of the lamella

crystal as schematically depicted in Fig. 3.15(a). Then further heating makes some

of the rod-like grains coalescent into thicker grains (Fig 3.9(d)). In this process,

some of the molecular chains in one grain should penetrate into the other one due

to the sliding diffusion (Fig. 3.15(b)). Such a diffusion process makes the domain

boundary with in the rod-like grains relatively ambiguous. During the annealing,

smaller grains are eliminated due to the melting (Fig. 3.12). During the subsequent

cooling process the grain width expands because of the sliding diffusion (Fig. 3.13).

This sliding diffusion further makes the above mentioned domain boundary more

and more ambiguous.
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3.5 Ferroelectric Phase Transition Process of

P(VDF/TrFE) Thin Films

3.5.1 AM-DFM Imaging

In this experiment, the post-annealed sample was heated up to just below Tm and

then cooled down to the room temperature. During the heating and cooling pro-

cesses, the surface structures were directly imaged by AM-DFM. Judging from the

results described in the previous section, it is expected that the topmost surface mor-

phology would become quite unstable near Tm. Thus in this experiment, hard-force

imaging was used to visualize the structural changes of the rod-like grains.

Figure 3.16 shows a series of AM-DFM images acquired during the heating and

cooling process. One of the rod-like grains surrounded by a white square in Fig.

3.16 was used as a landmark to confirm the fact that approximately the same area

of the film was imaged. Little change in structure was found until 120◦C. However,

when the temperature exceeded 120◦C, the fine structures suddenly disappeared and

the grains apparently turned smooth as shown in Fig. 3.16(b). The more magnified

AFM images obtained before and after this drastic change are shown in Fig. 3.17.

On further heating, the rod-like grains started melting as shown in Fig. 3.16(c). At

151◦C the melting process almost came to the end as shown in Fig. 3.16(d).

The cooling process was started at this temperature right before the film would

thoroughly melt in order to image the recrystallization process of the same region

based on the landmark grain. As the temperature was decreased, similar structures

to the ones observed before the melt reappeared as shown in Fig. 3.16(e). The fine

structures gradually reappeared in the rod-like grains from 85◦C to 70◦C as shown

in Fig. 3.16(f).

The disappearance and the appearance of the fine structures in the rod-like

grains occurred at almost the same temperatures as TC of the bulk copolymer,

which strongly suggested these structural changes are related to the ferroelectric

phase transitions. Thus the observed structural change should be caused by the

crystal form transition between the ferroelectric phase and the rotator phase (Fig.

3.4).

Since the specific volume of the rotator phase is larger than that of the ferro-

electric phase,127 the copolymer is subject to about 20% contraction at the para-

to-ferroelectric phase transition in the cooling process. When the rod-like grain is

initially formed at an elevated temperature, the copolymer is in the rotator phase

(Fig. 3.18(a)). As the grain is cooled below TC, the grain will be separated into

the fine granular structures because of the contraction (Fig. 3.18(b)). As a result,
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(a) (b)

(c) (d)

(e) (f)

Figure 3.16: A series of AM-DFM images of the P(VDF/TrFE) film (2 µm × 2 µm)
obtained at (a) 43◦C, (b) 124◦C, (c) 146◦C and (d) 151◦C in the heating process,
and obtained at (e) 147◦C and (f) 26◦C in the cooling process.
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(a) Below Tc (b) Above Tc

Figure 3.17: AM-DFM images of the P(VDF/TrFE) film (400 nm × 400 nm) ob-
tained (a) below (25◦C) and (b) above (123◦C) TC in the heating process.

(a) Rotator Phase

(b) Ferroelectric Phase

crystalline regionamorphous-like region

Figure 3.18: A schematic model of the rod-like grain in (a) rotator phase and (b)
ferroelectric phase.
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there exist both densely packed crystalline regions and loosely packed amorphous-

like regions within the rod-like grain. In this process, the quenching effect at the

film/substrate interface may play an important role. This is because if the grain

is totally free from external binding forces, the overall grain structure would suffer

from the contraction (or the expansion) at the ferroelectric phase transition but the

grain should not be divided into fine structures.

On the other hand, another structural change is expected at the ferroelectric

phase transition. In the rotator phase, molecular chains are relatively extended due

to the sliding diffusion. In general, such an extended chain structure is relatively

unstable if the molecule independently exist. However, if the molecule is embedded

in the closely-packed polymer crystal, the molecule is stabilized due to the van

der Waals interaction with the adjacent molecular chains. Therefore, the extended

folding within the rod-like grain is maintained even after the transition from the

rotator phase to ferroelectric phase. On the other hand, if the molecule is at the

topmost surface of the grain, the van der Waals interaction should be much smaller

than that for the one embedded in the grain. Therefore the extended molecular

chain at the grain surface cannot be maintained at the para-to-ferroelectric phase

transition. Instead, it will suffer from the transition into a lamella structure with

a shorter folding period (Fig. 3.18(b)). Otherwise, they will be quenched before

completing the transition, making up some small amorphous grains on the surface

(Fig. 3.18(b)). Such small lamella crystallites and amorphous grains are probably

ascribed to the observed fine structures on the rod-like grains.

3.5.2 AM-KFM Measurements

In order to measure the potential difference between the copolymer thin film and

the HOPG substrate by AM-KFM, the scanning area was selected such that both

regions should be simultaneously imaged. Figures 3.19(a) and (b) show examples

of a topographic image and a surface potential image of such an area, respectively.

These images were simultaneously obtained at 105◦C in the heating process. The

film thickness and the film/substrate potential difference were estimated from the

cross-sectional plots of these images as shown in Fig. 3.19(c) and (d), respectively.

Figures 3.20(a) and (b) show the temperature dependence of the surface potential

difference and the thickness of the film, respectively, in the heating process. The

dotted line in each figure indicates the temperature of the disappearance of the fine

granular structures, namely, TC. Both of the potential difference and the thickness

also drastically changed around this temperature. The surface potential of the film

still increased gradually as the sample was heated above this temperature.
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Figure 3.19: Examples of (a) a topographic image and (b) a surface potential image
of the P(VDF/TrFE) film, which were simultaneously obtained by AM-KFM at
105◦C (1.5 µm × 1.5 µm). Cross-sectional plots measured along the white lines (c)
A – B and (d) C – D.
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Figure 3.20: The temperature dependence of (a) the potential difference between
the film and the substrate and (b) the thickness of the film. These profiles were
obtained from the cross-sectional plots of the several AM-KFM images taken in the
heating process.

Electric Dipole Moment

Frozen Layer

Switchable Layer

HOPG

Figure 3.21: A schematic model showing the alignment of the electric dipole mo-
ments within the P(VDF/TrFE) thin film in rotator phase.
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Chen et al. suggested that the negative surface potential of the copolymer films

with respect to the HOPG substrate is attributed to the dipoles which were aligned

by some interaction with the substrate surface (Fig. 3.6). The result obtained in

this experiment is consistent with the explanation that most of the aligned dipoles

were disordered around TC because of the ferro-to-paraelectric phase transition (Fig.

3.21). Furthermore, the gradual increase of the potential observed above TC could

be explained by the persistent dipoles located near the substrate surface. These

dipoles might have still remained aligned due to the stronger interaction.

The measured thickness of the film was also changed by 13% from about 30 nm to

34 nm at TC as shown in Fig. 3.20(b). This result can be also explained by the crystal

form transition from ferroelectric phase to rotator-phase. So far, an X-ray diffraction

study showed that the copolymer expands by 12% in the direction perpendicular to

the molecular axis at TC in the heating process,127 which corresponds well to the

observed result in our experiments.

3.6 Summary

In this chapter, the AM-DFM applications to the in-situ analyses of thermal phase

transitions were experimentally demonstrated on ferroelectric polymer thin films.

Demonstration of In-situ Analyses of Thermal Phase Transitions

It was demonstrated that a variable-temperature AM-DFM is quite useful for the

direct investigations on various thermal phase transitions of polymer thin films.

1. The AM-DFM images revealed the crystallization process of P(VDF/TrFE)

thin films on a nanometer-scale. The result first demonstrated the in-situ

AM-DFM imaging of crystallization process at an elevated temperature.

2. The AM-DFM images revealed the structural changes during the ferroelectric

phase transition process of P(VDF/TrFE) thin films on a nanometer-scale.

The result first demonstrated the in-situ AM-DFM imaging of ferroelectric

phase transition process.

3. The AM-KFM images revealed the temperature dependence of the surface

potential of P(VDF/TrFE) thin films during the ferroelectric phase transition

process. The result first demonstrated the in-situ AM-KFM measurements

during the thermal phase transition process.
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Light-Force Imaging and Hard-Force Imaging

It was revealed that AM-DFM can provide different types of information on the sam-

ple using light-force imaging and hard-force imaging. In order to visualize thermal

phase transition processes of polymers, it is essential to choose these two operation

modes appropriately.

1. Using light-force imaging, the topmost surface morphology can be imaged

even on an extremely soft surface. Thus the structural changes of amorphous

polymer surfaces can be imaged.

2. Using hard-force imaging, surface stiffness variation can be mapped. In the

crystallization process, the crystallites formed under an amorphous layer can

be imaged. In the melting and recrystallization processes, the solid phase

grains embedded in the liquid phase polymers can be imaged.
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Chapter 4

Molecular-Scale Imaging of
Insulating Organic Surfaces

4.1 Introduction

One of the most distinctive features of FM-DFM is capability of imaging insulating

surfaces with true-atomic resolution.24 Since most of the organic materials are in-

sulating, FM-DFM applications to the organic systems are particularly important.

In 1997, Fukui et al. presented molecular-scale images of formate ions adsorbed on

TiO2(110)-(1×1) surface,53 which was the first demonstration of the true-molecular

resolution imaging of FM-DFM. Since then, many molecular-resolution images were

reported on the different organic systems.53–60,96 However, most of these previous

works were performed on the conductive organic surfaces whose structures and prop-

erties had already been characterized by STM. The only one exceptional result was

presented by Kitamura et al. in 1998, where molecularly-resolved FM-DFM im-

ages were obtained on the bulky polypropylene films. Other than this result, there

have been no reports on FM-DFM imaging of insulating organic surfaces. Namely,

FM-DFM imaging of insulating organic thin films have never been performed so far.

Therefore, it is still unclear what kinds of insulating organic thin films can be imaged

by FM-DFM and whether there are any problems specific to such applications.

In this chapter, the possibilities and the problems of FM-DFM applications to the

molecular-scale investigations on the insulating organic thin films were experimen-

tally demonstrated. The most typical organic thin films which cannot be imaged by

STM are those formed on the insulating substrates. In this experiment, the epitax-

ial growth process of the ferroelectric oligomer thin films deposited on alkali halides

were investigated on a molecular-scale. On the other hand, even if the substrate is

conductive, STM investigations on the relatively thick (typically > 2 nm) films are

impossible. In this experiment, FM-DFM imaging was performed on the alkanethiol

monolayers composed of the relatively longer-chain molecules.
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STM Chamber

Load-lock Chamber Sample Preparation Chamber

DFM Chamber

Figure 4.1: Schematic drawing of UHV-SPM system used in this experiment. The
system is composed of four chambers; load-lock chamber, sample preparation cham-
ber, STM chamber and DFM chamber.

4.2 Experimental

All the experiments described in this chapter were performed under UHV conditions

with a commercially available UHV-SPM system (JEOL: JSTM/AFM-4500XT).

Figure 4.1 shows a schematic drawing of the UHV-SPM system, which is composed

of four chambers; a load-lock chamber, a sample preparation chamber, an STM

chamber and a DFM chamber. The load-lock chamber is evacuated by a turbo

molecular pump and a rotary pump. Each of the sample preparation chamber and

the STM chamber is equipped with a sputtering ion pump and a titanium sublima-

tion pump. The DFM chamber is directly connected to the STM chamber and has

no pumping system. The base pressure in these chambers is usually maintained at

a pressure of better than 5 × 10−7 Pa.

The highly-doped n-Si cantilever (Nanosensors: NCH) with a resonance fre-

quency of about 300 kHz and with a nominal spring constant of 40 N/m was used
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sample

metal fittings

bias electrode

Figure 4.2: Schematic drawing of the sample holder for the UHV-SPM system.

for both FM-DFM and FM-KFM. The typical Q-factor measured under an UHV

condition was 30,000. The resistivity of the cantilever was 0.01 – 0.025 Ωcm. In order

to reduce the contamination on the tip apex, the cantilevers were annealed at 150◦C

for several hours in the sample preparation chamber before use. The cantilever was

vibrated in constant excitation mode. The tip-sample distance regulation was made

in constant frequency shift mode. As a frequency shift detector and an amplitude

detector, a single-chip PLL circuit and a single-chip RMS-to-DC converter equipped

with the JSTM/AFM-4500XT were used.

Figure 4.2 shows the schematic drawing of the sample holder used in this exper-

iment. Since all the parts of this holder are made of metal, it has uniform electrical

potential determined by the sample bias voltage. In this experiment, both the tip

and the sample bias were continuously grounded during the FM-DFM imaging. As

for the gold substrates, they are electrically connected to the sample bias electrode

through the metal fittings. Thus the potential of the substrate can be controlled by

changing the bias voltage. On the other hand, alkali halide substrates are purely

insulating and hence their potential cannot be directly controlled. In this case, the

sample holder itself will serve as an opposite electrode with respect to the tip.

During the FM-KFM imaging, the ac and dc bias voltages were applied between

the tip and the bias electrode. The amplitude and the frequency of the ac bias mod-

ulation voltage were 7 Vp-p and 2 kHz, respectively. Due to the bias modulation,

the electrostatic force and the resultant frequency shift were modulated at the same

frequency. Then the modulated frequency shift was detected using a lock-in ampli-

fier (NF: 5610B). The KFM bias feedback regulation was made using a home-built
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feedback electronics.

4.3 Vinylidene Fluoride Oligomer Thin Films on

KCl(001) Surfaces

4.3.1 Vinylidene Fluoride Oligomer

PVDF and P(VDF/TrFE) have been used for the practical applications such as

pyroelectric sensors and electromechanical tansducers. Nevertheless, there have been

pointed out some problems for the future applications to the ultrathin film devices.

For example, in general, polymer thin films are formed by relatively easy methods

such as spin-coating and cast method. However, it is very difficult to precisely

control the film thickness with these techniques. Although layer-by-layer growth of

P(VDF/TrFE) thin films was recently demonstrated by Bune et al. using Langmuir-

Blodgett technique,142 those films obtained by such a wet process often contains

many impurities and water molecules. The problem is that polymer thin films

cannot be obtained by dry processes such as vacuum deposition and molecular beam

epitaxy due to the thermal decomposition of the molecules.

The oligomer of VDF is one of the possible solutions for this problem. Since

VDF oligomer thin films can be prepared by dry processes with a precise control

of their thickness, some research groups have recently begun to study fundamental

properties of this material.143–146 For example, Yoshida et al. investigated thin films

of (CF3)2CF-(CH2CF2)10-I, which revealed the dependence of molecular orientations

on substrate temperature during the vacuum deposition process.143 Herman et al.

prepared CCl3-(CH2CF3)n-Cl thin films and examined the effect of molecular length

on their crystal structure.144,145

The VDF oligomer used in this study was CF3-(CH2CF2)17-I. Figure 4.3 shows

molecular conformations and packing arrangements of the VDF oligomers in the

form I and form II. Since the molecules have linear structure compared to other

VDF oligomers synthesized so far, they are relatively easy to crystallize into the

form I crystal with all-trans conformation. In fact, this molecule is the only VDF

oligomer whose ferroelectricity have been experimentally demonstrated.147

So far, Noda et al. performed detailed X-ray diffraction studies on the crystal

structures and molecular orientations of VDF oligomer thin films deposited on alkali

halides.146 In particular, they reported that VDF oligomer thin films deposited on

KCl(001) surfaces show clear epitaxial growth with their molecular axes oriented in

the KCl〈110〉 directions. The film is composed of characteristic superlattice struc-

tures as shown in Fig. 4.4, reflecting the four-fold symmetry of the KCl(001) surface.
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Figure 4.3: Schematic models of VDF oligomer crystals in the form I (a, c) and in
the form II (b, d).
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KCl
[110]

Figure 4.4: AM-DFM image of VDF oligomer thin film deposited on KCl(001)
surface (8 µm × 8 µm). The film thickness was about 40 nm.

Hereafter this superlattice structure is referred to as a “rod-like structure”.

Epitaxial growth process of such molecular superstructures are of great impor-

tance in view of its applications to the molecular orientation control. In particular,

alkali halide substrates have been often used for making molecular thin films with

high crystallinity and well-controlled molecular orientations.148–152 For example,

Shimada et al. demonstrated fabrication of the molecular nano-structures by tak-

ing advantage of molecular epixtaxy on alkali halides.153 Although these epitaxial

growth processes have been explained by electrostatic and van der Waals interac-

tions between the films and the substrates, the molecular-scale description of the

growth mechanisms have not been obtained yet.

The VDF oligomer has many excellent features for the applications to organic

thin film devices. In order to realize such applications, it is essential to elucidate

their fundamental properties in a thin film state. In this study, in order to reveal

the epitaxial growth process of the VDF oligomers on KCl(001) surfaces, the initial

stage of the film growth process was investigated by FM-DFM on a molecular-scale.

4.3.2 Sample Preparation

The VDF oligomer thin films were epitaxially grown on a freshly cleaved KCl(001)

surfaces by vacuum deposition at a substrate temperature of 60◦C. The deposition

rate was about 0.1 nm/min, which was monitored using a quartz oscillator. The

estimated thickness of the films were less than a few molecular layers. Immediately
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KCl
[110]

Figure 4.5: FM-DFM image of VDF oligomer thin film deposited on KCl(001) sur-
face (2 µm × 2 µm, ∆f = −5 Hz, Ap-p = 15 nm). The film thickness was a few
monolayers.

after the deposition, the sample was transferred from the deposition chamber to the

UHV-FM-DFM chamber through the air.

4.3.3 Results and Discussion

Rod-like Grains

In order to investigate the initial stage of the epitaxial growth process, VDF oligomer

thin films with a thickness of less than a few monolayers were prepared. Figure

4.5 is a typical FM-DFM image of the sample, showing some nuclei of the rod-

like structures seen in Fig. 4.4. Hereafter these nuclei are referred to as “rod-like

grains”. Since the two atomic steps found in this image are nearly perpendicular

to each other, they should be oriented in the KCl〈100〉 directions. Therefore, the

image revealed that the rod-like grains grow in the KCl〈110〉 directions, which well

confirmed the result reported by Noda et al.146

Stripe Structures

Figure 4.6(a) is an FM-DFM image of some of the rod-like grains seen in Fig. 4.5.

This figure shows that each rod-like grain consists of some stripes oriented in the

KCl〈110〉 directions. Figures 4.6(b) and (c) are cross-sectional plots of the bright

lines A – B and C – D indicated in Fig. 4.6(a), respectively. The plot A – B

shows that the distance between two neighboring molecular layers is about 0.43 nm,
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Figure 4.6: (a) FM-DFM image of a VDF oligomer thin film with a thickness of a
few monolayers on a KCl(001) surface (150 nm × 150 nm, ∆f = −20 Hz, Ap-p =
15 nm). (b, c) Cross-sectional plots measured along the bright lines A – B and C –
D. (d) A schematic model of the observed stripe structures.
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Figure 4.7: (a) FM-DFM image of one of the rod-like grains seen in Fig. 4.5(b) (10
nm × 10 nm, ∆f = −60 Hz, Ap-p = 15 nm). (c) A more magnified FM-DFM image
taken on a rod-like grain (4 nm × 2 nm, ∆f = −60 Hz, Ap-p = 15 nm). (b) A
cross-sectional plot measured along the bright line A – B indicated in (a).

which is close to the half unit cell length of the crystal form I in the a-axis direction

(a/2 = 0.429 nm, see Fig. 4.3(a)). In addition, the plot C – D shows that the

distance between two adjacent stripes is about 4.4 nm, which corresponds well to

the molecular length of VDF oligomer in all-trans conformation (4.35 nm, see Fig.

4.3(c)). From these results, the molecular arrangements within the rod-like grains

can be described as shown in Fig. 4.6(d). Namely, the film consists of the form I

crystal with the a-axis perpendicular to the surface while the b-axis (polar axis) is

oriented in the KCl〈110〉 directions.

Figure 4.7(a) is a molecularly-resolved FM-DFM image taken on one of the rod-

like grains. Figure 4.7(b) is a more magnified image of the rod-like grain, which

clearly shows individual molecular chains. Figure 4.7(c) is a cross-sectional plot

measured along the bright line A – B indicated in Fig. 4.7(a). This plot shows that

the distance between two neighboring molecules is about 0.5 nm, which roughly

equals to the unit cell length of the crystal form I in the b-axis direction (b =

0.491 nm, see Fig. 4.3(a)). This result also confirms the above-mentioned structural

model of the rod-like grains (Fig. 4.6(d)). Besides the molecular features, some

height corrugation was found in this image as indicated by the white circles. The

origin of this corrugation will be discussed later.
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Figure 4.8: (a) FM-DFM image of the stripe structures and the underlying
honeycomb-like structures (80 nm × 80 nm, ∆f = −20 Hz, Ap-p = 15 nm). (b)
FM-DFM image of a sub-monolayer film (100 nm × 100 nm, ∆f = −15 Hz, Ap-p =
15 nm). (c) The cross-sectional plot measured along the bright line A–B indicated
in (a). (d) A schematic model showing the relative position of the stripe structures
with respect to the underlying honeycomb-like structures.
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Honeycomb-like Structures

Figure 4.8(a) is an FM-DFM image of a VDF oligomer thin film in the more ini-

tial stage of the epitaxial growth, showing a few stripe structures and an underly-

ing molecular layer composed of “honeycomb-like” structures as indicated by white

hexagonals. The FM-DFM image of a sub-monolayer (Fig. 4.8(b)) revealed that the

underlying molecular layer corresponds to the first monolayer at the film-substrate

interface. These results suggest that the KCl(001) surface is totally covered with

the honeycomb-like structures at the beginning of the epitaxial growth, and then

the stripe structures are formed on top of the first layer. Since the honeycomb-like

structure was found only in the first layer, it was likely to be caused by some inter-

actions between the molecules and the substrate. Figure 4.8(c) is a cross-sectional

plot measured along the bright line A–B indicated in Fig. 4.8(a). The plot showed

that the period of the honeycomb-like structure in KCl[110] direction is about 5 nm.

It was found that the stripe structure consisted of a series of bright spots as

shown by some white arrows indicated in Fig. 4.8(a). This result suggested that

the molecules tend to adsorb on the preferred sites in the honeycomb-like structure.

In fact, similar height variation was found even in the more tightly packed stripe

structure as shown in Fig. 4.7(a) indicated by white circles. From Fig. 4.8(a), the

relative position of the stripe structure with respect to the underlying honeycomb-

like structure was depicted in Fig. 4.8(d). As shown in this structural model, it was

revealed that the stripe structure grows along the zigzag line of the honeycomb-like

structure oriented in KCl[110] direction.

Imaging Mechanism of Honeycomb-like Structure

Figure 4.9 is the FM-DFM image of the honeycomb-like structure taken on a smaller

scale. The image clearly showed three different contrasts within the hexagonal

unit of the honeycomb-like structure as indicated by the bright arrows (i)−(iii).

However, the molecular arrangements within the honeycomb-like structures could

not be imaged in this experiment. Since a lateral resolution of 1 nm can be mostly

achieved by FM-DFM, the resolution for the image seems to be much lower than

expected.

This low spatial resolution seems to be strongly related to the variations in the

electrostatic tip-sample interactions. The tip-sample interaction force mainly con-

sists of three components such as van der Waals force (FvdW), chemical interaction

force (Fchem) and electrostatic force (Fes). Since FvdW is dependent only on the tip-

sample distance, this force component does not prevent the high-resolution imaging

if the surface is sufficiently flat. Although Fchem on the iodine atom located at the
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(iii) dark

Figure 4.9: FM-DFM image of the honeycomb-like structure (10 nm × 10 nm,
∆f = −20 Hz, Ap-p = 15 nm).

end of the molecule may be different from that on the main molecular chain, the

variation is not likely to prevent the high-resolution imaging. This is because true-

molecular resolution was successfully obtained on the higher molecular layers as

shown in Fig. 4.7. On the other hand, if there is large surface potential variation on

the surface, Fes would significantly affect the image resolution due to its relatively

long interaction range.

Since the low resolution was found only at the very interface between the film and

the substrate, the charge transfer at the interface should be ascribed to the surface

potential distribution. In particular, the chemically reactive iodine site may have a

different electrostatic potential from that of the main molecular chain. Therefore,

the result suggested that the bright spots indicated by the arrow (i) in Fig. 4.9

corresponds to the sites of the iodine atoms while the dark spots indicated by the

arrow (iii) represents the main molecular chain. The intermediate contrast indicated

by the arrow (ii) reflects the electrostatic interaction from the adjacent two iodine

sites.

Amplitude Variations

Figure 4.10(a) is the FM-DFM image taken on the sub-monolayer of VDF oligomers,

showing the KCl(001) surface and the first and the second molecular layers (MLs).

The amplitude variation of the cantilever vibration during the FM-DFM imaging
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Figure 4.10: (a) Topographic and (b) amplitude images of VDF oligomer thin films
on KCl(001) surface (150 nm × 150 nm, ∆f = −15 Hz, Ap-p = 15 nm). (c)
Topographic and (d) amplitude images of the area indicated by a white square in
(a) (60 nm × 60 nm, ∆f = −15 Hz, Ap-p = 15 nm).
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Figure 4.11: Bias dependence of the frequency shift and the vibration amplitude
measured on (a) KCl(001) surface and (b) HOPG surface. (a) the gray line is the
plot of the raw data and the red line represents the fitted profile as a quadratic
curve. (b) the red line is the plot of the raw data.

was simultaneously recorded as shown in Fig. 4.10(b). Note that the brighter

contrast corresponds to the larger amplitude. The amplitude image revealed that

the amplitude damping on the KCl(001) surface is larger than that on the VDF

oligomers while the damping on the first ML is larger than that on the second ML.

Figure 4.10(c) and (d) shows the topographic and amplitude images taken on the

area indicated by a white square in Fig. 4.10(a). From the amplitude image, it was

found that the amplitude varies depending on the relative tip position with respect

to the honeycomb-like structure.

Such an amplitude damping takes place if there is any tip-sample potential dif-

ference (Vts). Figure 4.11(a) and (b) are the bias dependence of the frequency shift

and the amplitude measured on KCl(001) and HOPG surfaces, respectively. The

frequency shift showed quadratic dependence on Vts, reflecting the quadratic bias

dependence of electrostatic force (Fes). It was found that the amplitude is damped
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Figure 4.12: FM-KFM images of the sub-monolayer of VDF oligomers on KCl(001)
surface. (a) Topographic image. The height of the KCl(001) surface was assumed to
be 0 nm. (b) Amplitude image. The amplitude of the freely oscillating cantilever was
assumed to be 100%. (c) Surface potential image. The tip potential was assumed
to be 0 V. (500 nm × 500 nm, ∆f = −10 Hz, Ap-p = 15 nm)

with increasing Vts and the dependence is well fitted as a quadratic curve. In the

case of KCl(001) surface, since the thickness of the sample was about 0.5 mm, the

bottom electrode was located far below the tip position. Thus the observed bias

dependence was relatively weak. However, when the bias curve was measured on a

conductive surface such as HOPG, the bias dependence was much stronger as shown

in 4.11(b). These bias curves revealed that the amplitude variation can be induced

by the surface potential variation.

In FM-DFM operated in constant excitation mode, the magnitude of the am-

plitude damping signifies the dissipation of the cantilever vibration energy. The

detailed discussions on the energy dissipation induced by the electrical interaction

will be presented in the chapter 5.

Surface Potential Measurement

Using FM-KFM, it is possible to obtain topographic and surface potential images

at the same time. In addition to these two images, the amplitude variation was

also recorded during the FM-KFM imaging of the sub-monolayer of VDF oligomers

as shown in Fig. 4.12. The surface potential image (Fig. 4.12(c)) revealed that

the KCl(001) surface has about 1 V higher potential than that of the monolayer.

However, the image contrast was not so clear compared to those of topographic and

amplitude images. In this experiment, the bottom electrode was separated from

the tip by the insulating KCl substrate with a thickness of about 0.5 mm. Thus

the electric field was not well concentrated at the vicinity of the tip apex, which

lead to such a low spatial resolution of the surface potential image. In that sense,
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the electrostatic force detected by the cantilever was not localized but was averaged

over some area of the sample surface. Although the qualitative potential relationship

between the film and the substrate in the observed potential image should be correct,

the quantitative analyses would be impossible in such a situation.

The amplitude image (Fig. 4.12(b)) showed that the amplitude on the film was

larger than that on KCl(001) surface. Since the bias feedback regulation minimizes

the electrostatic tip-sample interaction force, the amplitude variation was expected

to be suppressed during the KFM imaging. However, the result revealed that such

a bias compensation does not work well in the case of insulating surface. In order

to cancel out the electrostatic interaction, the surface potential variation within the

lateral extent of electric field between the tip and the surface should be negligible

and the vertical extent of the potential variation should be much smaller than the

tip-sample separation. In this experiment, it was impossible to meet these conditions

due to the following reasons. First, there was large electric dipole moment within

each molecule comprising the monolayer. Secondly, the ionic KCl(001) surface has

periodic potential variation on a atomic-scale. Thirdly, the sample was purely in-

sulating so that some stray charges might be trapped on the surface. Fourthly,

the electric field was not well localized at the tip apex because of the large sepa-

ration between the tip and the bottom electrode. And finally, even if the dc term

of the electrostatic force could be canceled out, the remaining ac term of the bias

modulation voltage would induce some electrostatic interaction.

From the topographic image (Fig. 4.12(a)), it was found that the VDF oligomer

was imaged as 1 nm higher than the KCl(001) surface, which was about twice as

large as the value expected from the crystal structure. The electrostatic interac-

tion induces both negative frequency shift and amplitude damping as shown in Fig.

4.11. The topographic artifacts in FM-DFM images can be induced not only by

the additional frequency shift due to the electrostatic interaction but also by the

amplitude variations because the frequency shift is strongly dependent on the vi-

bration amplitude. Therefore, the observed topographic artifact should be caused

by the remaining variations in the electrostatic interaction force which could not be

compensated by KFM bias feedback regulation.

Structural Model of Honeycomb-like Structure

Figure 4.13(a) shows a possible schematic model showing the inner structure of

the honeycomb-like structure. Hereafter, the reasons which supports this structural

model are described. Note that the KCl[110] and KCl[11̄0] directions are assumed

as shown in Fig. 4.13(a).

The two opposite sides of the hexagonal unit of the honeycomb-like structure
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Figure 4.13: (a) A schematic model showing the inner structure of the honeycomb-
like structure. (b) Basic unit of the honeycomb-like structure. (c) Packing arrange-
ments within the honeycomb-like structure.
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is separated by about 5 nm. Thus the repeating period in the KCl[11̄0] direction

is about 8.7 nm (Fig. 4.13(a)). Since the length is twice as large as the molecular

length in the all-trans conformation, the basic unit of the honeycomb-like structure

should be composed of the two molecules with antiparallel orientations as shown in

Fig. 4.13(b).

Since the rod-like grain shows clear epitaxial growth on the KCl(001) surface,

the molecules in the honeycomb-like structure should have the same crystallographic

structure and orientation as those in the rod-like grains. Namely, b-axis (polar axis)

of the molecule should be oriented in the KCl[110] direction.

The lattice constant of the form I crystal in the b-axis direction is 0.491 nm

while the repeating period of KCl(001) surface in the KCl[110] direction is 0.445

nm. Assuming that the 0.445n = 0.491(n−1), n becomes 10.67. Thus the first layer

formed on the KCl(001) surface should have a repeating period of 0.445×11 = 4.90

nm in the [110] direction, which well agrees to the period of the honeycomb-like

structure in KCl[110] direction (about 5 nm, see Fig. 4.8). Therefore, there should be

10 molecules within one repeating unit of the honeycomb-like structure in KCl[110]

direction.

As discussed before, the bright spots seen in the honeycomb-like structure should

correspond to the adsorption sites of the iodine atoms. In Fig. 4.13(a) the iodine

atoms are indicated by some oval-shaped lines. In this model, the angle between

the row of iodine atoms and the molecular chain (θ) becomes about 60◦. In order

to avoid the steric hindrance between the iodine atoms, two adjacent molecules will

be packed with their molecular position in c-axis (main chain) direction shifted by

a lattice constant (c = 0.256 nm) with each other (Fig. 4.13(c)). Thus the angle

θ is given by θ = tan−1(0.491/0.256) � 62◦, which is close to the above mentioned

angle of 60◦.

In the packing arrangement shown in Fig. 4.13(c), the molecules are stabilized by

the inter-molecular van der Waals interaction. However, since the iodine adsorption

sites are expected to have different potential from that of the main molecular chain,

the electrostatic repulsion will increase the total energy of the system. Thus when

the number of the molecules is increased, the instability due to the electrostatic

repulsion will exceed the stabilization owing to the van der Waals interaction. In

the case of the observed honeycomb-like structure, the molecules are packed as shown

in Fig. 4.13(c) due to the van der Waals stabilization if the number of the molecules

is less than five. Then the next molecule will be adsorbed on the shifted position

in c-axis direction so as to make the distance between the iodine adsorption sites

maximized. This is the driving force to make up the hexagonal arrangement of the

iodine adsorption sites as shown in Fig. 4.13(a).
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Figure 4.14: A schematic models of the four different packing arrangements in the
honeycomb-like structure.

Domains of Honeycomb-like Structure

Four packing arrangements with different orientations are conceivable in the

honeycomb-like structure as shown in Fig. 4.14. The one shown in 4.14(a) cor-

responds to that shown in Fig. 4.13(c). Another arrangement shown in 4.14(b) is

mirror-symmetrical to the one shown in 4.14(a) with respect to the KCl[110] direc-

tion. Reflecting the four-fold symmetry of KCl(001) surface, there should be other

two arrangements shown in 4.14(c) and (d) whose orientations are rotated by 90◦

from those shown in 4.14(a) and (b), respectively.

Corresponding to these four different packing arrangements, four different do-

mains of honeycomb-like structure are conceivable as shown in Fig. 4.15. For

example, Fig. 4.16(a) is an FM-DFM image taken on a domain boundary of two
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Figure 4.15: A schematic models showing the four different domains of the
honeycomb-like structure.
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KCl
[110]

(b)(a)

KCl
[110]

Figure 4.16: FM-DFM images of a VDF oligomer monolayer on KCl(001) surface.
(a) 150 nm × 150 nm, ∆f = −20 Hz, Ap-p = 15 nm. (b) 50 nm × 50 nm, ∆f = −20
Hz, Ap-p = 15 nm.

different honeycomb-like structures. Their orientations are different by about 90◦

as indicated by two black arrows, reflecting the four-fold symmetry of the KCl(001)

surface. Since the rod-like grains are formed on the honeycomb-like structures, the

subsequent epitaxial growth directions of the rod-like structures might be determined

by the orientations of the underlying domains. Figure 4.16(b) is a more magnified

image of the domain boundary, which shows that the honeycomb-like structures at

the very domain boundary is a little distorted. Thus the difference in orientation of

the two domains is slightly deviated from 90◦ as shown by black arrows.

Second Molecular Layer

In the FM-DFM image shown in Fig. 4.17(a), some stripe structures along the

KCl[110] direction are observed. The distance between the two adjacent stripes was

about 4.4 nm, which corresponds to the molecular length in all-trans conformation.

Thus the inner structure of the stripes should be the same as the one shown in Fig.

4.6(d). Figure 4.17(b) is the FM-DFM image taken on the same structure with a

larger frequency shift (∆f = −60 Hz), which showed the individual molecules closely

packed with an inter-molecular distance of about 0.5 nm. However, the stripes with

a period of 4.4 nm found in Fig. 4.17(a) were not clearly seen in this image.

When the honeycomb mesh was put on the image shown in Fig. 4.17(b), the

iodine adsorption sites well agreed to the bright contrasts in the image. This re-

sult suggested that the image was taken on the second ML formed on top of the
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Figure 4.17: FM-DFM images of a VDF oligomer thin film on KCl(001) surface
with a thickness of 2 MLs. (a) 40 nm × 40 nm, ∆f = −20 Hz, Ap-p = 15 nm. (b)
25 nm × 25 nm, ∆f = −60 Hz, Ap-p = 15 nm. (c) A schematic model showing the
relative positions of the molecules in the second layer with respect to the underlying
honeycomb-like structure. (d) 15 nm × 15 nm, ∆f = −60 Hz, Ap-p = 15 nm.
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honeycomb-like structure as shown in Fig. 4.17(c). When the frequency shift is

relatively small, namely, the tip position is relatively distant from the surface, the

molecular rows are observed due to the van der Waals interaction between the tip

and the second ML. As the frequency shift is increased and the tip is approached

close to the surface, the molecular-scale structure is imaged owing to the short-range

chemical interaction between the tip and the molecules in the second ML while the

electrostatic interaction between the tip and the iodine adsorption sites results in

the large scale image corrugations. Therefore, the true topographic corrugation of

second layer (molecular rows) are not clearly observed when the frequency shift is

increased. This result indicated that such a long-range electrostatic interaction will

affect the image contrast of the FM-DFM image taken even on the second ML.

Figure 4.17(d) is the FM-DFM image taken on the same area with a smaller

scanned area, which clearly shows molecular-scale arrangements within the stripe

structures. As indicated in this image by white lines, the angle between the c-

axis (main chain) direction and the row-like bright contrasts found in the image

was about 60◦, which well agreed to the expectation from the model shown in Fig.

4.13(c). Thus the result also strongly supported the structural model shown in Fig.

4.17(c).

Third Molecular Layer

The FM-DFM image shown in Fig. 4.18(a) shows some rod-like grains, which is

similar to those found in the image shown in Fig. 4.6(a). Figure 4.18(b) shows the

FM-DFM image taken on the area indicated by the white square in Fig. 4.18(a).

In this image, some stripe structures along the KCl[11̄0] direction are observed,

representing the molecular rows. The FM-DFM image shown in Fig. 4.18(c) was

taken on the same area with a smaller scanned area, which clearly showed some

protrusions hexagonally arranged with a separation of about 5 nm. A more high-

resolution image of this structure (Fig. 4.18(d)) revealed the molecular packing

arrangements within the structure.

From the orientation of the molecular axis, this molecular layer is formed on

top of the honeycomb-like structure depicted by the model shown in Fig. 4.15(c)

or (d). For example, when the hexagonal mesh corresponding to the model shown

in Fig. 4.15(c) is put on the image in Fig. 4.18(c), the bright contrasts well agree

to the iodine adsorption sites. The corrugation corresponding to the honeycomb

lattice is smaller than that observed in Fig. 4.17. In addition, the bright contrast

representing the row of the iodine atoms could not be imaged on this molecular

layer. Thus this molecular layer should be higher than the second layer. In this

experiment, three different structures were found in the two-dimensionally grown
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(a)

KCl
[110]

(b)

Figure 4.18: FM-DFM images of a VDF oligomer thin film on KCl(001) surface with
a thickness of 3 MLs. (a) 300 nm × 300 nm, ∆f = −10 Hz, Ap-p = 15 nm. (b) 50
nm × 50 nm, ∆f = −20 Hz, Ap-p = 15 nm. (c) 25 nm × 25 nm, ∆f = −60 Hz,
Ap-p = 15 nm. (d) 10 nm × 10 nm, ∆f = −60 Hz, Ap-p = 15 nm.
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molecular layers; honeycomb-like structure, the second layer (Fig. 4.17) and the one

shown in Fig. 4.18. Thus the image shown in Fig. 4.18 should be taken on the third

ML.

Epitaxial Growth Process

From the results obtained in this experiment, the epitaxial growth process of VDF

oligomer thin films can be described as follows.

Some islands of the honeycomb-like structures are first formed on the KCl(001)

surface (Fig. 4.8(b)). There are some different kinds of honeycomb-like structures

in terms of their orientations (Fig. 4.16). These islands two-dimensionally grow

until the KCl(001) surface is totally covered reflecting the high surface energy of the

KCl(001) surface.

Then the molecules deposited onto the first layer are adsorbed on the preferred

sites in the honeycomb-like structures, making some stripe structures (Fig. 4.8(a)).

The second and third MLs are also two-dimensionally grown to form the super-

structures as shown in Fig. 4.17 and Fig. 4.18. Such a two-dimensional growth

even in the third ML suggested the strong influence of the long-range electrostatic

interaction between the molecules and the KCl(001) surface.

On the third layer, the molecules show three-dimensional growth forming some

rod-like grains in the crystal form I (Fig. 4.6(a)). After that, some of the rod-

like grains grow beyond other grains making a large rod-like structures (Fig. 4.4)

Therefore, the growth direction of the rod-like grain is determined by the orientation

of the underlying honeycomb-like structure at the very interface between the film

and the substrate.

4.4 Alkanethiol Self-Assembled Monolayers on

Au(111) Surfaces

4.4.1 Alkanethiol Self-Assembled Monolayers

In 1983, Nuzzo and Allara demonstrated that the dialkyldisulfides (RS-SR) are

spontaneously organized into highly ordered monolayer on gold substrates.154 Since

then, such spontaneous organization processes called “self-assembly” have been

intensively studied on various combinations of molecular species and substrates

such as organosilicon compounds on hydroxylated surfaces (SiO2/Si, Al2O3/Al and

glass)155–166 and organosulfur compounds on noble metals (gold, silver, platinum

and copper).167–179 Among them, alkanethiol self-assembled monolayers (SAMs) on

Au(111) surfaces are the most well-studied system due to the simple structure of
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(a) Hexadecanethiol (C16)

(b) Octanethiol (C8)
Hydrogen

Sulfur

Carbon

Figure 4.19: Schematic models of alkanethiol molecules used in this experiment. (a)
Hexadecanethiol (C16). (b) Octanethiol (C8).

the molecules and easy preparation process of Au(111) surfaces.

Alkanethiol molecule (Cn; CH3-(CH2)n−1-SH) is composed of a main alkyl chain

and methyl (-CH3) and thiol (-SH) end groups at the both ends of the molecule.

Figure 4.19 shows the molecular structures of the alkanethiols used in this experi-

ment such as hexadecanethiol (C16) and octanethiol (C8). Alkanethiols have such

simple structures that they can be regarded as good prototypes for many other kinds

of organosulfur compounds with different functional groups and repeating units of

molecular chains. On the other hand, clean Au(111) surfaces can be easily obtained

by flame annealing of a gold single crystal or simple vacuum deposition onto a mica

or a glass substrate. Figure 4.20 shows a typical STM image of a clean Au(111)

reconstructed surface showing clear features of 22 ×√
3 structures. Since gold has

no stable oxides, the surface can stably exist even under ambient conditions. Due to

these reasons, alkanethiol SAMs on Au(111) surfaces have been often used as model

systems for the investigations on self-assembling processes.

Alkanethiol SAMs are usually formed by immersing the clean gold substrates

into the dilute (typically 1 mM) solution of alkanethiols at room temperature. The

immersion time varies from several minutes to a few days. During the immersion

molecules are chemisorbed onto the Au(111) surface making up a highly ordered

molecular monolayer.

So far, molecular conformations and packing arrangements within the monolayer

have been intensively studied by a variety of techniques. Studies using reflectance in-
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Figure 4.20: A typical STM image of a clean Au(111) surface formed on a mica
substrate showing 22 × √

3 structures (120 nm × 120 nm, It = 10 pA, Vt = −0.6
V).

0.5 nm

60º

Figure 4.21: Schematic drawing of alkanethiol monolayer formed on Au(111) surface.
It was assumed that the molecule is adsorbed onto the hollow site of the Au(111)
surface although it still remains controversial.
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0.25 nm

(a)

(b)

Figure 4.22: (a) A typical STM image of octanethiol (C8) SAM formed on Au(111)
surface showing some depressions and domain boundaries (30 nm × 30 nm, It = 10
pA, Vt = −0.6 V). (b) Schematic drawing of the etch pits seen in the STM image
of C8 SAM. The depth of the depression is about 0.25 nm which corresponds to the
single atomic step of Au(111) surface.

frared (IR) spectroscopy revealed that the molecules take all-trans conformation with

their molecular axes tilted by about 30◦ from the surface normal.168,169 Transmis-

sion electron diffraction measurements showed that the molecules in the monolayer

are hexagonally packed to form (
√

3 × √
3)R30◦ overlayer of Au(111) surface with

inter-molecular distance of about 0.5 nm.175 Figure 4.21 shows schematic drawing

of alkanethiol monolayer formed on Au(111) surface.

Although these traditional spectroscopic methods have been successfully used

to reveal “averaged” microscopic structures of alkanethiol monolayers, precise de-

scription of local structures such as molecular-scale domain boundaries and de-

fect distributions cannot be directly obtained by these methods. On the other

hand, since STM has true-atomic resolution in real space, it has been often used

for the molecular-scale investigations on the alkanethiol monolayers.180–184 Figure

4.22(a) shows typical STM image taken on octanethiol (C8) SAM on Au(111) sur-
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Figure 4.23: The semilogarithmic plot of the tunneling current vs. tip-substrate
separation for STM imaging of alkanethiol SAMs with a 1 V bias voltage.185,186 The
solid line represents the tunneling current required to be detected in order to image
without touching the surface.

face, which reveals molecular packing arrangements, domain boundaries and round-

shaped depressions. Widrig et al. first presented molecularly-resolved STM im-

ages of alkanethiol SAMs, showing hexagonally-packed (
√

3×√
3)R30◦ structures.180

Schönenberger et al. investigated origin of the depressions found in the STM images

of alkanethiol monolayers,184 which revealed that the depressions are formed by the

etching of gold surface as shown in Fig. 4.22(b).

In spite of these excellent results obtained so far, STM applications to the alka-

nethiol SAMs are limited to the ones composed of shorter-chain (typically n < 14)

molecules. Figure 4.23 shows the semilogarithmic plot of the tunneling current vs.

tip-substrate separation for STM imaging of alkanethiol SAMs with a 1 V bias volt-

age.185,186 The solid line represents the tunneling current required to be detected in

order to image without touching the surface. In the case of C16 SAMs, the tunneling

current less than 0.3 pA has to be detected and kept constant, which is very difficult

for most of the conventional STMs.

Although contact-mode AFM can be used for the investigations on longer-chain

(typically n > 14) SAMs, it is very difficult to obtain true-molecular resolution im-

ages using this method. So far, some molecular-scale contact-mode AFM images of

alkanethiol monolayers have been reported.187,188 However, these AFM images did

not present the molecular-scale arrangements at the domain boundaries or distri-
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bution of the point defects. Therefore, there has been lack of information on the

microscopic properties of longer-chain SAMs.

FM-DFM operated under UHV condition is the most promising solution for

this problem because this technique can provide true-atomic resolution even on

insulating surfaces.24 So far, Uchihashi et al. reported molecularly-resolved FM-

DFM images of nonanethiol (C9) monolayers.58 Aside from this result, there have

been reported no results on FM-DFM imaging of alkanethiol monolayers. Namely,

molecular-resolution have never been experimentally demonstrated on longer-chain

SAMs. In addition, FM-DFM studies on the chain-length dependence of the SAMs

have never been presented. In this study, FM-DFM was applied to the molecular-

scale investigations both on shorter- and longer-chain SAMs formed on Au(111)

surfaces. Then the chain-length dependence of the imaging conditions was discussed

in detail.

4.4.2 Sample Preparation

The Au(111) surface was prepared by evaporating gold onto the freshly cleaved mica

substrate. Before the evaporation, the mica substrate was annealed at 500◦C for 24

h. The thickness of the gold thin film was about 100 nm, which was measured with

a quartz deposition monitor. 1-octanethiols and 1-hexadecanethiols were purchased

from Aldrich Chemical Co., Ltd. and used without any special treatment. The

alkanethiol SAM was prepared by immersing the gold substrate in 1 mM ethanol

solution for 24 h. After the immersion, the sample was rinsed with the pure ethanol

for a few seconds and was dried in the pure N2 flow. Then the sample was annealed

in air at 70◦C for 2 h in order to reduce the surface contamination. Immediately

after these preparation processes, the sample was transferred into the UHV chamber

for FM-DFM imaging.

4.4.3 Results and Discussion

Closely Packed Domains of Alkanethiol SAMs

Figure 4.24(a) is an FM-DFM image of the C8 SAM formed on the Au(111) surface,

showing some round-shaped depressions. The depth of the depressions estimated

from the cross-sectional plot of the FM-DFM image was about 0.25 nm, which cor-

responds to the single atomic step of the Au(111) surface. The result confirmed that

the depressions were formed by the gold etching183,184 during the SAM formation

process. Figure 4.24(b) shows an FM-DFM image taken on the same sample with a

smaller scanned area. Although the image is a little distorted, the upper and lower

parts of this image shows some stripe structures with a repeating period of about
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(a) (b)

Figure 4.24: FM-DFM images of the octanethiol (C8) SAM on Au(111) surface. (a)
120 nm × 120 nm FM-DFM image showing some depressions (∆f = −40 Hz, Ap-p

= 15 nm). (b) 10 × 10 nm FM-DFM image showing stripe structures in the upper
and lower parts (∆f = −40 Hz, Ap-p = 15 nm).

0.45 nm.

When the molecules are closely packed to form (
√

3 × √
3)R30◦ structure, the

inter-molecular distance between the nearest neighboring molecules becomes about

0.5 nm. Thus the repeating period of the molecular rows becomes about 0.43 nm.

Since the length is close to the period of the molecular-scale contrasts found in Fig.

4.24(b), the observed structure should correspond to (
√

3 × √
3)R30◦ structure of

C8 monolayer.

Figure 4.25(a) is an FM-DFM image of the C16 SAM formed on Au(111) surface.

In this image, both depressions and hexagonally packed individual molecules are

simultaneously observed, revealing that true-molecular resolution can be achieved

even on the longer-chain SAMs. Figure 4.25(b) is an FM-DFM image taken on the

same sample with a smaller scanned area. Figure 4.25(c) is a cross-sectional plot

measured along the bright line A−B indicated in Fig. 4.25(b). The plot shows

that the distance between the nearest neighboring molecules is about 0.5 nm, which

corresponds to the lattice constant of (
√

3×√
3)R30◦ structure on Au(111) surface.

When the C8 SAMs were imaged with a relatively large frequency shift (|∆f | >

40 Hz), the imaging conditions such as vibration amplitude and frequency shift

were quite unstable so that the high resolution was hard to achieve. On the other

hand, the imaging conditions during the imaging of C16 SAMs were stable enough

to obtain the clear molecularly-resolved images. These results suggested that the

imaging conditions on the longer-chain SAMs are more stable than those on the
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Figure 4.25: FM-DFM images of the hexadecanethiol (C16) SAM on Au(111) surface.
(a) 20 nm × 20 nm FM-DFM image showing some etch pits and domain boundaries
(∆f = −50 Hz, Ap-p = 15 nm). (b) 5 nm × 5 nm FM-DFM image showing
(
√

3 × √
3)R30◦ lattice structure (∆f = −70 Hz, Ap-p = 15 nm). (c) The cross-

sectional plot measured along the bright line A – B indicated in (b).
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(b) Octanethiol (C8) SAM(a) Hexadecanethiol (C16) SAM

Stable Unstable

Figure 4.26: A schematic model showing the FM-DFM imaging of (a) the C16 SAM
and (b) the C8 SAM. The molecules in the C8 SAM are easily displaced by the tip-
sample interaction force because they are relatively loosely bound by the surrounding
molecules. Such a molecular fluctuation results in the unstable imaging conditions,
preventing the high-resolution imaging.

shorter-chain SAMs.

So far, Porter et al. performed a study using ellipsometry, infrared absorption

and electrochemical measurements and revealed that the molecular ordering of the

SAMs are improved with increasing chain length.168 They also pointed out that the

degree of ordering drastically changes at the chain length from C6 to C12. Another

study using AFM suggested that the longer-chain (C18) SAMs are able to withstand

a greater tip-sample interaction force than shorter-chain (C5) SAMs.187

From these results reported so far, the observed chain length dependence of the

imaging conditions can be explained as follows (Fig. 4.26). The van der Waals in-

teraction between the alkyl chains gets stronger when the chain length is increased.

Thus the molecules in the longer-chain SAMs are more tightly bound by the sur-

rounding molecules and rigid enough to withstand a larger tip-sample interaction

force (Fig. 4.26(a)). In the case of shorter-chain SAMs, the molecules are loosely

bound by the other molecules so that they are more easily displaced by the tip-

sample interaction force. Such a tip-induced molecular fluctuation will result in the

unstable imaging conditions, preventing the high-resolution imaging (Fig. 4.26(b)).

Low-Density Phase of Alkanethiol SAMs

Several studies using low-energy electron diffraction (LEED), helium-atom diffrac-

tion, and STM revealed the existence of the stripe structures referred to as p ×√
3

structures180,189,190 in relatively shorter-chain (C4 to C12) SAMs, where p varies de-

pending on the sample preparation process. The structure is formed in the domains
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with relatively low molecular density. Such a less-dense SAM can be prepared by

either annealing of densely-packed monolayers,191 adequate dosing in gas phase de-

position,192 or immersion in solution for short periods only.190 In our experiment, the

closely-packed structures of C8 SAMs were changed into less-dense stripe structures

after an annealing treatment at 80◦C for 2 h in UHV.

Figure 4.27(a) is an FM-DFM image of the annealed sample showing many stripe

structures and domain boundaries. In addition, it is recognized that each stripe

consists of a pair of bright lines as shown in Fig. 4.27(b). Figure 4.27(c) is the

cross-sectional plot of the bright line A – B indicated in Fig. 4.27(b). The period of

the stripe structure is estimated to be about 2 nm, which is roughly 7 times as large

as the lattice constant of Au(111) surface. Furthermore, a molecularly-resolved FM-

DFM image was successfully obtained as shown in Fig. 4.27(d). The image shows

that each bright line consists of bright dots. Figure 4.27(e) is the cross-sectional plot

measured along the bright line C – D indicated in Fig. 4.27(d). This plot shows

that the distance between the two adjacent bright dots is about 0.5 nm, which

corresponds well to the lattice constant of (
√

3 × √
3)R30◦ structure on Au(111)

surface. These results suggest that the stripe structures observed here should be 7

×√
3 structures.

There have been some reports on STM observations of p × √
3 structures of

alkanethiol SAMs.190,191,193,194 In particular, Poirier et al. reported very similar

stripe structures to the result obtained in this experiment.190 In these articles,

some of them reported p ×√
3 structures in which the length of p times the lattice

constant of the gold substrate (a) corresponds to the length of molecules or the twice

of it.191,193 The others reported the stripe structures in which the length of p × a

agreed to neither the molecular length nor the twice of it.190,194 In the former case,

the observed p×√
3 structures are explained by “head-to-head model” or “head-to-

tail model”, in which the molecules take parallel orientation to the substrate surface.

In the latter case, although the detailed structural model have not been given, the

molecules are said to have larger tilt angle from the surface normal compared to

that in (
√

3 ×√
3)R30◦ structure.

In our experiments, since the observed period of the stripe structure (about 2

nm) was slightly shorter than the twice of the molecular length (1.15 nm), the stripe

structures should be composed of basic units containing two molecules with their

molecular chains almost parallel to the gold substrate. Figure 4.28 shows one of the

possible model of the molecular arrangements within the stripe structure observed

in this experiment. In this model, the angle between the row of the sulfur atoms

and the molecular chain is assumed to be 100◦ based on the image shown in Fig.

4.27(d).
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Figure 4.27: FM-DFM images of octanethiol monolayer. (a) 60 nm × 60 nm FM-
DFM image showing many stripe structures and domain boundaries (∆f = −40 Hz,
Ap-p = 15 nm). (b) 15 × 15 nm FM-DFM image showing that each stripe consists
of two bright lines (∆f = −40 Hz, Ap-p = 15 nm). (c) The cross-sectional plot
measured along the bright line A – B indicated in (b). (d) 6 nm × 6 nm FM-DFM
image showing each bright line consist of bright dots (∆f = −40 Hz, Ap-p = 15 nm).
(e) The cross-sectional plot measured along the bright line C – D indicated in (d).
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Figure 4.28: A schematic model showing the molecular arrangements in the p×√
3

structure observed in this experiment.

The high-resolution imaging of the shorter-chain SAMs in (
√

3×√
3)R30◦ struc-

ture was rather difficult due to the molecular fluctuation induced by the tip-sample

interactions (Fig. 4.24(b)). On the other hand, the shorter-chain SAMs in p ×√
3

structure was easily imaged with true-molecular resolution (Fig. 4.27(d)). These

results suggested that the molecules in the parallel orientation to the gold surface is

tightly bound by the interaction with the substrate so that they can withstand the

relatively strong tip-sample interaction force.

4.5 Summary

In this chapter, the possibilities and the problems of FM-DFM applications to the

molecular-scale investigations on insulating organic thin films were experimentally

demonstrated.

Demonstration of True-Molecular Resolution

It was demonstrated that the true-molecular resolution can be achieved by FM-DFM

even on insulating organic surfaces.

1. Molecularly-resolved FM-DFM images of VDF oligomer thin films on KCl(001)

surfaces were presented. The result first demonstrated the true-molecular
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resolution on organic thin films formed on insulating substrates.

2. Molecularly-resolved FM-DFM images of longer-chain SAMs were presented.

The result first demonstrated the true-molecular resolution on relatively thick

(> 2 nm) organic thin films.

Problems in High-Resolution Imaging

Some specific situations where high-resolution was hard to achieve were found in

this experiment.

1. It was difficult to achieve high-resolution on the first monolayer of VDF

oligomers formed on KCl(001) surface while the second or higher MLs were

successfully imaged with molecular-resolution. The result suggested that in

the applications to purely insulating surfaces, large surface potential variation

can prevent the high-resolution imaging.

2. It was difficult to obtain high-resolution images of shorter-chain SAMs due to

the unstable imaging conditions (i.e. ∆f and A) while molecular-resolution

was stably obtained on longer-chain SAMs. The result suggested that in the

applications to loosely-packed molecular layers, the tip-induced molecular fluc-

tuation can prevent the high-resolution imaging.
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Chapter 5

Dissipation Mechanisms of
Cantilever Vibration Energy

5.1 Introduction

The results obtained in the previous chapter demonstrated that molecularly-resolved

FM-DFM images can be obtained even on the insulating organic surfaces. However,

some specific situations where high-resolution was hard to achieve were also found

in the experiments. In the case of VDF oligomers on KCl(001) surfaces, it was

difficult to obtain molecular-resolution at the very interface between the film and

the substrate due to the large electrostatic interaction. In this case, the vibration

amplitude of the cantilever showed large variation depending on the tip position

with respect to the underlying honeycomb-like structure. On the other hand, the

shorter-chain alkanethiol SAMs were also hard to image on a molecular-scale due

to the molecular fluctuation induced by the tip-sample interaction. In this case, the

imaging conditions such as vibration amplitude and frequency shift became unstable

when the tip was positioned at the close vicinity of the sample surface. These results

indicated that the observed inaccessibility to the high-resolution may be ascribed to

the amplitude variation during the FM-DFM imaging.

Since the distance dependence of the frequency shift is significantly affected by

the vibration amplitude, the tip-sample distance regulation can be severely dis-

turbed by such an amplitude variation. In the previous chapter, the cantilever was

vibrated in constant excitation mode so that the amplitude was varied by the dis-

sipative tip-sample interactions. In this chapter (and also in the next chapter),

in order to suppress such an undesirable amplitude variation, constant amplitude

mode was employed. In this excitation mode, the amplitude damping caused by

the dissipative tip-sample interaction is compensated by increasing the cantilever

excitation amplitude. Thus the conservative and dissipative interaction forces are

almost independently detected as an increase of the frequency shift and the excita-
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tion amplitude, respectively.

The results obtained in the previous chapter suggested that the cantilever vibra-

tion energy can be dissipated by the electrical tip-sample interactions. In addition,

it was indicated that the energy dissipation is also induced by the molecular fluctu-

ations if the surface is not rigid enough to endure the tip-sample interaction force.

Although electrical interactions and molecular fluctuations can be a serious problem

in the high-resolution FM-DFM imaging, the results implied that the magnitude of

the energy dissipation may be related to the electrical and mechanical properties

of the surface. Therefore, if the relationship is elucidated, it may become possible

to evaluate the electrical and mechanical surface properties using energy dissipation

measurement.

In this chapter, the dissipation mechanisms of the cantilever vibration energy

were investigated in relation to the electrical interaction and the molecular fluctua-

tion. For this purpose, the organic surfaces with a large variation in the electrical

and mechanical properties are desirable as the model organic systems. The energy

dissipation process induced by the electrical interaction was investigated on the

oligothiophene monolayers formed on Pt surfaces. The sample shows a large sur-

face potential variation between the film and the substrate. The energy dissipation

process induced by the molecular fluctuation was studied on the phase-separated

SAMs composed of alkanethiols and alkanedithiols. In this sample, the thiols are

closely-packed to form well-ordered rigid domains while the dithiols form a loosely-

packed disordered monolayer. Thus a large variation in the mechanical property is

expected between the thiol and dithiol regions.

5.2 Experimental

All the experiments described in this chapter were performed under UHV conditions

using a commercially available UHV-SPM system (JEOL: JSTM/AFM-4500XT,

Fig. 4.1) with some modifications. The original frequency shift detector was replaced

with a homebuilt PLL circuit61 to perform a stable frequency shift detection. The

original self-excitation circuit was replaced with a homebuilt electronic circuit with

an AGC function to keep the cantilever vibration amplitude constant.

The highly-doped n-Si cantilever (Nanosensors: NCH) with a resonance fre-

quency of about 300 kHz and with a nominal spring constant of 40 N/m was used

for the FM-DFM imaging. The typical Q-factor measured under an UHV condition

was 30,000. The resistivity of the cantilever was 0.01 – 0.025 Ωcm. No special tip

treatment was carried out before use. The cantilever was vibrated in constant am-

plitude mode. The tip-sample distance regulation was made in constant frequency
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shift mode. During the FM-DFM imaging, the tip and the sample were electronically

grounded.

As for the FM-KFM measurements, two different types of cantilevers were used

in this experiment. In Sec. 5.3, the Pt(20 nm)-coated Si cantilever (Olympus Opt.

Co., Ltd.) with a resonance frequency of about 300 kHz and with a nominal spring

constant of 42 N/m was used. In Sec. 5.4, the PtIr(20 nm)-coated Si cantilever

(Nanosensors: NCHPt) with a resonance frequency of about 300 kHz and with

a nominal spring constant of 40 N/m was used. The typical Q-factor measured

under an UHV condition was 10,000 for both cantilevers. During the FM-KFM

measurement, the ac and dc bias voltages were applied between the tip and the bias

electrode. The amplitude and the frequency of the ac bias modulation voltage were

2 Vp-p and 2 kHz, respectively. Due to the bias modulation, the electrostatic force

and the resultant frequency shift were modulated at the same frequency. Then the

modulated frequency shift was detected using a lock-in amplifier (NF: 5610B). The

KFM bias feedback regulation was made using a home-built feedback electronics.

The dissipation images shown in this chapter were obtained by recording the gain

(V ′
exc) of the variable gain amplifier which drives the PZT actuator for the cantilever

excitation (excitation image in Fig. 2.17). All the numerical values for the energy

dissipation shown in this chapter were calculated with Eq. (2.44) no matter whether

the apparent dissipation was contained or not.

5.3 Energy Dissipation induced by Electrical In-

teraction

5.3.1 Oligothiophene Monolayers on Pt Surfaces

Polythiophene

In 1977, Sirakawa et al. first demonstrated the highly conducting nature of poly-

acetylenes,195–197 which gave birth to the novel research area of conducting π-

conjugated polymers. These new materials combined the electronic and optical

properties of semiconductors and mechanical plasticity of conventional polymers.

Depending on their doping level, they can behave either as metallic conductors or

semiconductors, can be chromophores or luminophores and may have large optical

non-linearity.198

So far, a number of π-conjugated polymers were synthesized such as poly-

(p-phenylenevinylene),199 polyaniline,200 polythiophene201 and many others.202–207

Among them, polythiophene (Fig. 5.1(a)) has become one of the most well-

investigated conducting polymer. This is because the conducting properties of poly-
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Figure 5.1: Molecular structures of (a) polythiophene and (b) dimethylquinquethio-
phene.

thiophenes are mostly unaffected by the substituents, which allows a variety of

structural variations suitable for a wide range of applications. In addition, both the

semiconducting and conducting polythiophenes are very stable and readily charac-

terized. These excellent physical and chemical properties made it possible to develop

the high performance optoelectronic devices such as organic light emitting diodes

(OLEDs),208–213 organic field effect transistors (OFETs)214–216 and light modula-

tors.217

As it became clear that structure plays a dominant role in determining the elec-

trical and optical properties of polythiophenes, more research was focused on con-

trolling their structure in the solid state. However, due to the statistical chain

length distribution and the interruption of the conjugated chain by mislinkages, it

was nearly impossible to achieve a complete control over their solid state structures.

Thus the conjugation and conducting pathways are interrupted and severely dis-

turbed in the polymeric devices. This major drawback of the conducting polymers

promoted the synthesis and the investigations on their corresponding oligomers.

Oligothiophene

Oligomers are free from chain length distribution and defects in the π-conjugated

chain so that the molecular structure is strictly defined. Since most of the oligoth-

iophenes are thermally stable, chemical impurities can be satisfactorily eliminated

by repeating purification using sublimation method. More importantly, it becomes

possible to prepare oligomer thin films by vacuum deposition with a precise control

of deposition rate, substrate temperature and film thickness. As a consequence of
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all these benefits, highly ordered thin solid films of π-conjugated oligomers can be

reproducibly fabricated.

The first trial to use oligothiophenes as an optoelectronic device was made in

1974 by Schoeler et al.,218 where photo-induced current was measured on Langmuir-

Blodgett films of α-quinquethiophene (α-5T). After more than one decade, with

the discovery of conducting polymers195 and emerging attention to their oligomers

as a background, Fichou et al. first reported the charge transport properties of α-

sexithiophene (α-6T).219,220 An year later, the mobility of OFET made of vacuum

evaporated α-6T thin film (10−3 – 10−4 cm2/Vs)220,221 was proven to be much higher

than that of polythiophenes-based OFETs215,222 reported up to that time.

After these pioneering works, a considerable number of efforts were made to

broaden our knowledge on electronic structures223–225 and charge transport prop-

erties226–228 of α-nT thin films. In particular, it was revealed that the mobility of

α-6T based OFET is improved when long-range ordering is achieved.229 And hence

the highest mobility (0.23 cm2/Vs) was obtained in an OFET using nearly single-

crystalline thin film of dihexylquaterthiophene (DHα-4T).230 Besides OFETs, the

semiconducting properties of α-oligothiophenes have been also utilized in other de-

vices such as light-emitting diodes,231,232 spatial light modulators,233 electro-optical

modulators234–236 and photovoltaic cells.237

Oligothiophene Monolayer on Pt Surfaces

Non-substituted oligothiophenes may suffer from the chemical instability because

of the high chemical activity of the non-substituted α-carbons in the terminal thio-

phene rings, and hence easily polymerized by oxidizing agents.238 In 1999, Hotta

et al. found that the substitution on these positions are very effective in enhancing

chemical stability.239 They synthesized a series of alkyl-substituted oligothiophenes

and investigated their structure and charge transport properties in the thin film

state.227,239,240 The X-ray diffraction measurement revealed that the molecules have

a similar layered structure with the long molecular axis perpendicular to the sub-

strate.239 The OFET of alkyl-substituted oligothiophenes showed comparable carrier

mobility to those reported for non-substituted oligothiophene, which confirmed that

the highly electroactive nature of π-conjugated chain remains unchanged by the

substitution.240

In this study, the monolayer of dimethylquinquethiophenes (DM5Ts∗, Fig.

5.1(b)) on Pt surface was used as a model sample. The structures and the elec-

trical properties of the film were so far investigated by Umeda et al. using Kelvin

probe force microscopy (KFM).241 They found that the deposited molecules show

∗DM5T is currently referred to as methylquinquethiophene (M5T)
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Figure 5.2: A schematic model of the DM5T monolayer deposited on Pt surface.

a typical layer-by-layer growth on the Pt surface making up some micrometer-scale

monolayer islands (Fig. 5.2). The surface potential of the monolayer was estimated

to be about 200 mV higher than that of the Pt substrate. Although the origin of

the observed potential difference still remains unclear, the authors suggested the

existence of charge transfer between the molecules and the Pt substrate.

While the DM5T monolayer on Pt surface can serve as an excellent model sample

for the studies on molecule/metal interface, it is also convenient for the DFM studies

on electrical tip-sample interactions. The monolayer islands have so large lateral di-

mensions compared to the tip radius that the influence from both the thermal drift

and the tip geometry can be readily eliminated, which significantly improves repro-

ducibility of the force spectroscopy experiments. Due to the large surface potential

difference between the monolayer and the substrate, the influence of electrical tip-

sample interaction on the dissipation signal is directly visualized in the dissipation

image as a contrast variation.

5.3.2 Sample Preparation

The molecules used in this experiment were dimethylquinquethiophenes (DM5Ts),

which were synthesized and provided by Hotta (Inst. Research and Innovation,

Kashiwa, Japan). Pt film (thickness: 200 nm) was deposited on the SiO2/Si(100)

substrate by RF magnetron sputtering. The sample was then transferred into the

vacuum deposition chamber through the air and annealed at 200◦C for 1 h in order to

reduce the surface contamination and water molecules. The DM5T monolayer was

deposited onto the Pt surface by vacuum deposition at a substrate temperature of

80◦C. The deposition rate was controlled to be 0.1 nm/min using a quartz oscillator.

The vacuum pressure during the film deposition was maintained under 1 × 10−4 Pa.

Immediately after the deposition, the sample was transferred from the deposition

chamber to the UHV-FM-DFM chamber through the air.
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5.3.3 Results and Discussion

Quadratic Bias Dependence Curve

Figure 5.3 shows a typical bias voltage (Vbias) dependence of ∆f and energy dissi-

pation induced by the tip-sample interaction (Pts). The ∆f − Vbias curve showed

quadratic dependence on Vbias, reflecting the following relationship between the elec-

trostatic force (Fes) and Vbias,

Fes =
1

2

∂Cts

∂zt
(Vbias + VCPD)2, (5.1)

where Cts, zt and VCPD denote the capacitance between the tip and the sample,

the tip position with respect to the surface and the tip-sample contact potential

difference (CPD), respectively.

The Pts − Vbias curve revealed that Pts contains a component which shows

quadratic bias dependence (Pts2), which is given by

Pts2 = K2V
2
ts, (5.2)

where Vts is the tip-sample potential difference while K2 is a constant. Although this

quadratic bias dependence of Pts is well recognized, a comprehensive understanding

of its origin has not been achieved yet.

Effect of Joule Dissipation

When the cantilever is oscillated near the surface, Cts varies depending on the tip

position. This capacitance modulation induces the displacement current (id) flowing

between the tip and the sample through the bias electronic circuit, which is given

by

id =
dCts

dt
Vts =

∂Cts

∂zt

dzt

dt
Vts. (5.3)

Thus the Joule dissipation induced by id (PtsJ) is given by

PtsJ = Rei
2
d = γe

(
dzt

dt

)2

, (5.4)

γe = Re

(
∂Cts

∂zt

)2

V 2
ts, (5.5)

where Re and γe denote the effective resistance in the current path and the effective

damping coefficient representing the Joule dissipation. This equation clearly shows

that the Joule dissipation has quadratic dependence on Vts.
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Figure 5.3: The typical bias dependence of the frequency shift and the energy dis-
sipation taken on the Pt surface.
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However, Re for platinum is too small to explain the observed order of energy

dissipation. Denk and Pohl estimated Re by28

Re � ρ

2πs
, (5.6)

where ρ is the resistivity of the sample while s is the larger of the tip radius (Rt) and

the tip-sample separation. Assuming that s � Rt = 30 nm and ρ � 1 × 10−7 Ωm

(for platinum), Re is estimated to be 0.53 Ω. For a hemispherical tip and Rt � zt,

∂Cts

∂zt

=
2πε0Rt

zt

, (5.7)

where, ε0 is the dielectric constant in vacuum. If the velocity of the tip is assumed

to be Aω/
√

2, the value for PtsJ at Vts = 1 V is in the order of 10−25 W, which is

much smaller than the observed dissipation. Conversely, if PtsJ is assumed to be

10−15 W, the corresponding value for Re becomes about 1011 Ω. Although Eq. (5.6)

may be oversimplified, the discrepancy between the theoretical expectation and the

experimental result is too large to confirm that the Joule dissipation mechanism is

main cause of the observed quadratic bias dependence of Pts.

Effect of Phase Error

So far, Loppacher et al. reported a similar quadratic Pts − Vbias curve measured on

the Cu(111) surface.89 In addition, they pointed out that the optimal phase (φopt)

of the tip oscillation with respect to the excitation voltage also showed quadratic

bias dependence, where φopt is defined as the phase (φ in Fig. 2.10) which makes

excitation amplitude minimum.

The equation of motion for the vibrating cantilever is given by

m
d2zt

dt2
+ γ

dzt

dt
+ k(zt − zb + dbt0) = 0, (5.8)

where m and γ are the effective mass and the damping coefficient of the cantilever,

respectively. dbt0 denotes the mean distance between the tip and the cantilever

base. zb represents the position of the cantilever base. In FM-DFM, the phase

difference between the cantilever oscillation and the excitation (φ) is continuously

kept at −90◦. Provided that the electrical interaction somehow causes some phase

error (φe) in the phase feedback circuit (i.e., the self-excitation circuit), zb and zt

can be described by

zb = zb0 + Ab cos(ωt), (5.9)

zt = zt0 + A sin(ωt + φe), (5.10)
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where, zb0 and zt0 are the mean position of the cantilever base and the tip, respec-

tively. Ab denotes the vibration amplitude of the cantilever base. From Eq. (5.8),

(5.9), (5.10), γ = mω0/Q and k = mω2
0,

ω �
(

1 − φe

2Q

)
ω0, (5.11)

Ab � (φ2
e + 1)Ab,0, (5.12)

where Ab,0 is the vibration amplitude of the cantilever base at φe = 0 and given by

Ab,0 = A/Q. Here, the approximations of sin(φe) � φe and cos(φe) � 1 were em-

ployed. Therefore, from Eq. (2.44), (5.12) and Vexc/Vexc,0 = Ab/Ab,0, the apparent

dissipation due to the phase error (Ptsp) is described by

Ptsp = P0φ
2
e, (5.13)

where P0 is the intrinsic energy dissipation of the cantilever. Eq. (5.13) clearly

confirmed that the dissipation signal has quadratic dependence on φe. From Fig.

5.3, Pts � 10 fW at Vts = 1 V. Assuming that the observed dissipation is given by

Eq. (5.13), the corresponding value for φe becomes about 6◦. On the other hand,

the deviation of φopt at Vts = 1 V reported by Loppacher et al.89 was about 1◦.

Thus the observed dissipation seems to be too large to be explained by such a phase

error. In addition, the correlation between φe and Vbias has not be clarified yet. So

far, Loppacher et al. tentatively attributed the observed bias dependence of φopt to

the creation of dissipating currents in the silicon tip.89 Nevertheless, they presented

neither an experimental evidence nor a theoretical explanation for such a correlation

between the dissipating current and the phase error.

One of the possible origins for the phase error is the frequency dependent change

of the phase delay at the photo detector (φpd in Fig. 2.17). Since the bandwidth of

the typical photo detection system is so narrow that the gain and the phase delay

at the photo detector shows strong dependence on the frequency deviation around

the cantilever resonance (typically 300 kHz). Thus the bias dependent change of the

cantilever resonance frequency may induce a bias dependent phase error.

Bias Dependence Curve with Double Minimum Peaks

Pts − Vbias curve occasionally showed an extraordinary shape as shown in Fig. 5.4

although the simultaneously obtained ∆f − Vbias curve showed a typical quadratic

dependence. First, the curve had double minimum peaks, which is clearly different

from the quadratic dependence shown in Fig. 5.3. Secondly, the value was negative,

which means the excitation amplitude was decreased when the tip approached the
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Figure 5.4: The extraordinary type bias dependence of the frequency shift and the
energy dissipation taken on the Pt surface.
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Figure 5.5: The extraordinary type bias dependence curves measured on the DM5T
monolayer and the Pt surface.

surface. Thirdly, the shape was asymmetrical to the peak position of the ∆f −Vbias

curve (namely, VCPD).

The curves shown in Fig. 5.3 and Fig. 5.4 were measured on the same sample but

with the different cantilevers. The bias dependence curves measured on Pt surface

and DM5T monolayer showed no significant difference as shown in Fig. 5.5. Thus

the local conductance variation of the surface is not likely to be the predominant

cause of the difference between the bias curves shown in Fig. 5.3 and Fig. 5.4.

Figure. 5.6 shows a series of Pts − Vbias curves measured on the Pt surface with

different tip-sample separation. The frequency shift indicated in the figure are the

value measured at the zero bias voltage. Although the bias dependence becomes

week with increasing tip-sample distance, the double peak shape was not trans-

formed into the quadratic type dependence. Thus the difference of Pts−Vbias curves

shown in Fig. 5.3 and Fig. 5.4 is not ascribed to the difference in the tip-sample

distance. The curve measured about 310 nm above the surface clearly revealed

an asymmetric feature with respect to VCPD, suggesting the electrical interaction

force causing the asymmetry should has an extremely long interaction range. How-

ever, the curve measured on 715 nm above the surface no longer showed any bias

dependence.

These all results suggested that the difference in the cantilever parameters plays

an important role in determining the shape of Pts − Vbias curve. However, further
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dissipation measured on the Pt surface.

studies are required to elucidate the relationship between the tip conditions and

Pts − Vbias curve.

Bias Dependence of Interaction Potential

In order to obtain a more detailed insight into the cantilever motion, the potential of

the interaction force acting on the tip was calculated as a function of the tip position.

The total energy of the vibrating cantilever under the tip-sample interaction (E) is

given by

E = K + U. (5.14)

= K + Ures + Uts. (5.15)

K, Ures and Uts are the kinetic energy of the cantilever, the potential of the restoring

force of the cantilever spring, and the potential of the tip-sample interaction force,

respectively. K and Ures are described by

K =
1

2
m

(
dzt

dt

)2

. (5.16)

Ures =
1

2
k(zt − zt0)

2. (5.17)

Assuming that the tip-sample interaction is purely conservative and the force

potential is comprised of the contributions from van der Waals interaction (UvdW),
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electrostatic interaction (Ues) and chemical interaction (Uchem), Uts is given by

Uts = UvdW + Ues + Uchem

= −AHRt

6zt
− 1

2
CtsV

2
ts − Ebond

[
2

(
σ

zt

)6

−
(

σ

zt

)12
]

. (5.18)

AH, Ebond and σ are the Hamaker constant, the bonding energy of the tip atom and

the surface atom, and the equilibrium inter-atomic distance of them, respectively.

Cts is the capacitance between the tip and the sample, and given by

Cts = 4πε0Rt

∞∑
n=1

[
sinh(α)

sinh(nα)

]
, (5.19)

where ε0 is the dielectric constant in vacuum and α is defined as cosh(α) = (1 +

zt/Rt).

Figure 5.7 shows the calculated force potential with the bias voltage of 0 V and

4 V. The parameters used in this calculation were k = 40 N/m, zt0 = 11 nm,

AH = 4 × 10−19 J, Rt = 30 nm, Ebond = 2.0 eV and σ = 0.28 nm. This result

clearly showed that the quadratic interaction potential of the cantilever spring is

negatively displaced by the long-range electrostatic interaction. Provided that the

vibration is purely sinusoidal, the kinetic energy corresponding to the cantilever

vibration of A = 10.00 nm becomes K = 2.0 fJ. According to the results shown in

Fig. 5.7, this magnitude of kinetic energy will result in the vibration amplitude of

10.00 nm and 10.14 nm when Vbias = 0 V and 4 V, respectively. This means that

the amplitude can be magnified by the attractive tip-sample interaction potential in

constant excitation mode whereas in constant amplitude mode, Vexc is reduced and

hence the apparent value for the dissipation becomes negative. Since the magnitude

of amplitude increase due to the electrostatic interaction was estimated to be about

1.4%, it can be readily detected by an ordinary experimental setup and hence it can

affect the excitation amplitude in constant amplitude mode. In the Pts −Vbias curve

shown in Fig. 5.4, the value for the dissipation was negative and it was more and

more reduced with increasing Vts around VCPD. This tendency is quite consistent

with the result obtained in this calculation. However, it should be noted that this

phenomenon is induced by the completely conservative interaction and no energy is

dissipated. Thus such an “apparent dissipation” has to be discriminated from the

“true dissipation” induced by the dissipative tip-sample interactions.

Bias Resistance Dependence of Dissipation Image

The highly-doped Si cantilever is most frequently used in FM-DFM experiments

(Fig. 5.8(a)). Although the nominal resistivity of the cantilever is typically as low
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Figure 5.7: The calculated potentials of the interaction force acting on the tip
when the sample is biased at 0 V and 4 V. It was assumed that the potential
is comprised of van der Waals interaction, electrostatic interaction and chemical
interaction. The table shows minimum (ztmin) and maximum (ztmax) tip position,
the vibration amplitude (A), the minimum peak position (ztpeak), the mean tip
position (zt0), and the difference between ztpeak and zt0 (δzt).
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Figure 5.8: Schematic drawings of the electrical connection in the experimental
setup. (a) In the most commonly used FM-DFM setup, the cantilever is made
of highly-doped Si and a current-voltage converter is inserted into the bias line,
leading to the additional stray resistance (Rs = Rs1 + Rs2 + Rs3). (b) In the setup
used in this experiment, Rs was suppressed using Pt-coated cantilever. Instead, the
bias resistance (Rbias) was intentionally inserted to examine the effect of the stray
resistance on the energy dissipation signal.

as 0.01 – 0.025 Ωcm, the effective resistance (Rs1) from the tip apex to the cantilever

base may amount to a certain extent because of its extremely small dimension. In

addition, the contact resistance (Rs2) between the cantilever base and the adjacent

electrode connected to the electrical earth is not necessarily negligible due to the

existence of the oxide layer and other unexpected contamination layers. The ex-

perimentally measured value for the resistance between the cantilever base and the

electrode contacted on it was 10 – 100 kΩ. More importantly, a current-voltage

(I-V) converter is often inserted into the bias line which makes electrical connection

between the tip and the ground to allow the simultaneous detection of the tunneling

current and the tip-sample interaction force. This I-V converter can work as an ef-

fective resistance (Rs3) unless the open loop gain (Aop) of the operational amplifier

is large enough to keep the error at the differential inputs negligible. Assuming that

the value for the resistance used in the I-V converter is RIV, the effective resistance

is given by Rs3 = RIV/(1 + Aop). The value for RIV is typically as large as 107 –

109 Ω. Thus, in order to suppress Rs3 (for example) less than 1 kΩ, Aop has to be

much larger than 104 – 106. It is rather difficult to meet this condition especially

when the input current varies as fast as the cantilever vibration (i.e. about 300

kHz).

In this experiment, to examine the effect of these stray resistance (Rs =

Rs1 + Rs2 + Rs3) on energy dissipation signal, some modifications were made in
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the experimental setup (Fig. 5.8(b)). Firstly, the Pt-coated Si cantilever was used

to suppress Rs1 and Rs2. In this case, the resistance between the cantilever base

and the adjacent electrode was 10 – 100 Ω, which is smaller than the value for the

highly-doped Si cantilever by a factor of a thousand. Secondly, the I-V converter

was removed to eliminate Rs3. And finally, the bias resistance Rbias was intentionally

inserted into the bias line. The value of Rbias was varied by a mechanical switch in

order to avoid the inductive response of a variable resistor. Then the dissipation

images and the bias dependence curves were measured with different bias resistance.

As pointed out above, the bias dependence of the energy dissipation is very

sensitive to the tip conditions although the mechanism is still unclear. Thus, all

the experiments described hereafter in this section were performed with the same

cantilever and with the same sample. The vibration amplitude A was continuously

kept constant at A = 11 nmp−p. The resonance frequency and Q-factor measured

far away from the sample surface were 328 kHz and 6,200, respectively. The nominal

spring constant was 42 N/m. The dissipation images were taken at ∆f = −25 ± 5

Hz. The measurements of the bias dependent curves were performed at a tip position

where ∆f = −22 Hz with the sample electrically grounded.

To begin with, the surface potential distribution of the DM5T monolayer was

measured by FM-KFM in order to know the potential relationship between the tip

and the sample surface. Figure 5.9(a) shows an FM-DFM image of the DM5T

monolayer, showing the first and the second molecular layer (ML) as well as the Pt

substrate. Figure 5.9(b) shows a surface potential image taken simultaneously with

the topographic image shown in Fig. 5.9(a). The potential diagram shown in Fig.

5.9(c) was estimated from this potential image. The surface potential of the first

ML and that of the Pt substrate with respect to the tip potential were about −50

mV and −240 mV, respectively. Thus the monolayer/substrate potential difference

was 190 mV, which well agreed with the previously reported value.241

Figures 5.10(a)–(c) show dissipation images taken on the same area as shown

in Fig. 5.9 with different Rbias of 0 Ω, 10 kΩ and 20 kΩ, respectively, with the

sample electrically grounded. No evident contrast was found in the dissipation

image taken with Rbias of 0 Ω (Fig. 5.10(a)). The dissipation contrast between the

DM5T monolayer and the Pt substrate increased with the increase of Rbias (Figs.

5.10(b), (c)). Figure 5.10(d) shows Rbias dependence of the dissipation measured on

the DM5T monolayer (PDM5T) and the Pt substrate (PPt), which was obtained from

several dissipation images taken on the same area. This plot clearly revealed that

PDM5T increased with increasing Rbias while PPt decreased. These Rbias dependent

variation were almost saturated over 20 kΩ. Thus it was confirmed that the bias

resistance can affect the dissipation images.

119



(a) Topography (b) Potential

DM5T Pt DM5T Pt

50 mV

190 mV
240 mV

Pt 

DM5T

Tip

(c) Potential Diagram

Figure 5.9: (a) Topographic and (b) surface potential images of the DM5T monolayer
on the Pt surface (2 µm × 2 µm). (c) Potential diagram estimated from (b).
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Figure 5.10: (a)–(c) Dissipation images of the DM5T monolayer on the Pt surface
taken on the same area as shown in Fig. 5.9 with Rbias of (a) 0 Ω, (b) 10 kΩ and (c)
20 kΩ, respectively (2 µm × 2 µm). All the dissipation images were taken with the
sample electrically grounded. (d) Rbias dependence of the dissipation on the DM5T
monolayer and on the Pt substrate, which was obtained from several dissipation
images taken on the same area.
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Figure 5.11: (a)–(c) Dissipation images of the DM5T monolayer on the Pt surface
taken on the same area as shown in Fig. 5.9 with Rbias of (a) 0 Ω, (b) 10 kΩ and
(c) 20 kΩ, respectively (2 µm × 2 µm). The dc tip-sample potential difference was
compensated by KFM bias feedback regulation during the dissipation imaging. (d)
Rbias dependence of the dissipation on the DM5T monolayer and on the Pt substrate,
which was obtained from several dissipation images taken on the same area.
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If the dissipation contrast between the DM5T monolayer and the Pt surface was

originated from the potential difference between them, it may be canceled out by

compensating the dc part of Vts using KFM bias feedback regulation. In order to

examine this possibility, dissipation images were taken with different Rbias under the

KFM bias regulation as shown in Fig. 5.11(a)–(c). The dissipation images showed

clear contrasts when Rbias was inserted (Figs. 5.11(b),(c)). Figure 5.11(d) shows

Rbias dependence of PPt and PDM5T, which was obtained from several dissipation

images taken on the same area. Both PPt and PDM5T decreased as Rbias increased.

Although the dissipation difference was obviously suppressed with KFM bias feed-

back (Figs. 5.10(d) and 5.11(d)), it could not be completely compensated. The

observed dissipation variation might be caused by the remaining ac bias modula-

tion voltage. In this experiment, the bias modulation frequency (2 kHz) was much

smaller than that of the cantilever vibration (328 kHz). Thus, the ac bias modu-

lation voltage might equivalently work as a dc potential difference on the vibrating

cantilever. Thus the observed dissipation can be regarded as an averaged dissipation

over the Vbias range from VCPD−1 V to VCPD+1 V.

Bias Resistance Dependence of Bias Curve

In order to examine the origin of the Rbias dependence shown in Figs. 5.10 and

5.11, Rbias dependence of ∆f − Vbias curve and Pts − Vbias curve was investigated on

both the Pt surface (Fig. 5.12(a)) and the DM5T monolayer (Fig. 5.12(b)). The

∆f − Vbias curve and the Pts − Vbias curve were simultaneously measured for each

Rbias. Both of ∆f and Pts showed quadratic dependence on Vbias. The peak position

of the Pts−Vbias curve showed strong dependence on Rbias while the ∆f −Vbias curve

showed no dependence on Rbias. Note that the ∆f − Vbias curves corresponding to

the three Rbias values are plotted at almost the same position in Figs. 5.12(a) and

(b).

Vbias at the peak position of the ∆f −Vbias curve was estimated to be 260 mV on

the Pt substrate and 48 mV on the DM5T monolayer. Since the Pt substrate used

in this experiment had some potential distribution due to the incomplete uniformity

(Fig. 5.9), the estimated peak bias voltage showed slight deviation from the value

obtained from KFM measurements on the Pt substrate. It was confirmed that

the potential distribution measured by KFM does not depend on Rbias because the

∆f − Vbias curves did not show any dependence on Rbias.

In order to know the detailed behavior around Vbias = 0 V, each of the Pts−Vbias

curves was fitted as a quadratic function and plotted on a smaller scale (Figs. 5.12(c)

and (d)). These profiles revealed that the dissipation at Vbias = 0 V increases on

the Pt substrate and decreases on the DM5T monolayer as Rbias increases, which
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Figure 5.12: Bias dependence of ∆f and Pts measured on (a) the Pt substrate and
(b) the DM5T monolayer. Measurements were performed with different Rbias of 0 Ω,
3.9 kΩ and 6.8 kΩ. Each of the profiles shown in (a) and (b) was fitted as a quadratic
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Figure 5.13: Schematic drawings of (a) the electrical connection in FM-DFM setup
and (b) its equivalent circuit. The stray capacitance (Cs) may exist between the
cantilever base and the electrode of the PZT actuator.

clearly explained the Rbias dependence of the dissipation images shown in Fig. 5.10.

On the other hand, Pts measured with KFM bias feedback reflects the averaged

dissipation over the Vbias range of (VCPD ± 1) V. The profiles shown in Figs. 5.12(c)

and (d) revealed that the averaged dissipation decreases with increase of Rbias, which

is consistent with the Rbias dependence shown in Fig. 5.11. The difference between

the dissipation measured on the Pt substrate and that on the DM5T monolayer

might be ascribed to the difference in the tip-substrate distance.

Effect of Stray Capacitance

In the actual experimental setup, the cantilever is mechanically oscillated by the

adjacent PZT actuator driven by the excitation voltage of Vexc cos(ωt) as shown in

Fig. 5.13(a). This excitation signal can affect Vts if the stray capacitance (Cs) be-

tween the electrode and the cantilever base or other part of the bias line cannot be

neglected. Taking account of this capacitance, the equivalent circuit of the setup is

depicted as shown in Fig. 5.13(b). The current from the voltage source of the exci-

tation signal is mostly flowing through the Rbias because usually Rbias � 1/(ωCts).

Thus Vts is described by

Vts = G(ω)Vexc cos(ωt) − Vdc, (5.20)

Vdc = Vbias + VCPD, (5.21)
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where G(ω) is the transfer function of the RC circuit. The phasor representation of

G(ω) is given by,

G(ω) =
(ωCtsRbias)

2

1 + (ωCtsRbias)2

(
1 + i

1

ωCtsRbias

)
, (5.22)

≡ Re[G(ω)] + iIm[G(ω)] (5.23)

Thus the electrostatic force acting between the tip and the sample (Fes) is described

by

Fes =
1

2

∂Cts

∂zt
{G(ω)Vexc cos(ωt) − Vdc}2 . (5.24)

Assuming Rt � zt and zt0 � A,

∂Cts

∂zt
� −2πε0Rt

zt0
. (5.25)

Thus the coefficients of the cos(ωt) component (Fesc) and the sin(ωt) component

(Fess) of Fes are given by

Fesc � 2πε0Rt

zt0
VdcVexcRe[G(ω)]. (5.26)

Fess � −2πε0Rt

zt0
VdcVexcIm[G(ω)] (5.27)

On the other hand, the equation of motion for the vibrating cantilever under the

existence of Fes is given by

m
d2zt

dt2
+ γ

dzt

dt
+ k(zt − zb + dbt0) = Fes. (5.28)

Solving this equation in terms of cos(ωt) and sin(ωt) components,

ω �
(

1 − Fess

2kA

)
ω0, (5.29)

Ab �
(

1 − QFesc

kA

)
Ab,0 (5.30)

From this equation and Eq. (2.44) and (5.26), the energy dissipation originated

from the existence of the stray capacitance (Pts1) is given by

Pts1 = P0K1VexcVdc, (5.31)

K1 = −2πε0RtQ

zt0kA
Re[G(ω)]. (5.32)

This equation clearly revealed the linear bias dependence of Pts1.

In addition to Pts1, there is another component which shows quadratic depen-

dence on Vts. From, Eq. (5.2) and (5.20), the averaged value for Pts2 is given by

Pts2 = P0K2

(
1

2
|G(ω)|2V 2

exc + V 2
dc

)
(5.33)
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Combined with Eq. (5.31), the total dissipation (Pts) is described by

Pts = P0

(
K2V

2
dc + K1VexcVdc +

1

2
K2|G(ω)|2V 2

exc

)
(5.34)

= P0

[
K2

(
Vdc +

K1

2K2

)2

+

(
1

2
K2|G(ω)|2 − K2

1

4K2

)
V 2

exc

]
(5.35)

This equation shows that the peak of the quadratic bias curve can be shifted de-

pending on K1. Since K1 is directly related to Rbias, this result is well consistent

with the observed Rbias dependence of the bias curves (Fig. 5.12). The asymmetry

of the bias dependence curves with respect to VCPD (Fig. 5.4) can also be understood

by taking account of this stray capacitance effect.

5.4 Energy Dissipation induced by Molecular

Fluctuation

5.4.1 Phase-Separated SAMs of Thiols and Dithiols

Alkanedithiol SAMs on Au(111) Surfaces

Alkanethiols spontaneously form an well-ordered monolayer on the Au(111) surface

(Fig. 4.21) when a gold substrate is immersed into their dilute solution. Since such

a self-assembling process is mainly realized by the strong chemisorption of the thiol

group on the gold surface, it was envisaged that dithiols, which have two thiol groups

at the both ends of the molecular chain, may be used for the connection between two

different metal surfaces.242–249 So far, several research groups used dithiols to make

connection between two nano-particles.242–244 Others reported the multilayer struc-

tures of copper ions sandwiched between dithiol molecules.246 Moreover, electrical

conduction of the molecular wire was investigated using dithiols with an aromatic

chain.247–249

To exploit the full potential of dithiols for such applications to molecular elec-

tronics, it is essential to know the detailed structure and the growth process of dithiol

monolayers on metal surfaces. Such structural studies were performed on the various

kinds of dithiols and noble metal surfaces.246,247,250,251 Among them, the simplest

example is the alkanedithiol monolayer on the Au(111) surface.59,252–258 This system

is important because it can be regarded as an ideal prototype for vast amount of

other dithiol monolayers. In addition, it is of great interest to compare the structure

of the system with that of alkanethiol SAMs on gold surfaces. In the early stage of

the study, it was believed that the molecule takes “upright” configuration where the

molecular chain is oriented nearly perpendicular to the surface.252 This is because

not only of the analogy to the alkanethiols but also of the speculation based on the

127



results of the multilayer formation246,247 and the X-ray photoelectron spectroscopy

(XPS).252

However, subsequent studies undoubtedly revealed the existence of the stripe

phase structures in which the dithiols are flat lying on the gold surface. It was

also found that the period of the stripe phase structure varies depending on the

molecular length.59,253–258 Kobayashi et al. studied the structure of octanedithiol

monolayers using STM and IR spectroscopy, revealing the parallel orientation of the

molecules in the stripe phase structure.59,253–255 Leung et al. presented the detailed

description of the molecular conformation and orientations with respect to the gold

surface in the stripe phase hexanedithiol monolayer using STM, grazing incidence

X-ray diffraction (GIXD) and low-energy atom diffraction (LEAD).257

In those experiments, the stripe phase monolayer was obtained by the gas phase

deposition under an ambient59,253–255 or a vacuum condition.257 However, it was

also reported that the film often shows disordered structure when it was prepared

by immersion in an ethanol solution or by excess amount of gas phase deposi-

tion.59,253–255,257,258 XPS measurements by Leung et al. revealed that the molecular

density of the disordered phase is larger than that of the stripe phase.257 Further-

more, in-situ STM experiment performed in an alkaline medium (0.1 M NaOH)

revealed that the disordered phase of hexanedithiol monolayer can be changed into

the stripe phase by setting the tip bias voltage at an appropriate value to induce

the reductive desorption of the molecules.258 Such a phase transition was also ob-

served when the disordered structure was annealed at 110◦C which is high enough

to induce the desorption of the hexanedithiols.257 These all results indicated that

the disordered structure is caused by the excess amount of molecules on the surface.

As for the alkanethiols, such a high surface density causes a phase transition

from the less-dense stripe phase to the more-dense (
√

3×√
3)R30◦ structure where

the molecules take upright configuration. The difference between the thiols and

dithiols may be ascribed to the different chemical affinity to the gold surface. Since

dithiols are strongly bound by the gold surface due to the chemisorption of the two

thiol end groups, the local free energy minimum represented by the stripe phase

should be quite deep, which might prevent such a phase transition from the less-

dense phase to the more-dense phase. On the other hand, since the binding energy

of the alkanethiols on gold surface should be not so large as that of dithiols, the

phase transition would be more easily induced by the excess molecular coverage.

The molecular-scale structure of the disordered phase still remains unclear. So

far, GIXD was employed to determine if there were any ordered phases underneath

a disordered multilayer, which, however, excluded such a possibility.257 From the

view point of thermodynamics, such a molecular ordering should be dependent on
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the temperature because of the following equation describing the free energy (G),

G = H − TS, (5.36)

where H , T and S denote enthalpy, temperature and entropy, respectively. Namely,

when the temperature is relatively high, fully disordered phase with higher entropy

should become energetically advantageous, and vice versa.

Phase-Separated SAMs

One of the major applications of thiol monolayers is modifications of the surface

physicochemical properties. By choosing an appropriate end group with hydrophobic

(e.g., -CH3, -CF3) or hydrophilic (e.g., -OH, -COOH, -NH2) nature, the wetting

and adhesion properties of the surface can be controlled.167 Surface friction and

viscoelasticity can be modified by changing the length of the thiol molecules185,188

so that the monolayer can serve as an ideal model surface for the studies on tribology.

Mixed SAMs made of more than two components of thiols with different end

groups or different chain length can offer a better controllability of such surface

properties than single-component SAMs. So far, various methods to produce mixed

SAMs were presented such as micro-contact printing,259–261 coadsorption from the

mixed solution174,262–272 and other complicated methods using chemical273 or ther-

mal274 desorption of the molecules. Among them, studies on direct coadsorption

process is particularly important because they may be able to provide essential in-

formation on the self-assembling process and the phase separation dynamics of the

thiol monolayers.

First comprehensive studies on the coadsorbed mixed SAMs were performed

by Whitesides and co-workers.174,262–265 They used XPS, ellipsometry and contact

angle measurement to investigate the wettability and the coadsorption dynamics of

the various kinds of mixed SAMs comprised of two different thiols with different

end groups or chain length. These studies revealed some important knowledge on

fundamental nature of the coadsorption process. The mixed SAM does not consist

of complete mixture of the two thiols. Instead, one of the two thiols is preferentially

adsorbed on the surface to form a predominant monolayer and the other thiol forms

small (less than a few nanometers) clusters embedded in it. The longer chain thiols

are more preferred to form the monolayer than shorter chain thiols. The composition

of the monolayer is not linear to that of the solution. The component with larger

content in the solution tend to adsorb onto the surface beyond the expectation

from the content ratio of the solution. From these results, they suggested that

the coadsorption mechanism can be understood by the thermodynamic equilibrium
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between the monolayer and the solution, namely, enthalpy of condensation and

entropy of mixing.

Later, the development of STM enabled us to directly visualize the detailed struc-

ture of the mixed monolayers.266–272 Such direct local information was essential to

investigate the phase separation behavior which take place on a nanometer-scale.

STM studies by Stranick et al. revealed the nanometer-scale phase-separation of thi-

ols with different functional groups where enthalpy reduction due to the end group

interactions is the main driving force to form separate domains.266–269 Studies using

STM and IR spectroscopy by Lewis et al. revealed that the hydrogen bonding be-

tween the functionalized molecular chains buried in the monolayer can also reduce

the enthalpy of nanometer size domains of polar thiols.271 Chen et al. investigated

the temperature dependence of the phase separation behavior of mixed SAMs com-

posed of two alkanethiols with different chain length, which revealed that the phase

separation takes place if the chain length difference is large enough or the tempera-

ture is low enough otherwise the two components are completely mixed.272 This is

because van der Waals interaction between longer alkyl chains is stronger than that

for the shorter chains so that the enthalpy of the domains consisting of longer chain

molecules is small enough to form nanometer scale domains. On the other hand,

when the temperature is lowered, the entropic term in the equation (5.36) become

too small to induce the complete mixing.

As described here, the coadsorption and phase separation mechanisms can be

mostly understood by thermodynamic description. However, it is still unclear how

close the observed structures are to thermodynamic equilibrium. Weiss and co-

workers consistently pointed out that the long-range arrangements of the domains

and defects of the mixed SAMs prepared by usual coadsorption process should be

the result of kinetic trapping rather than the thermodynamic equilibrium although

the short-range structure can be explained by the thermodynamic models.266–271

The kinetics of self-assembly is especially important with respect to the adsorbate

solubility in the solution.270 For example, if the solvation energy of the polar thiols in

ethanol solution is greater than that required to adsorb onto the surface surrounded

by the non-polar thiols, non-polar thiols may adsorb at higher concentration and/or

at a faster rate. This is true even when the thermodynamic free energy of the

monolayer domain of polar thiols is lower than that for non-polar thiols. Therefore,

the formation process of the mixed SAM is a complex interplay between the kinetics

and thermodynamics.
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Phase-Separated SAMs of Thiols and Dithiols

The surface of the mixed SAM shows microscopic variations in surface properties due

to the different end group and chain length of the constituent molecules. When the

SPM tip is scanned over the mixed SAM, different tip-sample interactions reflecting

the nature of the underlying monolayer are expected. Thus it can be an ideal model

surface for the investigations on tip-sample interactions and microscopic surface

property measurement techniques. So far, mixed SAMs prepared by micro-contact

printing were widely used for the demonstration of AM-KFM,275 friction force mi-

croscopy (FFM),276–283,283,284 phase imaging of AM-DFM285 and pulsed-force mode

AFM.286 In most of these experiments, the chemically modified tip was used to

detect the chemical interaction between the tip and the surface.

Although micro-contact printing is a well-established and useful technique, the

scale of the heterogeneous structures fabricated by this method is limited to the

sub-micrometer scale. This is too large to be used for the test of resolution obtained

by advanced FM-DFM related techniques. On the other hand, the domain size

in the phase-separated SAM can be varied from molecular-scale to several tens of

nanometers by changing the sample preparation conditions and molecular species.

Thus it can be a convenient test sample for the high-resolution surface property

measurements and molecular differentiation.

The sample used in this experiment was the phase-separated SAM of alkanethiols

and alkanedithiols prepared by gas phase deposition under an ambient condition.

So far, the structure of this system was investigated by Kobayashi et al. using

UHV-STM.59,253,255 They prepared a phase-separated SAM where the thiols form

nanometer-scale island domains surrounded by the dithiol monolayer. It was found

that the thiols are hexagonally close-packed taking the upright configuration while

the dithiols are flat lying on the surface making up the stripe phase structure.

However, there was also found disordered area within the dithiol region probably

due to the excess amount of deposited molecules.

In this experiment, the phase-separated SAMs composed of the disordered dithiol

monolayer and well-ordered thiol islands embedded in it were prepared by gas phase

deposition. Since the surface contains both well-ordered and disordered regions,

the sample is expected to be quite convenient to investigate the energy dissipation

process induced by the molecular fluctuations.

5.4.2 Sample Preparation

The molecules used in this experiment were 1-decanethiols (CH3-(CH2)9-SH, C10)

and 1,10-decanedithiols (HS-(CH2)10-SH, C10D) which were purchased from Tokyo
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thiol dithiol

Figure 5.14: FM-DFM image of the phase-separated SAM (C10/C10D) on the
Au(111) surface (150 nm × 150 nm, ∆f = −10 Hz, Ap-p = 10 nm). The bright
islands correspond to the thiol monolayer where the molecules are taking upright
configuration while the dark area consists of dithiol molecules in disordered phase.

Kasei Co, Ltd. The Au(111) surface was prepared by evaporating gold onto the

freshly cleaved mica surface at a substrate temperature of 420◦C. Then the substrate

was exposed to the vapor of ethanol solution containing C10 and C10D at 0.5 mM

each for 4 h. After the deposition, the sample was rinsed in the pure ethanol and

dried in the N2 flow.

5.4.3 Results and Discussion

Imaging of Surface Structures

Figure 5.14 shows a typical FM-DFM image of the sample used in this experiment.

The image shows some nanometer-scale islands separated by the dark area, showing a

clear phase-separation between the thiol and dithiol molecules. From the analogy to

the results reported by Kobayashi et al.,59,253,255 the bright islands should correspond

to the thiol monolayer where the molecules are closely-packed taking an upright

configuration while the dark region consists of dithiol molecules in the disordered

phase. In this experiment, no stripe phase structure was found in the dithiol region,

suggesting that the greater number of molecules were deposited on the surface than

that required to form the ordered stripe phase structure. It was difficult to obtain

molecular-scale FM-DFM image even on top of the thiol region probably due to the

molecular fluctuation induced by the tip-sample interaction.
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tip trajectory

Figure 5.15: Schematic model to explain the slight height variation observed on top
of the thiol region in Fig. 5.14. The height variation may be ascribed to the gradual
tilt angle change around the domain boundary of the thiol monolayer.

There were found some height variation on top of the bright thiol regions, which

suggested that there were some variation in the molecular tilt angle. Since some of

the dark contrast on the thiol region showed line-shaped features as indicated by

the white arrows in Fig. 5.14, the tilt angle variation may exist not randomly but

preferentially around the boundary of the different thiol domains as shown in Fig.

5.15. Namely, the molecular tilt angle is relatively large around the domain bound-

ary due to the low molecular density. Thus each molecule in the thiol region is not

so tightly bound by the surrounding molecules as in the typical single-component

SAMs, resulting in the large molecular fluctuation induced by the tip-sample inter-

action.

The detailed structure of the disordered phase observed in this experiment still

remains unclear. It is unclear whether the molecules were rapidly moving all over the

dithiol region such as in a two-dimensional liquid phase or they were just fluctuating

with their average position fixed. It is also unclear if there were any ordered structure

buried under the disordered dithiol layer. However, in any cases, the molecules are

most likely to have relatively large tilt angle form the surface normal because both

the previously reported STM images59,253,255 and the FM-DFM images obtained in

this experiment showed darker contrast on the dithiol region than that on the thiol

region.

Measurements of Surface Potential

Figure 5.16 shows the topographic and surface potential images of the phase-

separated SAM (C10/C10D) simultaneously obtained by FM-KFM. The thiol region

showed higher surface potential than that on the dithiol region. Slight variation

in the surface potential was found on the thiol region while that on dithiol region

showed almost constant value. The potential difference between the thiol and dithiol

regions ranged from 100 to 150 mV.
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Figure 5.16: (a) Topographic and (b) surface potential images of the phase-separated
SAM (C10/C10D) on the Au(111) surface (150 nm × 150 nm, ∆f = −30 Hz, Ap-p =
10 nm). The thiol region showed higher surface potential than that on the dithiol
region, reflecting the dipole moment within the thiol molecules.

So far, a few reports have been published for the surface potential measurements

of the alkanethiol SAMs.275,287,288 Evans and Ulman investigated the surface po-

tential of the alkanethiol SAMs as a function of the molecular chain length using

traditional Kelvin method.287 They reported that the thiol surface showed positive

potential with respect to the substrate and the value linearly increased by 9.3 mV

per CH2 unit as the chain length increased. Later, Lü et al. measured surface po-

tential of the mixed SAMs prepared by micro-contact printing using AM-KFM,275

which mostly confirmed the above mentioned results except for the small difference

in the increasing rate of the surface potential as a function of chain length (14.1 ±
3.1 mV per CH2 unit).

The origin of the positive surface potential and its chain length dependence can

be explained by the model shown in Fig. 5.17. When a thiol adsorbs onto the

gold surface, a chemical bonding (not perfectly covalent) will be formed between

the sulfur atom and the gold surface via the loss of the hydrogen and the formation

of the thiolate, producing the Au+-S− dipole. The positive charge of Au+ will be

provided from the background gold film while the negative charge of S− will be

mainly provided from the covalently bonded alkyl chain, which in turn induces the

dipole R+-S− (where R = CnH2n+1). The experimentally observed positive surface

potential indicated that the R+-S− dipole is larger than the Au+-S− dipole. Since

the dipole R+-S− is made up of the vector sum of the dipole moments along the

S-C or C-C bonds, it seems to be reasonable that the net dipole moment of the
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Figure 5.17: A schematic model to explain the positive surface potential of the
alkanethiol SAM and its dependence of the chain length. The dipole Au+-S− is
virtually shielded by the free electrons in metal while the effective R+-S− dipole
linearly varies with increasing chain length making up a dipole sheet.

molecule linearly varies with increasing chain length. However, the dipole moment

along the S-C bond is likely to be much larger than other dipoles along C-C bonds.

This is because the reported absolute value of the surface potential, for example,

of decanethiol (C10) is about 550 mV, which is much larger than expected from

the reported chain length dependence (about 10 mV per CH2 unit). Therefore, the

chain length dependence may not be linear for the thiols with shorter chain length.

The surface potential variation found on the thiol region can be explained by the

variation in the molecular tile angle. When the molecular tilt angle from the surface

normal become large, the net dipole moment perpendicular to the surface will be

reduced because the induced dipole moment exists along the molecular axis. For

example, if it is assumed that the surface potential of the C10 monolayer with the

molecular tilt angle of 30◦ is 550 mV,287 the observed potential variation roughly

correspond to the tilt angle variation of about 8◦. Note that the possibility that

the amount of the induced dipole moment itself may be changed by the tilt angle

variation was neglected in this simple estimation.

Although there have been no reports on the surface potential of the dithiol

monolayers, it seems to be reasonable that the dithiol region showed lower surface

potential than that of the thiol monolayer. Dithiols in disordered phase probably

do not have an uniform orientation with respect to the surface. Figure 5.18 shows
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(a) flat lying (b) large tilt angle (c) fluctuating
downward dipole small upward dipole no averaged dipole

Figure 5.18: A schematic model showing the possible orientations of the dithiols
and their expected dipole moment. The molecule may be (a) flat lying, (b) having
a large tilt angle or (c) continuously moving. In any cases, the net dipole moment
perpendicular to the surface is smaller than that of the thiols in (

√
3 × √

3)R30◦

structure.

the possible orientations of the dithiols and their expected dipole moment. Some

molecules may be flat lying on the surface like ones in the well-ordered stripe phase,

where the net dipole moment is likely to be oriented downward (Fig. 5.18(a)).

Others may be adsorbed with a larger tilt angle from the surface normal than that

of thiols (Fig. 5.18(b)). In this case, although there may be some dipole moment

in upward orientation, it should be smaller than that of thiols. Furthermore, there

may be some molecules rapidly moving on the surface like in the two-dimensional

liquid phase (Fig. 5.18(c)). Such randomly moving molecules should have no net

dipole moment in any directions if it is time-averaged. All the contribution from

each of these molecules might result in the observed smaller surface potential.

Measurements of Energy Dissipation

Figure 5.19 shows ∆f dependence of the topographic and dissipation images of

the phase-separated SAM. The topographic contrast became more clearer as |∆f |
increased, showing the domain structure within the thiol region. Instead, the topo-

graphic artifacts due to the feedback error of the gap distance regulation became

prominent at the left and right edges of the thiol regions as indicated by the white

arrows in Fig. 5.19(c). The dissipation contrast gradually became visible with in-

creasing |∆f |, which revealed that the energy dissipation measured on the dithiol

region (Pdithiol) is larger than that on the thiol region (Pthiol).

Figure 5.20(a) shows the |∆f | dependence of the height difference between the

thiol and dithiol regions (∆h = hthiol − hdithiol) estimated from the several topo-

graphic images. The plot revealed that the estimated ∆h significantly decreased

with increasing |∆f |. Moreover, the negative ∆h value, namely, the contrast inver-
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Figure 5.19: The frequency shift dependence of the topographic and dissipation
images of phase-separated SAM (C10/C10D) on the Au(111) surface (100 nm × 100
nm, Ap-p = 10 nm). The frequency shift during the FM-DFM imaging was −10 Hz
for (a, d), −20 Hz for (b, e) and −30 Hz for (c, f). The scanned direction was from
the left to the right of the image.
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Figure 5.20: The frequency shift dependence of (a) the height difference between
the thiol and dithiol regions (∆h) and (b) the energy dissipation measured on them.
These profiles were obtained from the cross-sectional plots of the simultaneously
obtained topographic and dissipation images with different frequency shift. Note
that the energy dissipation values shown in (b) was estimated based on the typical
parameters of the cantilever used in this experiment so that they were presented
only for the order estimation.
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molecular fluctuation

ordered phase

disordered phase

Figure 5.21: A schematic model to explain the observed large dissipation on dithiols.

sion was observed at ∆f = −50 Hz. Pthiol and Pdithiol estimated from the several

dissipation images were also plotted as a function of |∆f | as shown in Fig. 5.20(b).

Although both Pdithiol and Pthiol increased as |∆f | increased, the former showed

much stronger dependence. For example, when ∆f was −50 Hz, Pdithiol was about

ten times larger than Pthiol.

The large difference between Pdithiol and Pthiol is most likely to be ascribed to the

fluctuation of the dithiol molecules as shown in Fig. 5.21. Since the dithiols were

in the disordered phase, they were not tightly bound by the surrounding molecules.

Thus they might be relatively easy to move by the tip-sample interaction, leading

to the force hysteresis in each cycle of the cantilever oscillation and resultant energy

dissipation.82 In addition, there is a possibility that the molecules are thermally

fluctuating even without the tip-sample interaction. In that case, such a random

fluctuation can also induce the stochastic energy dissipation as pointed out by Gau-

thier et al.27 One might expect that the dissipation difference might be related to

the electrical dissipation because there was found 100 – 150 mV difference in sur-

face potential between thiols and dithiols. However, the possibility can be safely

excluded as the measured dissipation showed no significant difference even when the

dc tip-sample potential difference was canceled out by KFM bias feedback technique.

Therefore, the result strongly supported the expectation that the energy dissipation

can be induced by the molecular fluctuation although it is unclear whether it was

tip-induced movement or thermally-induced Brownian motion. Since such a molec-

ular fluctuation is one of the major obstacle to obtain high-resolution FM-DFM

images, the energy dissipation value can serve as a useful criterion to determine

whether the high-resolution can be achieved or not.

There were found some artifacts in Fig. 5.19(c) as indicated by the white arrows.

As a general requirement to suppress feedback errors and resulting image distortions,

the cutoff frequency of the amplitude feedback circuit should be much larger than

that of the distance feedback circuit.95 This requirement was well satisfied in the
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Figure 5.22: A schematic model to explain the topographic artifacts found in Fig.
5.19(c). Since the energy dissipation drastically changed at the boundary between
the thiol and dithiol regions, the response time of the amplitude feedback circuit
became longer than that of the distance feedback.

setup used in this experiment. However, if the dissipation variation become com-

parable to the intrinsic dissipation, a major correction of the excitation amplitude

is needed to keep the amplitude constant. Thus the amplitude regulation may take

longer settling time to achieve a steady state than that for the distance regulation.

As for this experiment, the dissipation variation at the boundary between the thiols

and dithiols was so large that the amplitude regulation couldn’t respond quickly

enough to suppress the transient response of the distance regulation feedback (Fig.

5.22).

Several measures can be taken to avoid such artifacts; lowering the cutoff fre-

quency of the distance feedback circuit; to improve the time response of the am-

plitude feedback circuit. On the other hand, recently Giessibl pointed out that

the Q-factor should not be very high to perform a stable amplitude regulation.95

Namely, if Q-factor is very high, the intrinsic energy dissipation is quite small so

that even small energy dissipation requires a major correction of the excitation am-

plitude. Therefore, the cantilever with a lower Q-factor may be suitable for the

imaging on the samples which show a large variation in the energy dissipation.

The strong dependence of ∆h on |∆f | and the resultant contrast inversion cannot

be explained by such a transient response of the feedback circuit. Since the contrast

inversion was observed even when the amplitude variation was sufficiently suppressed
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by the amplitude regulation using proportional and integral control circuit, the effect

of the steady-state error is not likely to be the predominant factor for the contrast

inversion. In addition, the cancellation of the tip-sample dc potential difference

did not significantly affected the topographic contrast, suggesting that the electrical

interaction cannot be the main cause of the contrast inversion.

One of the possible origin for the contrast inversion is the difference in the chem-

ical interaction. While the surface of the thiol monolayer is well-defined as an array

of methyl end groups, that of the dithiol region cannot be defined on a molecular-

scale because it is disordered. However, if any of the thiol groups are exposed to the

surface in the dithiol region, they might show a different chemical interaction with

the tip atom. Another possible mechanism is the force hysteresis in each cycle of

the cantilever oscillation. Sasaki et al. revealed that such a force hysteresis induces

not only the energy dissipation but also the additional negative frequency shift.82

They explained the previously reported discontinuity of the force-distance curves

measured on Si surfaces289–292 by the force hysteresis due to the chemical bonding

which takes place within a certain threshold height from the surface. In this ex-

periment, such a force hysteresis may exist even at a large tip-sample separation

because of the fluctuation of the dithiols.

5.5 Summary

In this chapter, the dissipation mechanisms of the cantilever vibration energy were

investigated in relation to the electrical interaction and the molecular fluctuation.

Energy Dissipation Induced by Electrical Interaction

It was revealed that the experimentally measured energy dissipation contains both

“apparent dissipation” induced by the conservative electrical interaction and “true

dissipation” induced by the dissipative electrical interaction. There are some differ-

ent origins for both types of electrical energy dissipation Their contribution to the

energy dissipation images and bias dependence curves was discussed in this chapter.

1. It was revealed that the energy dissipation typically shows quadratic bias de-

pendence. However, the order of energy dissipation was too large to be ex-

plained either by the Joule dissipation or by the bias dependent phase error.

Further studies are required to elucidate the origin for the quadratic bias de-

pendence.

2. It was found that the energy dissipation occasionally shows an extraordinary

type of bias dependence curve with double minimum peaks. As one of the
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possible origins, the effect of bias dependent changes in the force potential

acting on the tip was pointed out.

3. The energy dissipation images and the bias dependence curves showed strong

dependence on the bias resistance. The dependence can be well understood

by taking account of the effect of the stray capacitance between the electrode

of the PZT actuator and the cantilever base or other part of the bias line.

Energy Dissipation Induced by Molecular Fluctuation

It was revealed that the energy dissipation induced by the molecular fluctuation is

strongly related to the mechanical property of the surface. However, it was also

found that the molecular fluctuation induces not only energy dissipation but also

some topographic artifacts because of the incomplete separation between the con-

servative and dissipative interactions.

1. The energy dissipation measured on the disordered dithiol region was much

larger than that on the well-ordered thiol regions. This result indicated that

a large energy dissipation is expected on the loosely packed molecules due to

the large molecular fluctuation. The molecular fluctuation may correspond

to the thermally-induced Brownian motion. Besides that, some additional

kinetic energy of the molecular fluctuation may be provided from the vibrating

cantilever through the dissipative tip-sample interaction.

2. Some topographic artifacts were found at the domain boundaries between the

thiol and dithiol regions due to the extremely large difference in the energy

dissipation. The result suggested that the cantilever with a lower Q-factor is

suitable for the imaging on the samples which show a large variation in the

energy dissipation.

3. The topographic contrast between the thiol and dithiol regions was inverted

when the tip-sample separation was reduced. As the possible origins for the

contrast inversion, the effects of the chemical interaction and the additional

frequency shift due to the force hysteresis were pointed out.
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Chapter 6

Molecular-Scale Contrasts in
Topography and Dissipation

6.1 Introduction

Since the first demonstration of the true-atomic resolution of FM-DFM,42,43 the

imaging mechanism of the atomic-scale contrasts has been intensively studied both

in theoretical72–77 and experimental289–292 aspects. Although the complete under-

standing has not been achieved yet, it has become more and more evident that the

short-range chemical interaction between the tip front atom and the surface atom

plays an important role in the contrast formation. Since the organic surface shows

a wide variation in the surface chemical properties, the effect of chemical interac-

tion would be particularly important. However, detailed studies on the relationship

between the chemical property of the surface and the molecular-scale topographic

contrasts have never been made so far.

Dissipation images with true-atomic resolution were first demonstrated in 1997

by Lüthi et al.30 The atomic-scale dissipation contrasts have been mainly attributed

to the fluctuation of the tip atoms and surface atoms induced by the tip-sample in-

teractions.88,89 Such an atomic fluctuation is explained in relation to an instability

or a bistability of the atomic-scale surface structures.27,82 In the case of organic

surfaces, mechanical property of the surface is mostly determined by the molecu-

lar conformations and packing arrangements. In fact, the results obtained in the

previous chapter revealed that the energy dissipation on the disordered molecular

film is larger than that on the well-ordered one. However, the relationship between

the mechanical property of the surface and the molecular-scale dissipation contrasts

have never been studied. Moreover, molecular-scale dissipation images have never

presented so far.

In this chapter, the formation mechanisms of the molecular-scale contrasts in

topography and dissipation were experimentally studied in relation to the chemical
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and mechanical properties of the organic surfaces. For this purpose, the organic sur-

faces that have molecular-scale variations in structures and properties are desirable

as model organic systems. The samples used in this experiment were defect-reduced

alkanethiol SAMs on Au(111) surfaces and copper-phthalocyanine (CuPc) thin films

on MoS2(0001) surfaces. In the defect-reduced SAMs, the closely-packed molecules

show two different packing arrangements referred to as c(4×2) superlattice struc-

tures. Thus the relationship between the molecular-scale dissipation contrasts and

the packing arrangements is of particular interest. As for the CuPc thin films, the

molecule has widely delocalized π-electron orbitals sticking out of the molecular

plane. Thus special attention was paid for their relation to the molecular-scale to-

pographic contrasts. In addition, since CuPcs are relatively loosely-packed even in

an well-ordered monolayer, the molecules may be easily fluctuated by the tip-sample

interactions. Therefore, the relationship between such a tip-induced molecular fluc-

tuation and the molecular-scale dissipation contrasts is discussed in detail.

6.2 Experimental

All the experiments described in this chapter were performed under UHV conditions

using a commercially available UHV-SPM system (JEOL: JSTM/AFM-4500XT,

Fig. 4.1) with some modifications. The original frequency shift detector was replaced

with a homebuilt PLL circuit61 to perform a stable frequency shift detection. The

original self-excitation circuit was replaced with a homebuilt electronic circuit with

an AGC function to keep the cantilever vibration amplitude constant.

The highly-doped n-Si cantilever (Nanosensors: NCH) with a resonance fre-

quency of about 300 kHz and with a nominal spring constant of 40 N/m was used

for the FM-DFM imaging. The typical Q-factor measured under an UHV condition

was 30,000. The resistivity of the cantilever was 0.01 – 0.025 Ωcm. No special tip

treatment was carried out before use. The cantilever was vibrated in constant am-

plitude mode. The tip-sample distance regulation was made in constant frequency

shift mode. During the FM-DFM imaging, the tip and the sample were electrically

grounded.

The dissipation images shown in this chapter were obtained by recording the

gain (V ′
exc) of the variable gain amplifier which drives the PZT actuator for the

cantilever excitation (excitation image in Fig. 2.17). V ′
exc is proportional to the

excitation amplitude (Vexc) and the magnitude of energy dissipation. However, since

the dissipation images were not always taken with the same cantilever and with the

same vibration amplitude, the absolute values for V ′
exc cannot be directly compared

between the different images.
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6.3 C(4×2) Superlattice Structures of Alka-

nethiol Monolayers

6.3.1 Defect-Reduced SAMs

C(4×2) Superlattice Structures

Molecular conformations and packing arrangements within the alkanethiol mono-

layers on Au(111) surfaces have been intensively studied by a variety of techniques.

Studies using reflectance infrared (IR) spectroscopy revealed that the molecules take

all-trans conformation with their molecular axes tilted by about 30◦ from the sur-

face normal.168,169 Transmission electron diffraction measurements showed that the

molecules in the monolayer are hexagonally packed to form (
√

3 × √
3)R30◦ over-

layer of Au(111) surface with inter-molecular distance of about 0.5 nm.175 From

these results, all the molecules were first believed to be adsorbed on the threefold

hollow sites of Au(111) surface taking the same conformation so that the unit cell

contains only one molecule.

However, subsequent diffraction studies revealed the existence of larger unit cell

composed of four distinct molecules, which corresponds to the c(4×2) superlat-

tice with respect to (
√

3 × √
3)R30◦ structure. So far, some different models have

been proposed to describe the molecular packing arrangement in c(4×2) superlattice

structures although it still remains under discussion. Camillone et al. proposed that

the structure should be composed of the molecules with different twist angles around

the molecular chains from the analogy to n-alkane bulk crystals.293 Fenter et al. pre-

sented a grazing incident X-ray diffraction study suggesting that the molecules in

c(4×2) superlattice are dimerized to form S-S bonding near the Au(111) surface.294

Later, surface structures of c(4×2) superlattice were directly visualized by STM,

which revealed some different contrast patterns in the c(4×2) unit cell. Delamarche

et al. presented molecularly resolved STM images of four different packing arrange-

ments (Fig. 6.1(a)-(d)),295 which confirmed the models predicted by Camillone et

al. On the other hand, Kobayashi et al. presented the STM images showing three

different molecular contrasts in the c(4×2) unit cell (Fig. 6.1(e)),194 which cannot

be explained by any models presented so far.

As for the FM-DFM studies, detailed discussions on the FM-DFM contrasts in

c(4×2) superlattice structures have never been presented so far. Since the surface of

the alkanethiol SAM is terminated by chemically inert methyl end groups, the short-

range chemical interaction between the tip and the surface should be relatively small.

On the other hand, recent studies pointed out that such a short-range chemical

interaction plays an important role in the contrast formation of FM-DFM images.
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(b) β phase (c) γ phase(a) α phase

(e) ε phase(d) δ phase

Figure 6.1: Schematic models of the previously reported STM contrasts found in
alkanethiol SAMs on Au(111) surfaces. (a) (

√
3×√

3)R30◦ structure with a hexago-
nal unit cell composed of only one molecule. (b) – (e) c(4×2) superlattice structures
with a rectangular unit cell composed of four distinct molecules.
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(a) (b)

Figure 6.2: Typical FM-DFM images of an ordinary SAM and a defect reduced SAM
on Au(111) surfaces. (a) FM-DFM image of a hexadecanethiol (C16) SAM prepared
by immersion at room temperature for several hours (50 nm × 50 nm, ∆f = −60
Hz, Ap-p = 15 nm). (b) FM-DFM image of a dodecanethiol (C12) SAM prepared by
immersion at 78◦C for 15 min. (50 nm × 50 nm, ∆f = −250 Hz, Ap-p = 10 nm).
The defect density is significantly reduced by annealing during the self-assembling
process.274

Therefore, it is of great interest whether or not FM-DFM can visualize the molecular-

scale contrast patterns even on such chemically inert surfaces.

The molecules in the c(4×2) superlattice structure are closely-packed with an

excellent ordering. Thus they are expected to be mechanically stable against the tip-

sample interaction. However, since the c(4×2) superlattice structure is composed of

four distinct molecules, they might have different mechanical properties depending

on their conformations and packing arrangements. Therefore, the dependence of

molecular-scale dissipation contrasts on the packing arrangements is of particular

interest.

Defect-Reduced SAMs

As a result of a number of studies performed so far, it is well-known that c(4×2)

superlattice structure is thermodynamically more stable than (
√

3×√
3)R30◦ struc-

ture.296 Thus, in order to prepare the alkanethiol monolayers in c(4×2) superlattice

structures, it is essential to make the film structure approach the thermodynamic

equilibrium state. In general, the film formation at an elevated temperature is ex-

pected to be one possible solution for this purpose. When the film is formed at a

low temperature the structure may be settled in a metastable state corresponding
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to a thermodynamic local minimum. On the other hand, when the film is heated

during the self-assembling process, the film structure can reach a more stable state

due to the large kinetic energy of the molecules.

The alkanethiol SAMs are usually prepared by dipping the gold substrate into

the dilute (typically 1 mM) ethanol solution at room temperature. Such an ordinary

SAM shows multi-domain structure with some round-shaped depressions formed by

the gold etching (Fig. 6.2(a)). When the dipping process is performed at an elevated

temperature, the domain size becomes almost as large as the gold terrace. In addi-

tion, the depressions and the domain boundaries are completely eliminated as shown

in Fig. 6.2(b). In such a defect-reduced SAM, it is expected that the molecules take

a thermodynamically stable phase, namely, c(4×2) superlattice structure. However,

there have been no reports on the detailed surface structures of the defect-reduced

SAMs. And hence it is still unclear which phase among the five phases shown in

Fig. 6.1 exists in the defect-reduced SAMs.

6.3.2 Sample Preparation

The molecules used in this experiment were 1-dodecanethiols (CH3-(CH2)11-SH, C12)

which were purchased from Sigma-Aldrich Co., Ltd. The Au(111) surface was pre-

pared by the vacuum evaporation of gold onto a freshly cleaved mica substrate. The

thiol monolayer was self-assembled on the Au(111) surface in the process of a dip of

the gold substrate into the 1 mM ethanol solution of C12 for 15 min. The solution

was heated up to 78◦C (boiling point of ethanol) during the dipping process in order

to reduce the defect density.274 After the dipping process, the sample was rinsed in

the pure ethanol and dried in the N2 flow.

6.3.3 Results and Discussion

Molecular-Scale Topographic Contrasts

Figure 6.3(a) is the FM-DFM image of two different C12 domains separated by a gold

step. Since the monolayer was prepared at an elevated temperature, the film has only

some molecular-scale defects and no depressions formed by the gold etching during

the self-assembling process.274 Figures 6.3(b) and (c) are the FM-DFM images

taken on the lower and upper gold terraces seen in Fig. 6.3(a), respectively. These

molecularly-resolved FM-DFM images clearly showed two different contrast patterns

of c(4×2) superlattice structures. The C12 monolayer formed on the lower terrace

is composed of zigzag-shaped molecular rows (δ phase, Fig. 6.1(d)) while the one

formed on the upper terrace has some protruded molecules which clearly shows

rectangular-shaped unit cell (ε phase, Fig. 6.1(e)). In this experiment, we could not
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(a)

(b) (c)

Figure 6.3: FM-DFM images of the C12 SAM on the Au(111) surface. (a) 20 nm
× 20 nm, ∆f = −70 Hz, Ap-p = 10 nm. (b) 4.5 nm × 4.5 nm, ∆f = −70 Hz,
Ap-p = 10 nm. (c) 4.5 nm × 4.5 nm, ∆f = −50 Hz, Ap-p = 10 nm.
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(a) (b)

Figure 6.4: FM-DFM images of the C12 SAM on the Au(111) surface. (a) FM-DFM
image of δ phase (4.5 nm × 4.5 nm, ∆f = −280 Hz, Ap-p = 10 nm). (b) FM-DFM
image of ε phase (4.5 nm × 4.5 nm, ∆f = −260 Hz, Ap-p = 10 nm).

found other three contrast patterns (α, β, and γ phases) shown in Fig. 6.1. The

results possibly indicated that δ and ε phases are thermodynamically more stable

phases than other three packing arrangements.

Higher resolution FM-DFM images of δ and ε phases were obtained with larger

∆f values, which showed clear molecular-scale contrasts corresponding to the in-

dividual molecules (Fig. 6.4). Although the upper and lower parts of Fig. 6.4(a)

showed clear zigzag-shaped molecular rows, the middle area showed a little distorted

contrasts due to the fluctuation of the imaging conditions such as the frequency

shift and the cantilever vibration amplitude. On the other hand, Fig. 6.4(b) clearly

showed three different molecular contrasts of ε phase. This result revealed that

FM-DFM can visualize such a slight molecular height variation even if the surface is

chemically inert. The imaging conditions during the FM-DFM imaging on ε phase

were quite stable in contrast to the case of δ phase. In this experiment, it was found

more difficult to obtain high-resolution FM-DFM images of δ phase than ε phase,

which suggested that ε phase is structurally more stable against the tip-sample

interaction force than δ phase.

Molecular-Scale Dissipation Contrasts

In order to investigate the relationship between the dissipation contrasts and molec-

ular packing arrangements, topographic and dissipation images were taken both

on δ and ε phases of C12 monolayer (Fig. 6.5). The dissipation image taken on δ

phase (Fig. 6.5(b)) clearly showed molecular-scale contrasts along the zigzag-shaped
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Figure 6.5: (a) Topographic and (b) dissipation images of δ phase structure (4.5
nm × 4.5 nm, ∆f = −70 Hz, Ap-p = 10 nm). (c) Topographic and (d) dissipation
images of ε phase structure (4.5 nm × 4.5 nm, ∆f = −50 Hz, Ap-p = 10 nm).
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Figure 6.6: (a) Topographic and (b) dissipation images of δ phase structure (30 nm
× 30 nm, ∆f = −250 Hz, Ap-p = 10 nm).

molecular rows, while the dissipation image taken on ε phase (Fig. 6.5(d)) showed

almost no contrasts. These images were taken with the same tip and the same sam-

ple. The observed tendency was reproduced even with a different tip and a different

sample. Moreover, similar experiments were performed on the C10 monolayer and

the result also confirmed this tendency. Therefore, the observed difference in the

dissipation contrasts should be caused by the difference in the molecular packing

arrangements.

The result indicated that some of the molecules in δ phase are relatively loosely

bound by the surrounding molecules and their molecular fluctuations induced by

the tip-sample interactions result in the molecular-scale dissipation contrasts. In

fact, the imaging conditions during the FM-DFM imaging of δ phase (Fig. 6.4(a))

were more unstable than that for ε phase. From these results, it was demonstrated

that the mechanical property of the individual molecules depends on the molecular

packing arrangement and such a slight difference in the mechanical property can be

evaluated from the molecular-scale dissipation contrast.

Figure 6.6 shows topographic and dissipation images taken on the two differ-

ent δ phase domains separated by a single-atomic height gold step. Both images

clearly showed molecular-scale contrasts, revealing the different orientations of the

two domains. During the FM-DFM imaging, the magnitude of dissipation was sud-

denly changed near the gold step due to the atomic-scale tip change. However,

the molecular-scale dissipation contrasts itself were maintained even after the tip

change. On the other hand, no significant difference was found in the topographic
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Figure 6.7: Molecular structures of (a) phthalocyanine (Pc) and (b) copper-
phthalocyanine (CuPc).

image before and after the tip change.

The result showed that the total amount of energy dissipation can be affected

not only by the surface properties but also by the atomic-scale tip configurations.88

Thus, in order to extract some information about the surface properties from the

absolute value of the energy dissipation, it would be required to use atomically

well-defined ideal probes. However, the molecular-scale dissipation contrasts itself

were reproducibly obtained independently of the tip conditions. This result sug-

gested that at least the molecular-scale dissipation contrasts can be used for the

investigations on the molecular-scale mechanical properties.

6.4 Copper-phthalocyanine Thin Films on

MoS2(0001) Surfaces

6.4.1 Copper-phthalocyanine

In 1907, phthalocyanine (Pc) was first found as a dark insoluble by-product dur-

ing the preparation of ortho-cyanobenzamide from phthalimide and acetic acid.297

Twenty years later, copper-phthalocyanine (CuPc) was similarly found as an ex-

tremely stable blue by-product during the reaction of ortho-dibromobenzene with

copper cyanide in refluxing pyridine.298 Studies on these by-products were first

started from academic and industrial interests, which produced several remarkable

papers describing the structure of Pc and the synthesis of some of its metal deriva-

tives.299–304

Figure 6.7 shows molecular structures of Pc and CuPc. Pc is a symmetrical
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macrocyclic compound which consists of four iminoisoindoline units with a central

cavity of sufficient size to accommodate various metal ions. It is possible to place

about seventy different elemental ions in the central cavity of Pc.305 Most metal ions

(e.g. Cu2+, Co2+, Fe2+) do not cause a significant distortion of the macrocycle while

certain ions (e.g. Pb2+) are too large to be accommodated in the cavity and hence

they lie above the plane of the Pc ring. Since the structures of Pcs are very similar

to that of porphyrine ring system, Pcs were assumed to exhibit similar aromatic

behavior owing to its planar conjugated array of 18 π-electrons, which promoted

vast amount of studies on the electrical and optical properties of this material.

Pc derivatives are quite stable against the heat and chemicals and they show

a wide variety of colors depending on their crystal structures and central metal

ions. Thus the potential of Pcs as pigments was obvious even in the early stage of

their studies, which started the manufacture of CuPc in 1935 as a blue colorants.

Today, many thousands of tons of Pcs are produced per year to satisfy the growing

demands for blue and green colorants in the photographic, printing, plastics and

textile industries. Besides that, today’s increasing interests in organic electronics

motivated researchers to study the semiconducting nature of Pc derivatives for the

future novel applications such as organic FETs.

So far, several techniques were applied to visualize molecular structures of Pcs.

Müller reported the first direct image of Pc derivatives using field emission mi-

croscopy (FEM) where the four-leaf structure of a CuPc molecule was clearly vi-

sualized.306 Uyeda et al. used high-resolution electron microscopy to image the

detailed molecular structure of chlorinated CuPcs.307 The extreme stability of this

compound allows the images to be obtained before the destruction of the material

by the intense electron beam needed for such high resolutions. Later, Pc derivatives

deposited on substrate surfaces were directly imaged by STM on a molecular-scale

resolution.308

The detailed X-ray diffraction studies revealed that CuPc can take many differ-

ent crystal structures. Among them, industrially important crystal structures are

β-form309–311 and α-form.312 Figure 6.8 shows schematic drawings of these struc-

tures. The β-form is monoclinic and belongs to the P21/a space group with two Pc

molecules per unit cell while the α-form is monoclinic and assigned to the C2/c space

group with four molecules per unit cell. In most cases, β-form is thermodynamically

more stable than α-form except for the small particles or thin films where surface

effects play an important role. Besides the two structures, many metastable crystal

forms were so far reported such as γ-form,297 ε-form,298,302,313 δ-form,314 π-form,310

ρ-form,315 X-form,316 and R-form317 although most of these metastable structures

have not been well confirmed yet because of the difficulty in obtaining large single
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Figure 6.8: Schematic drawings of CuPc crystals. (a),(c) β-form. (b),(d) α-form.
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b-axis b-axis(a) b-axis(b) (c)

Figure 6.9: Schematic drawings of previously reported growth models of CuPc films.
(a) Thick (> 1 µm) films. (b) Thin (< 1 µm) films deposited slowly on a substrate
which does not strongly interact with the first monolayer. (c) Thin film deposited
onto a substrate that interacts strongly with the initially deposited monolayer.

crystals for X-ray diffraction studies.

For most physical studies and applications the small fragile crystals obtained

from Pcs are unsuitable. Instead, thin films deposited on an appropriate substrates

are desired. Thin films of Pc derivatives can be formed by various methods such as

vacuum deposition, Langmuir-Blodgett method, spin-coating, and electrochemical

deposition. Among these techniques, vacuum deposition is the most suitable method

to obtain highly crystalline films with an well-controlled thickness. Thick (> 1 µm)

films of CuPc deposited on a gold or a glass substrate at room temperature consists of

α-form crystal in which the b-axis is approximately perpendicular to the substrate

(Fig. 6.9(a)).318 However, thin films of CuPc (< 1 µm) slowly deposited onto

amorphous substrates (e.g. glass) are composed of α-form crystal with the b-axis

parallel to the substrate (Fig. 6.9(b)).318–320 Such tendency is true only when the

first CuPc monolayer does not strongly interact with the substrate.

By choosing an appropriate substrate and sample preparation condition, the

interaction of the substrate surface with the initially deposited CuPc monolayer

can influence the resulting structure of the deposited film, which is called epitaxial

growth. Pioneering work by Ashida showed the epitaxial growth of CuPc thin films

on KCl(001) surface, where the electrostatic interaction between the K+ ions and

the electron-rich meso-nitrogens plays an important role.321,322 The epitaxial film

consists of α-form crystal with the b-axis tilted about 26◦ from the surface normal

(Fig. 6.9). Similar epitaxial growth were observed for other substrates which possess

a strong affinity with CuPc molecule such as mica321 and graphite.323

However, true epitaxial film growth is not obtained because correlation of the

CuPc crystal packing with the substrate surface lattice is achieved solely for the

initial stage of the film growth process. Thus only the orientation of the microcrys-

tallites is controlled by the surface and not their complete structural morphology.
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(a) Close-packed phase (b) Row-like phase

Figure 6.10: Schematic models of the molecular packing arrangements in the CuPc
monolayer epitaxially grown on the MoS2(0001) surface.324 (a) Close-packed phase
(a = 1.37 nm, b = 1.42 nm, β = 90◦). (b) Row-like phase (a = 1.38 nm, b = 1.90
nm, β = 96.6◦).

Although numerous studies of the monolayer packing arrangement for CuPc on

high-affinity surfaces have been published so far,323–328 the detailed description of

transition between the true epitaxial growth in the initial stage and subsequent

crystal growth process has never been achieved. FM-DFM is expected to be quite

suitable for such a study due to its molecular-scale resolution in real space even on

insulating surfaces.

In this study, CuPc thin films deposited on MoS2(0001) surfaces were used. The

epitaxial growth process of the film have been studied by several different surface

analysis tools. Hara et al. first confirmed the epitaxial growth of CuPc films on

MoS2 surfaces from the reflection high-energy electron diffraction (RHEED) exper-

iments.329 Then LEED studies by England et al. indicated that the first mono-

layer initially formed on MoS2 surface consists of large domains with a size of

around 50 – 100 µm suggesting the extremely good molecular migration on the

substrate.330 Moreover, sub-molecular resolution STM images presented by Lud-

wig et al. enabled unambiguous determination of the detailed molecular packing

arrangements.324 They revealed the existence of two different packing arrangements

called “close-packed phase” and “row-like phase” as shown in Fig. 6.10. Simi-

lar packing arrangements to close-packed phase were also confirmed by LEED and

angle-resolved ultraviolet photoelectron spectroscopy (ARUPS),331 while row-like

phase has never been observed by other techniques. This fact suggests that row-
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like phase might be a metastable structure existing only in the initial stage of the

epitaxial growth process.

The inclination angle of the molecules with respect to the substrate remains still

unclear. Although ARUPS result by Okudaira et al. showed best agreement with the

inclination angle of 6◦, the authors ascribed it to the temperature effect on ARUPS

measurements332 and concluded that the molecule is flat lying on the surface.331

However, since such a spectroscopic method can only provide “averaged” inclination

angles of molecules, it is difficult to exclude the existence of some distributions in

molecular inclinations. Sub-molecular resolution STM images neither can determine

the exact molecular inclination angle because the STM image is strongly dependent

on the electrical property of the molecules.333–335 In addition, there have been

only a few studies published on high-resolution STM imaging of CuPc molecules

on MoS2(0001) surfaces.324

FM-DFM imaging of CuPc molecules have never been performed so far. Since

CuPc has a widely-delocalized π-electron orbitals sticking out of the molecular plane,

strong chemical interaction between the tip and the sample is expected. Thus it is

of great interest whether or not the molecular-scale topographic contrast reflects the

spatial distribution of the molecular orbitals. In addition, since the molecules are

relatively loosely-packed as shown in Fig. 6.10(a), large molecular fluctuation may

be induced by the tip-sample interaction. Therefore, its relation to the molecular-

scale dissipation contrasts is of particular interest.

6.4.2 Sample Preparation

The CuPcs (Tokyo Kasei Kogyo Co., Ltd) were purified by sublimation under vac-

uum environment (< 10−3 Pa) before use. The MoS2 substrate was cleaved in air

and then introduced into the sample preparation chamber of UHV-SPM system

(Fig. 4.1). The sample was annealed at 200◦C for 1 h in order to reduce the surface

contaminations. The CuPc thin films were prepared by vacuum deposition at a

substrate temperature of 100◦C in the sample preparation chamber. The vacuum

pressure during the deposition was maintained below 10−6 Pa. The deposition rate

was about 1.5 nm/h, which was monitored by a quartz oscillator. Since the deposi-

tion chamber was directly connected to the UHV-FM-DFM chamber, the film was

not exposed to the air before FM-DFM imaging.
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Figure 6.11: (a) Topographic and (b) dissipation images of the CuPc monolayer
on MoS2(0001) surface (8 nm × 12 nm, ∆f = −40 Hz, Ap-p = 11 nm). (c) A
cross-sectional plot measured along the bright line A – B shown in (a).
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Figure 6.12: (a) Topographic and (b) dissipation images of the CuPc monolayer on
the MoS2(0001) surface (4 nm × 4 nm, ∆f = −45 Hz, Ap-p = 11 nm). Both images
clearly showed sub-molecular scale contrasts.

6.4.3 Results and Discussion

Molecular Height Variation

Figure 6.11 shows the topographic and dissipation images of the CuPc monolayer on

the MoS2(0001) surface. The topographic image clearly showed individual molecules

in the close-packed phase (Fig. 6.10(a)). On the other hand, the dissipation image

showed inverted contrast with respect to the topographic image. Besides, the dissi-

pation contrast was discontinuously changed at the lower part of this image probably

due to the atomic-scale tip change.88 The origin of the inverted dissipation contrast

will be discussed later in this section.

Figure 6.11(c) shows a cross-sectional plot measured along the bright line A – B

indicated in Fig. 6.11(a), revealing the existence of the molecular height variation.

The magnitude of the molecular height variation was about 0.05 nm. There could

be found no long-range regularity in the molecular height variation. These results

revealed that the molecules are not completely flat lying on the surface but they are

slightly tilted from the substrate surface as suggested by the ARUPS study.331

Sub-Molecular Scale Contrasts

Figure 6.12(a) shows the topographic and dissipation images taken on the same

sample as shown in Fig. 6.11. The topographic image showed clear sub-molecular

scale contrast, revealing the four-leaf structure of the CuPc molecule. The image

also showed an asymmetric feature within the molecule. This result is consistent
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(a)
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Figure 6.13: The CPK model of the CuPc molecule. (a) Top view. (b) Side view.

with the expectation that the molecule is slightly tilted from the substrate surface.

The central part of the CuPc molecule was imaged as an “apparent hole”, which

was depressed by about 0.05 – 0.06 nm from the average molecular plane. The

dissipation image also showed clear sub-molecular scale contrast. The asymmetric

feature within the molecule was more evident in the dissipation image than that

for the topography image. The maxima of the energy dissipation were found at

the inter-molecular spaces as indicated by the arrows in Fig. 6.12. This result

is consistent with the fact that dissipation image obtained with a lower resolution

showed inverted contrast with respect to the corresponding topographic image (Fig.

6.11(b)). The absolute value of the energy dissipation was drastically changed at

the lower part of the image, suggesting the atomic-scale tip change.88 Such an

atomic-scale tip change, which was often observed during high-resolution FM-DFM

imaging, did not much affect the topographic contrast.

Since the copper ion is small enough to be fully accommodated in the central

cavity of the Pc ring, the molecule has a completely planer structure as shown in

Fig. 6.13. On the other hand, the van der Waals radii for carbon, nitrogen and

copper atoms are 170, 155 and 140 pm, respectively. Thus the observed apparent

hole (50 – 60 pm in depth) at the center of the molecule cannot be explained simply

by the molecular structure.
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(a) Total Electron Density (b) HOMO (c) LUMO

Figure 6.14: Two-dimensional maps of (a) total electron density, (b) HOMO and
(c) LUMO of CuPc molecule plotted along the surface located 0.25 nm above the
molecular plane, which was calculated based on the density functional theory. The
HOMO and LUMO distribution shows low density at the center of the molecule
while total electron density does not.

Such an apparent hole was also found in the previously reported STM images

of CuPcs on various surfaces such as MoS2(0001),324 graphite,324 Au(111)333,334 and

Cu(100).336 The formation mechanism of these STM contrasts have been explained

by taking account of the spatial distribution of the molecular orbitals.333,334,336 Fig-

ure 6.14 shows two-dimensional maps of the total electron density, highest occupied

molecular orbital (HOMO) and least unoccupied molecular orbital (LUMO) plotted

along the surface located 0.25 nm above the average molecular plane∗. The HOMO

and LUMO distributions show the lower density at the center of the molecule while

the total electron density does not. Since the magnitude of the tunneling current

is strongly dependent on the distribution of the HOMO and LUMO orbitals, it is

quite natural that the STM image should show an apparent hole at the center of

the CuPc molecule.

As for FM-DFM, when the tip front atom interacts with the chemically reactive

frontier orbitals such as HOMO and LUMO, a strong short-range attractive inter-

action would take place due to the hybridization of the electron orbitals as pointed

out by Tomitori et al.95 Therefore, the sub-molecular scale topographic contrasts

in FM-DFM images can be affected by the spatial distribution of the chemically

reactive frontier orbitals.

One of the possible explanations for the large dissipation at the inter-molecular

space is described as follows. When the tip is located just on top of a molecule,

the single molecule will be fluctuated by the tip-sample interaction as shown in Fig.

∗The spatial distribution of the molecular orbitals were calculated based on the density func-
tional theory (DFT) using Materials Studio (Accelrys) with DMol3 package.
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(a) Just on top of the molecule (b) On top of inter-molecular space

Tip

Tip

Figure 6.15: Schematic models to explain the origin of the large energy dissipation
at the intermolecular space. (a) When the tip is located just on top of a molecule,
the single molecule will be fluctuated by the tip-sample interaction. (b) When the
tip is located above the inter-molecular space, the neighboring two molecules will
be fluctuated, resulting in a larger energy dissipation.

6.15(a). Then the kinetic energy of the molecular fluctuation will be dissipated

through the surrounding molecules and underlying substrate due to the stochastic

dissipation process. On the other hand, when the tip is located above the inter-

molecular space, the adjacent two molecules will be fluctuated, resulting in a larger

energy dissipation. Moreover, when the tip is positioned just over the inter-molecular

space indicated by the arrows in Fig. 6.12, four adjacent molecules will be involved

with the dissipation process, leading to the largest energy dissipation. Therefore,

the result suggested that the molecular-scale dissipation contrasts are affected by

the number of the molecules interacting with the tip.

Micrometer-Scale Grain

In order to investigate the difference in structure and properties between the CuPc

monolayer and the multilayered film, a CuPc thin film was prepared with a longer

deposition time (1 h) than that for the monolayer shown in Fig. 6.11 (10 min).

Figures 6.16(a) and (b) are the topographic and dissipation images taken on this

sample, showing some micrometer-scale grains. The height of these grains estimated

from the cross-sectional plot of the topographic image was about 10 nm, which

corresponds to the thickness of about 30 molecular layers (MLs). The scanned area

of the images was so large (2 µm × 2 µm) that the effect of the substrate inclination

cannot be neglected. In this experiment, the tip-sample distance regulation was

made by simple proportional feedback control so that the steady-state error could

not be completely excluded. The corresponding dissipation image (Fig. 6.16(b)) also
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Figure 6.16: (a) Topographic and (b) dissipation images of the CuPc thin film on
the MoS2 surface (2 µm × 2 µm, ∆f = −25 Hz, Ap-p = 12.5 nm). The MoS2 surface
was completely covered with the CuPc monolayer. Then the micrometer-scale grains
are formed on top of the monolayer. Molecularly-resolved FM-DFM images taken
on (c) the monolayer and (d) the grain (15 nm × 15 nm, ∆f = −30 Hz, Ap-p = 14
nm).
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Figure 6.17: Schematic models to explain the energy dissipation mechanism on the
CuPc monolayer and the grain.

showed the effect of the substrate inclination and hence the contrast was not clear

enough to show the important feature. Thus the regions surrounded by the white

circles A and B were shown with an enhanced contrast. The dissipation contrast in

the circle A revealed that the energy dissipation on the grain is lower than that on

the monolayer. In addition, some dark lines were found in the circle B.

Figures 6.16(c) and (d) are the molecularly-resolved FM-DFM images taken on

the CuPc monolayer and the grain, respectively. The monolayer showed molecular-

scale height variation, which is consistent with the result shown in Fig. 6.11. The

FM-DFM image taken on top of the grain revealed that the packing arrangement

seen in the monolayer is surprisingly well maintained even over such a thick mul-

tilayered grain. However, the molecular height variation on the grain surface was

much smaller than that on the monolayer.

The molecules in the monolayer are slightly tilted from the substrate surface

and their tilt angle is not completely uniform. Thus they are expected to be loosely

bound by the surrounding molecules and the MoS2 surface. Such a loosely bound

molecule should be easily fluctuated by the tip-sample interaction (Fig. 6.17(a)). On

the other hand, the molecular ordering on the large grain was much better than that
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for the monolayer. This result suggested that the molecules on the grain are more

tightly bound by the surrounding molecules. In addition, they may be stabilized by

the crystalline field of the large grain. Such a tightly bound molecule should be me-

chanically stable against the tip-sample interaction force (Fig. 6.17(b)). Therefore,

the large dissipation found on the monolayer should be ascribed to the molecular

fluctuation induced by the tip-sample interaction. The result strongly supported

the expectation that the mechanical property of the surface may be evaluated from

the energy dissipation contrast.

Domain Boundary

Figures 6.18(a) and (b) show the topographic and dissipation images taken on the

area indicated by the white circle B in Fig. 6.16(b). The image revealed that the

dark lines found in the dissipation image shown in Fig. 6.16(b) corresponds to the

boundaries of the monolayer domains A, B and C. The topographic image (Fig.

6.18(a)) showed that the domain A has a different orientation from those of the

domains B and C.

The dissipation image (Fig. 6.18(b)) revealed that the energy dissipation on

the defects and the domain boundaries is smaller than that on the monolayer. The

dissipation measured on the domain B and C is slightly smaller than that on the

domain A, suggesting that the energy dissipation is dependent on the orientation

of the molecular packing arrangements with respect to the tip. Such a strong de-

pendence of the energy dissipation on the tip geometry was also confirmed by the

drastic contrast change due to the atomic-scale tip change (Fig. 6.18(b)).

Figure 6.18(c) shows FM-DFM image taken on the same area after several scans.

The white arrow in each of Figs. 6.18(a) – (c) indicates the same defect which can

be used to identify the relative position of these images. The image revealed that the

molecular arrangements at the domain boundaries were improved and some defects

indicated by the white circles were disappeared during the FM-DFM imaging.

Figure 6.18(d) is the FM-DFM image taken on the same area with a much

smaller frequency shift (−5 Hz). The image showed inverted contrast at the domain

boundaries with respect to the image shown in Fig. 6.18(c). The origin for this

contrast inversion is probably the same as pointed out in Fig. 5.22. Thus the domain

boundaries and the defects should correspond to the absence of the molecules.

The observed smaller energy dissipation at the domain boundaries and the de-

fects is explained by the model shown in Fig. 6.19. When the tip-sample separation

is relatively large, the weak long-range interaction will induce a small fluctuation of

the molecules, leading to a relatively small energy dissipation (Fig. 6.19(a)). In this

case, the dissipation variation at the domain boundary becomes relatively dull (Fig.
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Figure 6.18: (a) Topographic and (b) dissipation images of the CuPc monolayer on
the MoS2(0001) surface (50 nm × 50 nm, ∆f = −50 Hz, Ap-p = 14 nm). (c) FM-
DFM image taken on the same area after several scans (50 nm × 50 nm, ∆f = −55
Hz, Ap-p = 12.5 nm). (d) FM-DFM image taken on the same area with a much
smaller frequency shift (50 nm × 50 nm, ∆f = −5 Hz, Ap-p = 11 nm).
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Figure 6.19: Schematic models to explain the observed small dissipation at the do-
main boundaries and the defects. (a) With a larger tip-sample separation, relatively
small molecular fluctuations are induced by the weak long-range interactions. (b)
With a smaller tip-sample separation, relatively large molecular fluctuations are
induced by the strong short-range interactions.
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6.16(b)). When the tip-sample separation is relatively small, the tip will strongly

interact with an underlying molecule and induce a large molecular fluctuation, re-

sulting in a larger energy dissipation (Fig. 6.19(b)). Thus the dissipation contrast

shows a much sharper variation at the domain boundary (Fig. 6.18(b)).

The mechanism for the observed tip-induced surface modification can be under-

stood from the analogy to the annealing effect. In general, molecular ordering is

often improved by annealing treatment. This is because such an heating treatment

will give the molecules some extra energy to break up the original packing arrange-

ment to form an well-ordered structure with a lower free energy. On the other hand,

in this experiment, the molecules are given extra energy through the dissipative

tip-sample interaction. In that sense, the observed surface modification can be re-

garded as “local annealing” induced by the tip-sample interaction. Furthermore,

this result is the direct evidence which confirms that some of the vibration energy

of the cantilever is transformed into the kinetic energy of the molecular fluctuation

through the dissipative tip-sample interactions.

6.5 Summary

In this chapter, the formation mechanisms of the molecular-scale contrasts in topog-

raphy and dissipation were experimentally studied in relation to the chemical and

mechanical properties of the organic surfaces.

Molecular-Scale Topographic Contrasts

It was revealed that the molecular-scale topographic contrast represents not only

surface height variations but also chemical property of the surface.

1. The molecular-resolution topographic images of the alkanethiol SAMs clearly

showed molecular height variations in the two different c(4×2) superlattice

structures. This result revealed that the molecular-scale topographic contrast

taken on a chemically inert surface represents a true surface height variation.

2. The sub-molecular-resolution topographic image of the CuPc molecules showed

good agreement with the spatial distribution of the frontier orbitals (HOMO

and LUMO) of CuPc. This result revealed that the sub-molecular scale to-

pographic contrast can be affected by the short-range attractive interaction

originated from the chemical interaction between the tip front atom and the

molecular frontier orbitals.
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Molecular-Scale Dissipation Contrasts

It was revealed that the molecular-scale dissipation contrast represents the magni-

tude of the molecular fluctuation induced by the tip-sample interaction. The results

obtained in this chapter strongly supported the expectation that the mechanical

property of the surface can be evaluated by the energy dissipation measurement.

1. The dissipation image taken on the δ phase SAM clearly showed molecular-

scale contrast while the dissipation image taken on the ε phase SAM showed

almost no contrast. This result revealed that the mechanical property of the

molecules can show a variation even in a closely-packed monolayer reflecting

the subtle difference in the molecular packing arrangement. In addition, it

was found that such a slight difference in the mechanical property can be

differentiated from the molecular-scale dissipation contrasts.

2. The molecular-resolution dissipation image of the CuPc monolayer showed

the largest energy dissipation at the inter-molecular space which surrounded

by four molecules. This result revealed that the molecular-scale dissipation

contrast taken on a loosely-packed monolayer is related to the number of the

molecules interacting with the tip.
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Chapter 7

Conclusions and Future Prospects

In this study, the possibilities and the problems of DFM applications to the

molecular-scale investigations on organic ultrathin films were experimentally demon-

strated. Then the imaging mechanisms of DFM were studied in relation to the

electrical, mechanical and chemical properties of organic surfaces. The conclusions

obtained in this study and some suggestions for the future works are summarized

below.

7.1 Conclusions

In-situ Analyses of Thermal Phase Transitions

In chapter 3, the AM-DFM applications to the in-situ analyses of thermal phase

transitions were experimentally demonstrated on ferroelectric polymer thin films.

1. It was demonstrated that a variable-temperature AM-DFM is quite useful for

the direct investigations on various thermal phase transitions of polymer thin

films.

2. It was revealed that AM-DFM can provide different types of information on the

sample using light-force imaging and hard-force imaging. In order to visualize

thermal phase transition processes of polymers, it is essential to choose these

two operation modes appropriately.

Molecular-Scale Imaging of Insulating Organic Surfaces

In chapter 4, the possibilities and the problems of FM-DFM applications to the

molecular-scale investigations on insulating organic thin films were experimentally

demonstrated.

1. It was demonstrated that the true-molecular resolution can be achieved by

FM-DFM even on insulating organic surfaces.
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2. It was found that there are some specific situations where high-resolution is

hard to achieve because of the strong electrostatic interactions or the molecular

fluctuations.

Dissipation Mechanisms of Cantilever Vibration Energy

In chapter 5, the dissipation mechanisms of the cantilever vibration energy were

investigated in relation to the electrical interaction and the molecular fluctuation.

1. It was revealed that the experimentally measured energy dissipation contains

both “apparent dissipation” induced by the conservative electrical interaction

and “true dissipation” induced by the dissipative electrical interaction.

2. It was revealed that the energy dissipation induced by the molecular fluctua-

tion is strongly related to the mechanical property of the surface. However, it

was also found that the molecular fluctuation induces not only energy dissipa-

tion but also some topographic artifacts because of the incomplete separation

between the conservative and dissipative interactions.

Molecular-Scale Contrasts in Topography and Dissipation

In chapter 6, the formation mechanisms of the molecular-scale contrasts in topog-

raphy and dissipation were experimentally studied in relation to the chemical and

mechanical properties of the organic surfaces.

1. It was revealed that the molecular-scale topographic contrast represents not

only surface height variations but also chemical property of the surface.

2. It was revealed that the molecular-scale dissipation contrast represents the

magnitude of the molecular fluctuation induced by the tip-sample interaction.

The results obtained in this chapter strongly supported the expectation that

the mechanical property of the surface can be evaluated by the energy dissi-

pation measurement.

7.2 Future Prospects

Molecular Resolution under Moderate Vacuum Conditions

All the molecularly-resolved FM-DFM images presented so far were taken under

UHV conditions, which has significantly limited the number of FM-DFM users es-

pecially in biological and polymer science. Thus it would be important to develop

a high-resolution DFM operated under a moderate vacuum condition. In principle,
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there is no problems to prevent the high-resolution imaging under moderate vacuum

conditions because the Q-enhancement in vacuum environment is almost saturated

even in a low vacuum condition. However, practically, the vacuum pumps used for

the moderate vacuum (i.e., rotary pumps and turbo molecular pumps) cannot be

free from the mechanical vibration. Therefore, the DFM system has to be isolated

from such an undesirable vibration.

Cantilever Oscillation with Small Amplitude and High Frequency

In order to enhance the force sensitivity to the short-range interaction force and

suppress the tip-induced molecular fluctuation, it would be desired to reduce the

cantilever vibration amplitude down to 1 nm or less. On the other hand, to improve

the time response of the tip-sample distance regulation and perform a high-speed

scanning over a relatively rough surface, it would be required to enhance the can-

tilever resonance frequency. Such a high oscillation frequency may lead to the im-

provement of the time response of AM detection feedback (τAM � 2Q/ω0) so that

the UHV applications of AM-DFM may become possible. For these purposes, a

high-speed and high-sensitivity cantilever deflection measurement system has to be

developed. While the improvement of the present optical detection technique is one

possible way, development of a novel electrical detection method is also promising

in view of its applications to the liquid and the low-temperature environments.

Atomically Well-Defined Probe

In order to achieve further understanding on the contrast formation mechanism in

both topography and dissipation, detailed comparisons between the theoretical ex-

pectations and the experimental results are of great importance. From this point

of view, an atomically well-defined probe has to be employed in the experiments.

Such an well-defined probe will also allow us to perform reproducible and quanti-

tative DFM experiments. Although a carbon nanotube (CNT) probe is the most

promising candidate at the present stage, the atomic-scale structure of the CNTs

currently used as SPM probes are not completely uniform and cannot be predicted.

In addition, the present fabrication method of CNT probes is so time-consuming

that they are too expensive to be used for the routine applications. Thus the fabri-

cation method of atomically well-defined CNTs and the mass-production process of

CNT probes have to be established.
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DFM Applications to Organic Thin Film Devices

In order to improve the performance and understand the operation mechanism of

organic thin film devices, it is essential to study molecular-scale structures and prop-

erties of them. In this study, DFM was applied to characterize various organic thin

films such as ferroelectric polymer and oligomer thin films, self-assembled monolay-

ers of thiol derivatives and semiconducting thin films of π-conjugated molecules. All

of them are regarded as prototypes for the future organic thin film devices. Thus

these results will promote the DFM applications to the investigations on organic

thin film devices, leading to the further development in this field.

DFM Applications to Molecular Electronic Devices

In order to realize molecular electronic devices, the direct access method to the

individual molecules has to be established. In the molecular electronics, the device

fabrication itself still remains one of the most challenging issues to be coped with.

Thus the characterizations of molecular electronic devices such as single molecular

switches or single molecular wires were not performed in this study. However, some

important suggestions for the future DFM applications to the molecular electronics

were obtained. For example, sub-molecular scale topographic contrasts of CuPc

molecules well corresponded to the spatial distribution of the frontier orbitals which

represents the electronic state of the molecule. The result implied that the electronic

state of the single molecule may be deduced from the sub-molecular scale DFM

images.

DFM Applications to Controlled Molecular Manipulation

As a next step of this study, it would be envisaged to manipulate the individual

molecules using DFM technique. To cope with this challenging issue, it should be

precisely understood how the molecules and the tip atoms behave when the tip

is located at the close vicinity of the sample surface. Surprisingly enough, this

is also the very central issue that has been discussed in this thesis in relation to

the energy dissipation mechanisms during the FM-DFM imaging. In fact, in this

study, it was demonstrated that the CuPc molecules can be moved by the dissipa-

tive tip-sample interaction and, furthermore, the molecular-scale arrangements at

the domain boundaries were obviously improved. Although this surface modifica-

tion was not performed in an well controlled manner, the result clearly represented

the promising aspect of the DFM technique for the future realization of controlled

molecular manipulation.
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AFM atomic force microscopy

AM amplitude modulation

AM-DFM dynamic force microscopy with amplitude modulation detection method

ARUPS angle-resolved ultraviolet photoelectron spectroscopy

CPD contact potential difference

DFM dynamic force microscopy

DFT density functional theory

EL electroluminescent

FEM field emission microscopy

FET field effect transistor

FFM friction force microscopy

FM frequency modulation

FM-DFM dynamic force microscopy with frequency modulation detection method

GIXD grazing incidence X-ray diffraction

IR infrared

KFM Kelvin probe force microcopy

LEAD low-energy atom diffraction

LEED low-energy electron diffraction

ML molecular layer

PLL phase-locked loop

PVDF polyvinylidene fluoride

P(VDF/TrFE) copolymer of vinylidene fluoride and trifluoroethylene

PSPD position sensitive photo detector

RHEED reflection high-energy electron diffraction

SAM self-assembled monolayer

SPM scanning probe microscopy

STM scanning tunneling microscopy

TrFE trifluoroethylene

UHV ultrahigh vacuum

VDF vinylidene fluoride

VT-DFM variable-temperature dynamic force microscopy

XPS X-ray photoelectron spectroscopy
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