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Abstract

This thesis discusses circuit optimization for performance enhancement in physical design.
The target of the performance optimization methods discussed in this thesis is digital CMOS
circuits. Due to steady improvement in LSI fabrication technology, LSI designers encounter
various problems that are not critical so far. This thesis focuses on the following problems
and proposes some solutions in physical design for each problem; power dissipation, delay
fluctuation, and crosstalk noise problems.

In this research, a delay and power optimization method by input reordering is developed.
This method utilizes the characteristics difference of delay and power between logically-
equivalent input pins for performance enhancement. The effectiveness is experimentally
verified using 30 benchmark circuits. This method reduces power dissipation by 22.5%
maximum and by 5.9% on average. Delay time is also reduced by 6.7%. A gate sizing
method that reduces glitches for power reduction is devised. This method optimizes power
dissipation with a statistical glitch estimation method and an efficient gate sizing algorithm.
The proposed method is experimentally examined using 10 circuits. Power dissipation is
reduced by 16.2% maximum and by 10.4% on average further from minimum-area circuits
that are regarded as minirﬁum-power circuits by conventional methods.

Next, a statistical timing analysis method that can handle local random delay fluctuation
is improved in accuracy. Also a delay and power optimization method by gate sizing based
on statistical timing analysis is developed. A new measure that represents timing criticality
at each cell is devised, which improves the efficiency of optimization algorithm. The pro-
posed method contributes to exclude over-design and under-design of LSI. This thesis also
demonstrates some examples that performance optimization increases delay uncertainty, and
verifies that the proposed statistical timing analysis method is effective as one of solutions
for this problem.

This thesis proposes a design methodology that transistor sizes are continuously varied
inside cells while keeping cell-base design framework. This design methodology aims to
design a high-performance circuit whose performance is close to that of full custom design.
Exploiting this design methodology, a power reduction method that downsizes transistors
inside cells after detail-routing is developed. The effectiveness is experimentally verified us-
ing 5 circuits. The proposed method reduces power dissipation by 65% on average without
delay increase compared with usual cell-based circuits. The proposed design methodology
can vary transistor sizes after detail-routing in spite of preserving interconnects. A crosstalk
reduction method by transistor sizing, which utilizes this feature thoroughly, is developed.



i

This method estimates crosstalk noise inside optimization loops using the interconnect infor-
mation extracted from detail-routed layout. Finally the layout, which the optimization result
is applied to, is obtained without any interconnect modifications. The experimental results
in 2 circuits show that the maximum noise voltage is reduced by more than 35% without any
delay increase.
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Chapter 1

Introduction

This chapter discusses the research motivations and the contributions of this thesis. First the
problems that LSI designers encounter in physical design phase are discussed. The trends
of research for each problem are also discussed. These problems are expected to become
more serious as fabrication technology advances, because these problems are originated in
shrinking feature size. Then, the objective of this research and the organization of this thesis
are explained.

1.1 Problems in Physical Design Due to Deep Submicron
Technology

Due to severe competitions between LSI(Large Scale Integrated Circuit) design companies,
the design of high-performance and high-functionality LSIs are requested to LSI designers.
Although the number of devices that can be integrated on a single chip increases exponen-
tially as the process technology improves, the design-time assigned to an LSI design gets
shorter, since the life-time of new products becomes short. Therefore, the demand for design
automnation keeps on rising, and design automation has been hoped to cover larger area of
LSI design. So far, the design phase called “physical design” is one of the most advanced
area in design automation, and the most part of physical design can be automated using
CAD(Computer Aided Design) tools. Here, in physical design, the layout of devices is gen-
erated and placed devices are connected by wiring. Also, the circuit is partially modified
to satisfy performance requirements. With the invention of automatic placement and rout-
ing tools and logic synthesis tools, which construct a gate-level netlist from RTL(Resister
Transfer Level) descriptions, a chip that contains more than million gates can be designed.

With the advent of the deep submicron era, a set of issues that circuit designers are faced
with is vastly different from those in traditional designs. Needless to say, some serious prob-
lems caused by DSM(Deep SubMicron) process emerge in physical design as well as in other
design phases. Especially, the following issues are considered as severe problems; 1) inter-
connect delay, 2) power dissipation, 3) delay fluctuation and 4) crosstalk noise. Hereafter,
each problem is discussed.
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1.1.1 Interconnect Delay

Interconnects become one of the dominant factors that determine the circuit performance.
One of the reasons that interconnects limit performance is wiring capacitance. With increas-
ing chip dimensions, interconnect capacitance dominates gate capacitance, and the speed
improvement expected from simple scaling does not apply to circuits that drive global wires.
Simple scaling assumes a reduction in capacitive loading due to wires. This is true locally
when a circuit is connected only to its neighbors, but for circuits that drive long global wires,
the capacitive loading actually increases because chip size gets larger with shrinking. This
delay increase caused by capacitive load of interconnect can be reduced by adjusting the
driver strength. Many gate/transistor sizing methods that optimize the size of gate/transistor
have been proposed [1, 2, 3, 4, 5, 6, 7]. Buffer insertion methods, which divide a heavy load
into smaller loads and/or isolate a heavy load from critical path, are also studied [6, 7, 8, 9].
In addition to large capacitance loads resulting from long interconnects, the resistance
of the lines also becomes a major concern. The most commonly cited DSM interconnect
problem is that of rising RC wire delays. It can be clearly seen that wiring delay is capable
of consuming the majority of the shrinking clock cycle time in DSM designs. The 50%-to-
50% delay which includes both gate and interconnect delay is expressed as follows[10].

T50% - 0.377Rthmt + 0-693(Rtrcint + RtrCL + RintCL), (1 1)

where, R;n:, Cin: is the total resistance and capacitance of the interconnect. Ry, is the output
resistance of the driver, and C, is the load capacitance connected to the end of the inter-
connect. The first term of 0.377R;,;Cint, Which corresponds to the distributed RC delay,
becomes dominant as the interconnect length increases, since the value of R;,;Cin; is pro-
portional to the square of the interconnect length. Table 1.1 shows the trend of interconnect
predicted in Ref. [11], and Table 1.2 lists the values of resistance, capacitance, and RC prod-
uct of interconnect in future technology. RC delay is increasing as the technology advances,
though the low-resistive metal is used for interconnect and the low-dielectric insulators are
developed. The distributed RC delay of interconnect cannot be reduced by increasing the
driving strength, because it is independent of drier size. Dividing the interconnect into some
segments by inserting repeaters is the most effective solution, and many techniques have
been proposed [12, 13, 14, 15, 16]. Wire sizing is also effective to reduce wiring RC delay
and has been researched[17, 18, 19, 20, 21, 22, 23].

As described above, the delay time caused by interconnect capacitance and resistance
occupy a large amount of the total circuit delay in DSM technology. Traditionally, the phase
of the logic design which utilizes logic synthesis tools is followed by layout design. In this
phase, placement of cells and routes of interconnects are not fixed. The wire capacitance is
statistically modeled according to the database that storages past designed circuits. The tim-
ing design is executed based on this statistical model of wire capacitance. In DSM processes,
the capacitance difference between the real interconnects after routing and virtually-assumed
interconnects becomes a critical problem in timing design. The number of iterations between
logic synthesis and physical design increases, and the timing convergence becomes difficult.
In order to solve this timing closure problem, some CAD vendors have proposed the meth-
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Table 1.1: SoC Interconnect Technology Requirements[11].

| Year “ 1999 | 2002 | 2005 ] 2008 ] 2014 J
Gate Length[pm] 0.18 | 0.13 | 0.10 | 0.07 | 0.035
Local(Cu): AR 1.4 1.5 1.7 1.9 2.2
Intermediate(Cu): AR 2.0 2.2 2.4 2.5 2.9
Global(Cu): AR 2.2 2.5 2.7 2.8 3.0
Effective Dielectric Constant(x) {| 4.0 3.5 2.2 1.5 | <15

AR is a wiring aspect ratio defined as height/width.

Table 1.2: Resistance(Cu) and Capacitance of Interconnects.

| Process Technology[um] | 0.18 [ 0.13 ] 0.10 | 0.07 | 0.035 |
Resistance[2/um] || 0.251 | 0.440 | 0.737 | 1.353 | 4.432
Local Capacitance[fF/um] || 0.161 | 0.139 | 0.090 | 0.062 | 0.064

RC product(1mm)[ns] || 0.040 | 0.061 | 0.066 | 0.084 | 0.284

Resistance[{2/m] 0.107 | 0.185 | 0.317 | 0.611 | 2.294
Intermediate | Capacitance[fF/um] | 0.197 | 0.173 | 0.110 | 0.074 | 0.076
RC product(3mm)[ns] || 0.190 | 0.288 | 0.314 | 0.407 | 1.569

Resistance[{2/um] 0.036 | 0.060 | 0.104 | 0.207 | 0.813
Global Capacitance[fF/ym] | 0.219 | 0.195 | 0.121 | 0.081 | 0.080
RC product(Smm)[ns] | 0.197 | 0.293 | 0.315 | 0.419 | 1.626

ods that combine logic synthesis and placement. These methods incrementally modify the
circuit structure based on the cell placement, as well as adjusting the driving strength of cells
and inserting buffers, which advances the timing closure. Thus, much energy and effort of
many researchers have been concentrated on the interconnect delay problems, and hence the
solutions for reducing interconnect delay have been intensively explored.

1.1.2 Power Dissipation

Recently, reducing power dissipation has become a major concern in LSI design. In CMOS
circuits, most of energy is consumed by charging and discharging capacitance, and hence
power dissipation is represented as follows.

Power:%‘f-VgDZC’i-Psw(i), (1.2)

where f is the operating frequency and Vpp is the supply voltage. C; is the capacitance of
the ¢-th node and P, (7) is the switching probability of the i-th node. When all nodes are
assumed to have the same value of P, (7) for simplicity, power dissipation is proportional to
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the total capacitance in a circuit and the operating frequency. Due to the decrease in feature
size, the operating frequency of the circuit increases. The total capacitance in a chip also in-
creases as the number of integrated devices and the die size become large. Consequently, the
latest chips tend to consume more power dissipation even though supply voltage decreases.

One of the major reasons why low power design is required is the increase in portable
electronic equipments, such as laptop computers, cellular phones, and portable audio players.
The power of these potable products are generally supplied from batteries, which limits the
power dissipation of chips and encourages low power LSI design. High power dissipation
involves overheating chips, which degrades performance and reliability and reduces chip
life-time. In order to control the temperature, high power chips require costly specialized
packaging and heat-sink arrangements. High power dissipation means high current density
in a circuit. The supply voltage in a circuit is reduced by resistive voltage drops, which
degrades the performance and may cause a failure. The extensive current density in wires
also causes electromigration problems. The metal atoms migrates because of the collision
of metal atoms and electrons, which results in electrical opens and shorts. Therefore, the
estimation and reduction methods of power dissipation are strongly demanded in order to
design a high-performance, high-competitive, high-reliable and low-cost chip.

1.1.3 Delay Fluctuation

The maximum operating speed is different in chip by chip, even when chips are fabricated
using the same mask patterns, which is widely recognized as manufacturing variability. The
circuit speed of fabricated chips is also different from the speed expected by circuit design-
ers. It is because there are several sources that give rise to uncertainties in circuit delay.
The sources that cause delay uncertainty can be categorized into two groups. The first group
is physical fluctuation which is caused by the variabilities of physical parameters, such as
length and width of MOSFETS, electrical characteristics of MOSFETS, shapes of intercon-
nects, supply voltage and temperature, and so on. In the fabrication process of LSI, fabri-
cating conditions necessarily fluctuates. This manufacturing variability varies the size and
characteristics of devices, which results in delay fluctuation. The delay of each cell depends
on supply voltage and temperature, and hence the change of operation condition is also a
source of delay uncertainty. The second group of the uncertainty sources is design uncer-
tainty. The design uncertainty contains the errors of cell delay model and RC extraction.
It also includes noise, such as IR-drop, crosstalk, and etc. The problem is that the uncer-
tainty sources can not be eliminated completely even though the amount of fluctuation may
be reduced by various ways. Therefore, the design methodology that can consider the delay
uncertainty 1s necessary to design high-performance and high-yield chips.

From the appearance of fluctuation, the fluctuation can be classified into two categories.
The first category is a global change that applies to all gates and wires similarly in a cer-
tain region. The second category is a random change that indicates a certain statistical dis-
tribution. As for the global change, the worst-case analysis method is widely-used. The
best/typical/worst-case delay times are calculated for each gate and wire, and then the circuit
delay time is evaluated using a suitable case value for purpose. This is a reasonable approach
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for the global change.

So far, the random change 1s scarcely considered, because the global change occupies
a large mount of delay fluctuation. When the local fluctuation is small compared with the
global change, setting a little design margin is sufficient to consider the local delay uncer-
tainties. As the feature size becomes small, however, the effect of the local change becomes
strong, and the local change can not be neglected now. References [24, 25] report that the
local delay fluctuation caused by manufacturing variability is comparable with the global
delay change in DSM technology. In the case that the design margin is set to large, it is
sure that the under-design of circuits can be avoided. However the circuit is over-designed,
i.e. the chip area and the power dissipation become large wastefully. Furthermore, as the
performance requested for LSI design becomes high, there become many cases that the cir-
cuit performance can not be satisfied because of the settled over-margin. Therefore, in order
to design a circuit with high performance and eliminate over-design, delay evaluation and
optimization methods that can consider the random change are necessary.

1.1.4 Crosstalk Noise

Increasing interconnect resistance is the main reason for the increased wiring RC delay in
DSM technology. Resistance is inversely proportional to the cross-sectional area of the wire.
Due to the rising need for higher densities on chip, wiring pitches are decreased rapidly at
about the same rate as gate length. In order to prevent resistance from increasing too quickly,
line thickness(or height) is scaled at a slower rate, which results in taller, thinner wires. For
example, Ref. [11] predicts an increase in wiring aspect ratio(AR=height/width) of local
wires from 1.4 at a 0.18um process to 2.2 at a 0.07um process(Table 1.1). These lines with
high aspect ratio involve an undesirable secondary effect that a large amount of coupling
capacitance is brought out. In addition, spacing between wires is shrinking quickly in order
to maintain high packing densities, coupling capacitance is further increased. It is reported
that line-to-line capacitance between wires on the same level can be seen to make up over
70% of the total wiring capacitance at lower levels even at 0.25xm technologies[26].
Because of coupling capacitances, two signals at adjacent wires are affected each other.
When a signal transition occurs at the neighboring wire, the transition propagates through
the coupling capacitance, and a noise appears at the corresponding wire. This noise, which
1s called crosstalk noise, has become a critical problem in DSM LSI design. The problem
caused by crosstalk noise is classified into two categories; dynamic delay variation and de-
terioration in signal integrity. The dynamic delay variation depends on the relative timing of
the transitions occurred at neighboring wires. When the transition timings are close enough,
the delay time of each transition are varied. The direction of the transitions is also an im-
portant factor. When both transitions are in the same direction, each delay time becomes
short. Conversely, the directions of the transitions are different, the delay time increases.
The deterioration in signal integrity may cause a functional failure. When the swing voltage
of noise becomes larger than the logical threshold voltage, the logical value of the output
gate changes, which is a serious problem especially in dynamic circuits. In order to avoid
these timing and functional failures, the estimation and reduction methods of crosstalk noise
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are necessary for DSM LSI design.

1.2 Overview of This Thesis

As explained in Section 1.1, there are several severe problems in physical design field. The
major four problems are explained; interconnect delay, power dissipation, delay fluctuation
and crosstalk noise. These problems depend on both circuit and layout. In DSM tech-
nology, a part of logic/circuit design has to be merged into physical design, that is to say,
circuit optimization techniques need to consider placement and wiring in order to design
high-performance circuits. All of performance metrics, such as circuit delay, power dissipa-
tion, and circuit area, have to be optimized considering delay fluctuation and crosstalk noise
problems in order to ensure correct behavior of circuits.

The first problem of interconnect delay is intensively studied, and many techniques to
control and reduce the interconnect delay, such as gate/transistor sizing, buffer insertion
and wire sizing, have been proposed. Compared with interconnect delay, the rest of prob-
lems have not been explored thoroughly. The conventional circuit optimization methods
leave space for consideration in power dissipation. The design methodologies that consid-
ers local delay fluctuation sufficiently have not been established. The estimation methods
of crosstalk noise are now widely studied, but the effective circuit optimization methods to
reduce crosstalk noise have not been proposed. The aims of this thesis are investigating the
problems of power dissipation, delay fluctuation and crosstalk noise, and developing solu-
tions for each problem. These problems are expected to become more serious, as fabrication
technology improves. The methods proposed in this thesis are expected to become essential
in future. This research contributes to design high-performance and high-reliability LSIs.

Thanks to the steady improvement of fabricating technology, SoC(System On a
Chip) is turning into reality, i.e. a whole system can be integrated on a single chip.
ASICs(Application Specific Integrated Circuit) that include System LSI are usually designed
using a standard cell library. Generally, foundries or library vendors design and character-
ize standard cells beforehand, and provide a set of them as a standard cell library for each
fabrication technology. The provided standard cell library is commonly used for design-
ing chips fabricated in the same fabrication technology. The detailed characteristics of each
cell, such as delay time and power dissipation, can be easily obtained due to exhaustive pre-
characterization results, which make it easy to analyze the circuit performance and the circuit
behavior. The design using a standard cell library is hence suitable for design automation,
and is widely adopted. The framework of cell-base design for ASICs is well constructed.
In cell-base design, circuit optimization during physical design is executed by replacing,
inserting, and removing cells.

Cell-base design, however, limits the extent of design freedom for the benefit of the de-
sign facility. The flexibility of transistor sizes is highly restricted, since the circuit has to be
composed by the pre-designed cells. Consequently, cell-based circuits make a sacrifice of
optimality, and contain redundancy, for example, in power dissipation. In order to reduce
this redundancy and get the high-quality circuits close to those of full-custom design, a cell-
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layout generation system that can generate various driving-strength cells has been developed
in our research group[27]. This system, which is called VARDS, can vary each transistor
width inside a cell easily and flexibly. Here, the cells, which are generated on the fly ac-
cording to the demand, are called “ondemand cells”. This property enables transistor-level
circuit optimization in the following design flow while keeping the cell-base design frame-
work. At first, a cell library that includes several driving-strength variations for each logic,
for example, x1, x2, x4, x8, where this composition is the same with the conventional cell
library. Using this cell library, logic synthesis and cell placement are executed as usual.
Before and/or after routing, the circuit is optimized in transistor-level. According to the op-
timization result, the cell layouts are generated on the fly, and each cell is replaced by the
corresponding ondemand cell. The ondemand cell layouts have the same structure, i.e. the
cell height is the same and the locations of power and ground metal are the same, which
enables the layout design using a usual placement and routing tool. Thus, transistor-level
circuit design can be realized, making the best use of cell-base design framework. Recently
the parameterized standard-cell library, which is called “p-cell” library, is proposed[28]. The
cells are parameterized by a continuous metric, gain. The logic synthesis is executed accord-
ing to the gain information of each logic cell. Each cell layout is generated from the gain
parameter, and the initial layout is constructed by those cells. Thereafter the layout is opti-
mized by transistor-level circuit optimization techniques used in full-custom design method-
ology. This approach is based on full-custom design methodology for high-end chips, such
as microprocessors used in mainframe computers, and aims to introduce a part of cell-base
methodology for design efficiency. Therefore the logic synthesis tool and the layout tool
are different from the tools used in usual cell-base design framework. On the other hand, the
target of the “ondemand cell” approach is SoC and ASICs. The proposed methodology is ex-
tending cell-base design to full-custom design in part with the minimum effort, maintaining
the cell-base design framework.

The circuit optimization methods discussed in this thesis optimize a block/module in
LSIs. Reference [26] reports that RC distributed delay does not become dominant inside a
block whose circuit scale is below 50k gates. Therefore, tuning driving strength, i.e. gate
sizing and transistor sizing, is most effective and essential for the high-performance block
design. The other methods to enhance the performance of blocks are buffer insertion and
input reordering. The performance optimization by gate/transistor sizing and input reorder-
ing is studied in this thesis, and circuit optimization techniques for solving the problems
discussed in Section 1.1 are discussed. This thesis focuses on gate/transistor sizing, and pro-
poses two optimization method for low power, and a performance optimization method that
can handle delay fluctuation. Also a power and delay optimization method by input reorder-
ing is discussed. In addition, this thesis proposes a transistor sizing method for crosstalk
noise reduction. Conventionally interconnect optimization is widely executed. However, cir-
cuit optimization is hardly utilized for noise reduction, because circuit optimization involves
interconnect modifications and interconnect modifications may spoil optimization results.
The proposed method optimizes detail-routed circuits without any modifications thanks to
“ondemand cell”, and hence reduces crosstalk noise efficiently by circuit optimization.

This thesis is organized as follows. In Chapter 2, power and delay optimization by in-
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put reordering is discussed. Due to the cell structure, the power and delay characteristics
among the input pins in a cell are different even though the logical function is the same.
This method utilizes the characteristics difference to improve performance by reordering the
input pins. In Chapter 3, a power optimization method by gate sizing is discussed. This
method considers that glitch transitions heavily depend on delay characteristics, and this
sensitivity of glitches is also utilized for power reduction. The proposed method reduces
the number of glitches as well as the amount of capacitive load and short-circuit current,
whereas the conventional methods assume the number of glitches to be constant. Chapter 4
discusses a performance optimization method based on a statistical static timing analysis.
This method focuses on the local fluctuation component of delay uncertainties, and calcu-
lates the statistically-distributed circuit delay. The aims of this method are the realization of
high-performance and high-reliability L.SI design and the removal of over-design and under-
design of LSI. The performance optimization methods discussed in Chapters 2, 3 and 4 can
be applied to both usual cell-base design and ondemand cell-base design.

In Chapter 5, a post-layout transistor sizing method is discussed. This method ex-
ploits ondemand-cell generation system to reduce power dissipation, and realizes high-
performance circuit design close to full custom design. This method can optimize the detail-
routed circuits without any modifications of interconnects, thanks to the feature of VARDS
that the location of input and output pins are fixed while the transistor widths inside a cell
are varied[27]. In Chapter 6, the delay uncertainty in the circuits optimized for performance
enhancement is examined in a statistical way. Performance optimization has an aspect of
path-balancing operation, i.e. the delay times of many paths are equalized. Due to the statis-
tical characteristics, the optimized circuit becomes more sensitive to delay uncertainty, which
results in the increase in circuit delay. Some examples of this problem are demonstrated, and
then the statistical static timing analysis method discussed in Chapter 4 is evaluated as one of
solutions. The discussion in Chapter 6 applies to not only performance optimization in phys-
ical design but also performance optimization in other design phases. Chapter 7 discusses
a transistor sizing method that reduces crosstalk noise in detail-routed circuits. Crosstalk
noise is heavily depends on the interconnect structure, so crosstalk noise can not be esti-
mated until detail-routing completes. The circuit optimization for crosstalk noise reduction
can be hardly executed after detailed-routing. This is because the wiring is also changed by
circuit optimization, which may increase the crosstalk noise, or cause a new crosstalk noise
problem. However, in the “ondemand cell” methodology, the transistor sizes inside cells can
be optimized preserving interconnects as explained in Chapter 5. Crosstalk noise depends
on the driving-strength of aggressive wire strongly, and hence crosstalk noise can be reduced
by down-sizing transistors that drive the aggressive wires, with the information of adjacent
wires extracted from the detail-routed layout. The methods discussed in Chapters 5 and 7
exploit the feature of ondemand cells. Finally Chapter 8 concludes this thesis.

Chapter 2

Performance Optimization by Input
Reordering

This chapter discusses a method for power and delay optimization by input reordering. It is
observed that the reordering has a significant effect on the power dissipation of the gate which
drives the reordered gate. This is because the input capacitance depends on the signal values
of other inputs. This property, however, has not been utilized for power reduction. Previous
approaches focus on the reduction of the power dissipated by internal capacitances of the
reordered gate. A heuristic algorithm considering the total power consumed in the driving
gate and the reordered gate is devised. Experimental results using 30 benchmark circuits
show that the proposed method reduces the power dissipation in all the circuits by 5.9% on
average. There is a possibility that power dissipation is reduced by 22.5% maximum. In
the case of delay and power optimization, the proposed method reduces delay by 6.7% and
power dissipation by 5.3% on average.

2.1 Introduction

In the various stages of the VLSI design, many techniques for power reduction have been pro-
posed, such as supply-voltage scaling[29, 30], technology mapping for low power[31], gate
sizing[32], input reordering[33, 34, 35, 36, 37], and so on. The technique of input reordering
has two advantages. The first advantage is that input reordering has little effect on the layout
area. The second is that other techniques can be combined easily with input reordering. In
[33], the authors proposed that an input with high switching probability should be connected
with a pin which has small input capacitance. Here, a small input capacitance means that
the size of the input transistor is small. However, this strategy is not effective in cell-base
design because the pins that are equivalent logically have the same transistor size in most
standard cell libraries. In [34, 35, 36, 37], the authors discussed input reordering for power
reduction such that the reordering reduces the power dissipation inside the reordered gate.
The input reordering, however, affects not only the power dissipated inside the reordered
gate but also the power dissipated by a fan-in gate and fan-out gates, where the fan-in gate

9
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is the gate which drives the reordered gate and the fan-out gates are the gates driven by the
reordered gate. The effect of input reordering appeared in the fan-in gate comes from the
fact that the input capacitance of the reordered gate differs depending on the signal values of
other inputs, as explained in detail later. As a result, dynamic power dissipation of the fan-in
gates changes according to the input reordering of the reordered gate. The variation of input
capacitances has not been utilized for power reduction previously. This chapter discusses the
effects of input reordering on power dissipation in the fan-in gate and the fan-out gates as
well as in the reordered gate, and an improved method for power optimization which exploits
the effects is proposed.

This chapter is organized as follows. Section 2.2 discusses the effects of input reordering
on power dissipation and delay. Section 2.3 discusses strategies of input reordering for power
and delay optimization at each gate. Section 2.4 introduces an algorithm of input reordering
for power and delay optimization for the whole circuit. Section 2.5 shows the experimental
results of the proposed method. Finally Section 2.6 concludes the discussion.

2.2 The Effects on Power Dissipation and Delay

This section discusses the major effects of input reordering in the fan-in gate, the reordered
gate and the fan-out gate. So far, only the effect for the reordered gate has been considered
for performance optimization. It is shown that there is a notable effect of input reordering on
power dissipation in the fan-in gate, which could be utilized for performance optimization as
well.

2.2.1 Fan-in Gate

The dynamic power dissipated by a fan-in gate varies by the input reordering of the re-
ordered gate(the gate that the fan-in gate drives). This is because the input capacitance of
the reordered gate, i.e. the load capacitance of the fan-in gate, depends on the signal values
of other inputs of the reordered gate. The difference is demonstrated numerically using an
example from a real 0.7 pm standard cell library. Fig. 2.1 shows a 2-input NAND gate with
inputs A and B, two nMOSFETs NA and NB in series, being NA closer to the output. When
the input B keeps low, the input capacitance of A is 25 fF. When the input B keeps high,
the input capacitance of A becomes 41 fF which is 64% larger than the previous case. The
difference of the input capacitance (16 fF) is larger than the internal capacitance(Cp = 11 fF)
which is the sum of the diffusion capacitances of the source(NA) and the drain(NB).

The input capacitance of A depends on whether the source of NA is connecting to ground
or not. Let us show that the input capacitance is small when the source of the input transistor
is floating from ground, using a 3-input NAND gate (Fig. 2.2) as an example. Fig. 2.2 shows
the method of measuring the input capacitance. A current meter ¢ is added to measure the
current poured into the input capacitance of B. The voltage source V;, generates a ramp
waveform changing from O to Vpp. The integration of the current yields the charge Qg
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Figure 2.1: The Effect of Input Reordering in a 2-Input NAND Gate.

poured into the input B. The input capacitance of B, Cp, is calculated as

s

7

Table 2.1 lists Cp under various conditions of other inputs and the initial voltage of
internal nodes. The rightmost column(Ratio) indicates the ratio of the input capacitance
under various conditions with respect to the value when both of inputs A and B are kept
high. From Table 2.1, it can be observed that the signal value of the input C affects Cg
strongly. In other words, C'z becomes small when the source of NB is floating from ground.
Compared with the input C, the input A and the initial value of internal nodes have minor
influence. Therefore the input capacitance is characterized under following two conditions;
the condition that the source of the input transistor is connecting to ground, and the condition
that the source is floating ground.

Cp (2.1)

2.2.2 Reordered Gate

Internal capacitances in a reordered gate have an influence on the power dissipation, delay
time, and transition time of the reordered gate. References [34, 35, 36, 37] discuss methods
for power reduction by input reordering such that the number of charging and discharging
the internal capacitances could be reduced. Let us take a 4-input NAND gate as an example
to investigate how power dissipation and delay vary input by input. Table 2.2 lists the power
dissipation(dissipated energy, rigorously), rise/fall delay times and transition times when the
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Figure 2.2: The Method of Measuring the Input Capacitance in a 3-Input NAND Gate.

output load capacitance is 60 fF and the transition time of the input signal is 0.4 ns. The gate
is driven by input A or D, where input A is closest to the output and input D is closest to
ground. The dissipated power(energy), rise delay time and rise transition time of input D are
larger than those of input A by 79%, 69%, 78%, respectively.

Rise delay/transition times as well as fall delay/transition times show input pin depen-
dencies. Even in transitions driven by a parallel-connected transistor(eg. output rise/fall
for NAND/NOR gates), there exists the distinct input-pin dependency. This is because the
amount of capacitances to be charged, which includes the internal capacitances between
series-connected MOSFETsS, depends on the location of the driving (input) pin. In Ref. [38],
the input-pin dependency of the transitions driven by a parallel-connected transistor is ne-

Table 2.1: Input Capacitance of B under Various Conditions.

Input A | Input C | Node n; | Node n, | Input Capa- | Ratio
citance(fF) | (%)
High High - - 40 -
Low High | High' - 38 95
Low High Low - 37 93
High Low - High! 25 63
High Low - Low 24 60
Low Low | High! | Highf 24 60
Low Low | High' | Low 26 65
Low Low Low Low 26 65

High: Vpp High!: Vpp —Vry Low: 0
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Table 2.2: Typical Characteristics of a 4-Input NAND Gate.

Pin A | PinD | Pin D/Pin A
Power(pJ) 3.8 6.8 179%
Rise Delay(ns) 0.26 | 0.44 169%
Fall Delay(ns) 0.18 | 0.23 128%
Rise Transition Time(ns) | 0.41 | 0.73 178%
Fall Transition Time(ns) | 0.34 | 0.33 97%

glected in its timing optimization process. The above example means that this simplification
is not reasonable. The dependencies in both transitions make a delay optimization process
not so straightforward, as described later.

2.2.3 Fan-out Gate

Input reordering of the reordered gate affects the power dissipation of a fan-out gate. This
is because the reordering changes the transition time of the input signal of the fan-out gate,
which leads to the change in the short-circuit current of the fan-out gate. If the transition
time is short, the short-circuit power dissipation in the fan-out gate becomes small. This
effect, however, is secondary compared to those of the fain-in gate and the reordered gate.
Therefore a further discussion on fan-out gates is omitted.

2.3 Reordering Sirategies

This section discusses the reordering strategies for each effect discussed in the previous
section. The overall algorithm which combines the strategies for optimizing the total perfor-
mance of the circuits will be shown in the next section.

2.3.1 Definitions

The primary input signal z[n], a synchronized discrete-time logic signal, is defined as
z[n] = 2(nT) = z(t)|s=nr, (2.2)

where 7 is an integer and T is the period of the system clock. The signal probability P(z)
and transition rate R(z) are defined as follows.

k
P(z) = /}H& % > z[n]. (2.3)
n=1
R(z) = lim nzt(t), (2.4)
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where n(t) is the number of transitions of z(t) between a time interval of length ¢, and n,(t)
includes glitch transitions.

A static CMOS gate is represented as a directed acyclic graph (V, E)[36]. V =
{no, - - -,np-1,y, vdd, gnd} is the set of nodes, where (n, - - - , n,_1) are the internal nodes of
the gate, (y) is the output node and (vdd, gnd) are the power and ground nodes. E represents
the 2q transistors (g of pMOS and ¢ of nMOS) which connect the nodes in V. Each edge
has a label representing the logical condition that the transistor corresponding to the edge
is conductive. The graph of AOI31 gate(Fig. 2.3) is represented as Fig. 2.4. The boolean
function H,, is defined such that it represents a logical sum of all possible paths from vdd to
ng, where each path is represented as a logical product of the label of the edges on the path.
In the example of AOI31 gate, H, is represented as (A + B + C) - D. Similarly G,, is the
boolean function that represents all possible paths from nj to gnd. Boolean function K, _,,,
represents all possible paths from n; to n;.

2.3.2 Power Dissipation in Fan-in Gate

The strategy for reducing the power dissipated in fan-in gates is explained. To consider
the effect that the input capacitance depends on other inputs, effective input capacitance is
introduced as an integral average of the input capacitance. The input reordering changes
the effective input capacitance. Therefore, if the input with high transition rate have smaller
effective input capacitance, the power dissipation in the fan-in gate becomes smaller.

In Section 2.2.1, it is said that the input capacitance becomes small when the source of
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the input n(p)-transistor is floating from ground(power supply), which is not accurate for a
complex gate. The input capacitance A of AOI31 gate (Fig. 2.3) is examined as an example.
Suppose the inputs (B, C, D) are (0, 1, 1). The source of transistor NA is not connected
to ground through the transistors NB and NC. The input capacitance of A, however, does
not look small. It is because the input transistor NA is connecting to ground through the
transistor ND. Therefore in the case of nMOS, the input capacitance looks small when both
the source and the drain are floating from ground. Similarly, in the case of pMOS, the input
capacitance looks small when both the source and the drain are floating from power supply.

Now, the calculation of the effective input capacitance is explained. The boolean func-
tion GIx, is defined such that it represents the logical condition that the source of NX; is
connecting to ground, where NX; is the n-transistor of input X;.

GIx, = Gn,, (2.5)

where 7 is the node that corresponds to the source of NX;. Also the boolean function G 1%,
is defined such that it represents the logical condition that the drain of NX; is connecting to
ground when NX; is not conductive.

GI%: = Z Kﬂj—mz : Gn,'\X,:Oy (26)

'njevn

where n; is the node that corresponds to the drain of NX; and } represents the boolean
OR operation. V,, is a subset of VV which consists of node (y) and all the nodes in the nMOS
network. (Kn;n, "G, | x,~0) means the logical condition that node n; is connected to ground
via node n; when NX; is not conductive. Using Eqgs. (2.5) and (2.6), the boolean function
FG,, which represents the condition that both the source and the drain of NX; are floating
from ground, is represented as follows.

FGx, = GIy, - GIY.. (2.7)

Similarly, the boolean functions H/x, and HI 5{2, are defined.
HIx, = Hy,,, (2.8)
where n,, is the node that corresponds to the source of PX;. PX; is the p-transistor of input

X;.
HIS(, = Z Knn—mj : Hnlet-:l, (29)
n;eVp
where n,, is the node that corresponds to the drain of PX;. V}, is a subset of V' which consists
of node (y) and all the nodes in the pMOS network. The boolean function F'Hy,, which
represents the condition that both the source and the drain of PX; are floating from power
supply, is represented as follows.

FHyx, = HIx, - Hl. (2.10)
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Using Egs. (2.7) and (2.10), the effective input capacitance of X; is represented as fol-
lows.

Cil! = Cpx,P(FHx,) + CIZP(FHy,) + Cnx, P(FGx,) + CY{%'P(FGx,), (2.11)

where CJ loat(C,{f}’(‘:t) is the gate capacitance of PX;(NX;) when the source and the drain are
floating from power supply(ground), and Cpx,(Cnx,) is the gate capacitance when the drain
is connecting to power supply(ground).

In the case of input B of AOI31 gate(Fig. 2.4), GIg, Glg, FGg, Hlg, HIz and FHp
are represented as follows.

Glg = C, (2.12)
Gl = AD+1-0+0-C = AD, (2.13)
FGg = C-AD, (2.14)
HIz = 1, (2.15)
Hly = D-(A+C)+(A+C)=A+C, (2.16)
FHg = 1-A+C=0. (2.17)

The effective input capacitance of B (Cgf fyis represented as follows.
4! = Cpp + CnpP(C - AD) + CL&*P(C - AD). (2.18)

From the above discussion, the inputs should be reordered so as to decrease PWppy.(the
sum of the power dissipation of charging the input capacitances).

n-—1
PWinput = 2VDD Y R(X:)CY, (2.19)

=0

where n is the number of inputs of the reordered gate.

2.3.3 Power Dissipation in the Reordered Gate

CMOS complementary gates consist of series/parallel-connected MOSFETs. The internal
capacitances between series-connected MOSFETs influence on power dissipation in the re-
ordered gate. An effective estimation method of the number of transitions at each internal
node is proposed[36]. This method is utilized for the power estimation of the reordered gate.
Here the method is explained briefly according to Ref. [36].

The power consumption of node n; produced by input X; (W, |x,) is represented as
follows.

1
Whlx, = §anVDD(VDD — Vru) - R(ng)|x,, (2.20)

where C,, is the internal capacitance corresponding to node ni. R(ny)|x, is the transition
rate of the transitions caused by the input X; at the node ny. If there are no simultaneous
transitions, R(n)|x, is represented as follows.
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Table 2.3: Delay Time of a 4-Input NAND Gate.

Pin A | Pin D | Pin D/Pin A
Rise Delay(ns) | 0.51 | 0.73 143%
Fall Delay(ns) | 0.16 | 0.12 75%
oH, ——— 0G,,
R(ni) x, = RGPS P(me) + PG5 P} @21

The power dissipation of the reordered gate (PW eordereq) 1S represented as follows.

~1 n—1

PWreordered - Z Z Wnk‘X + CloadVDDR(Y) (222)
k=0 =0
where Cjoq4 18 the load capacitance and p is the number of internal nodes and 7 is the num-
ber of inputs of the reordered gate. Thus the inputs should be reordered so as to decrease
P Wreordered-

2.3.4 Delay

The delay of a gate differs not only input by input but also by the direction of output tran-
sition(rise/fall). Even in transitions driven by a parallel-connected transistor(eg. output
rise/fall for NAND/NOR gates), there exists the input-pin dependency as seen in Table 2.2.
Also the fall/rise delay of the pin with the smallest rise/fall delay is not necessarily the small-
est. Table 2.3 shows the delay time of 4-input NAND gate when the output load capacitance
is 60fF and the transition time of the input signal is 1.5ns. Table 2.3 is different from Ta-
ble 2.2 in the condition of the input transition time. The rise delay of input A is smaller than
the rise delay of D. However the fall delay of A is larger than the fall delay of D. Both rise
and fall pin-to-pin delays for each input need to be considered instead of reducing them to a
single pin-to-pin delay as is done in conventional timing optimization approaches [38, 39].
This implies that two delays(fall and rise delays) with each output should be associated.

In order to evaluate the contribution of each delay to the overall circuit delay, two
slacks(rise_slack, fall_slack) are calculated at each output and used as the measure of
delay, where the slack is defined as the difference between the required arrival time and
the latest arrival time[40]. For the delay optimization, the input order which makes
min(rise_slack, fall_slack) the largest is chosen. This strategy is greedy to minimize the
delay, and does not increase the delay of a critical path.

2.4 Optimization Algorithm

In the previous section, two strategies for power reduction and one strategy for delay reduc-
tion are shown. This section discusses an algorithm which combines the three strategies for
the total performance optimization of the whole circuit.
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Figure 2.5: Optimization Algorithm in Each Gate.

2.4.1 Optimization in Each Gate

This section shows an algorithm which optimizes a gate considering three strategies, that is
to say, the strategy for the power reduction in the fan-in gates, the power reduction in the
reordered gate, and the delay optimization for each gate.

First, the method to combine the power reduction strategy for the fan-in gates with
that for the reordered gate is explained. Using two estimated power dissipations (PWinpu:
and PW.,ordered), it 1s considered that the input ordering which minimizes the total power
PW (= PWinput + PWyeordered) 1s the best for low power. All the permutations are tried,
and the one with the smallest PW is chosen. If the delay constraint is imposed on the power
optimization, the slack is calculated for each permutation, and the ordering with the smallest
PW and positive slack is selected. This flow is shown in Fig. 2.5(a).

In the case of delay optimization, min(rise_slack, fall_slack) is calculated for all the
permutations, and the best order is selected. This flow is shown in Fig. 2.5(b).

2.4.2 Optimization of the Whole Circuit

For delay optimization, each gate is reordered with the strategy in Section 2.4.1, in a breadth-
first search order starting from a gate with all the inputs driven by primary inputs. A reorder-
ing of a certain gate may change the slack of a gate not only in the fan-out direction but also
in the fan-in direction. It is because that the required time of a gate in the fan-in direction
changes and the rise slack and the fall slack of the gate change accordingly. So, the order
which has been processed previously is not necessarily the best order. Even if all the gates
in the circuit have been reordered once, there is a possibility that further delay reduction can
be achieved. Therefore, the delay optimization requires iterative optimization. The delay
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optimization loop finishes when the delay of critical path can not be decreased. In the case
of power optimization, the algorithm in Section 2.4.1 is applied to each gate once, assuming
input reordering does not change the transition rate. In the case of delay and power optimiza-
tion, delay optimization is executed first for minimizing the critical path delay. After that,
power optimization is processed under the delay constraint as shown in Fig. 2.5(a).

2.5 Experimental Results

In this section, the results of performance optimization by input reordering is shown. All of
experiments in this section are achieved with the condition below. Process parameters for a
commercial 0.7pm process is used. The power dissipation is evaluated by an event-driven
transistor-level power simulator with the option that enables to consider the dependence
of input capacitance[41]. Input patterns are randomly generated with a signal probability
of 0.5 and with a transition density of 0.5, where transition density represents the average
number of transitions per cycle[42]. The number of applied patterns is 100, which is the
adequate number for the power estimation at circuit level [43]. The circuits are operated
synchronously. The cycle time of input patterns is 20ns, which is the sufficient time for all
benchmark circuits to finish the behavior. The transition rate R at each gate is computed
by logic simulation, and the signal probability P is calculated using SBDD(shared binary
decision diagram) !. The circuits used for the experiments are taken from ISCAS85 and
LGSynth93 benchmark sets(See Table 2.4). The circuits are synthesized and mapped by a
commercial logic synthesis tool. The target library includes basic gates and complex gates
and selectors. These gates are the standard cells generated by P2Lib[44].

Table 2.4 lists the result of power optimization without delay optimization. The columns
under “Initial” show the power dissipation(delay) of the initial circuits. The circuits are
optimized by input reordering with the following three strategies.

A: The strategy which considers the dissipated power in the fan-in gates and the reordered
gate (proposed).

B: The strategy which considers the dissipated power only in the reordered gate (equiva-
lent to Ref. [36]).

C: The strategy which maximizes the power dissipation using the proposed method.

The columns of “A” and “B” under “Reduction” represent the percentage of the power re-
duction (= I—"i%%(lﬂg—) x 100(%)). The column “Diff.” explains the percentage of the
difference between the largest and the smallest power dissipations (= 52 x 100(%)). The
column “CPU Time” lists a CPU time for reordering on a Sun Ultra 2. It does not include
the time to calculate transition rate by logic simulation.

From Table 2.4, it can be seen that power dissipation of all circuits is reduced by the

proposed method. The “Diff.” column indicates that there is a possibility of reducing power

'BDD Manipulator ver 6.03 : Copyright 1992 Kyoto University (by Shin-ichi MINATO).
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dissipation by 22.5% maximum. The proposed method (Column “A”) reduces power dissi-
pation by 5.9 % on average and by 12.9 % maximum, whereas a conventional method, which

considers the dissipated power only in the internal capacitances of the reordered gate, reduces o ) o
P P y P g Table 2.4: Power Optimization without Delay Optimization.

power dissipation‘ by 3.§ % on average and by 10.4 % maximum. The power optimization Power Dissipation Delay P0 TN,

without delay optimization does not affect delay so much. o — . _ — ,
e . e Circuit | Initial Reduction(%) Diff. Initial | Reduc- | Time of

In Table 2.5, the result of power optimization with delay optimization is shown. The - : _
proposed method reduces delay by 6.7 % and power dissipation by 5.3 % on average. (mW) A B (%) (ns) | tion(%) | (s) Gate
sao2 2.69 35 0.4 13.0 4.25 3.2 0.7 100
my_adder | 4.60 6.3 6.2 5.8 11.8 0.1 42.1 | 112
2.6 Conclusion c432 | 557 | 129 9.9 19.4 102 | 40 | 62 | 112
apex’/ 4.79 5.6 3.8 9.9 3.90 33 0.7 135
This chapter discusses an improved method for power optimization of CMOS gates by input clip 5.75 3.6 24 8.4 4.45 0.2 0.7 154
reordering. The dependence of input capacitance on the signal values of other inputs, as term] 5.94 4.5 1.6 7.2 3.76 -2.0 0.7 171
well as the possibility of charging/discharging internal capacitances, is utilized for the power example2 | 4.46 5.2 1.6 22.3 4.02 3.5 1.0 172
reduction. The effect of the method is demonstrated experimentally using 30 benchmark c499 3.92 1.9 0.3 10.9 4.63 0.7 55.7 | 176
circuits in a 0.7 um CMOS technology. The average reduction of power dissipation is 5.9 alu?2 8.87 7.4 6.5 9.1 10.5 0.6 13 197
%. By input reordering there is a possibility that power dissipation is reduced by 22.5% x4 7.30 93 10.3 225 3.77 0.7 29 201
maximum. In the case of delay and power optimization, the proposed method improves delay dule? 4.00 4.4 0.7 17.1 5.08 39 08 210
by 6.7 % and power dissipation by 5.3% on average. Although the amount of improvement c1908 8.48 10.2 8.0 20.9 10.1 33 503.2 | 249
in power and delay is not drastic, input reordering can provide a steady improvement with i9 17.8 6.1 6.8 71 4.19 15 05 306
almost zero penalty. i7 15.9 53 5.4 7.8 3.61 | -1.1 05 | 314
c1355 12.5 7.4 4.7 10.9 8.48 3.6 160.2 | 326
e64 4.84 5.1 -1.1 12.5 4.42 -13.7 0.8 327
tableS 5.38 7.7 04 19.5 6.22 33 1.2 383
apex6 15.0 5.7 6.5 10.9 4.44 3.9 7.1 391
dalu 15.0 7.8 6.0 15.0 7.58 -3.6 6.6 | 407
x3 14.5 25 1.3 53 3.26 -4.1 0.7 | 447
table3 5.71 73 0.0 17.3 6.22 1.0 1.1 454
frg2 16.0 4.4 2.5 8.8 5.74 -0.4 2.3 | 476
i8 25.8 7.8 7.4 7.2 7.71 1.7 5.0 | 535
c3540 29.1 34 24 7.0 12.0 0.8 9.5 585
apex3 10.8 7.2 2.8 15.3 6.68 1.0 1.3 | 734
exSp 14.2 5.6 5.6 10.4 7.12 5.7 1.1 935
alu4 29.0 35 0.6 10.7 6.91 24 5.8 | 937
apex2 25.6 1.7 -0.7 13.6 8.09 -2.5 16.8 | 1253
seq 27.7 5.1 1.5 13.3 8.30 5.1 6.1 | 1370
des 73.9 7.5 4.5 13.0 7.64 34 298 | 1718
| Average | - | 59 [ 36 | 124 | - ] 09 [ - | - |

A': Proposed Method ~ B? : Conventional Method
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Table 2.5: Delay and Power Optimization.

Circuit Delay Power Time
Reduction(%) | Reduction(%) | (s)
sao2 11.2 24 0.9
my_adder 0.1 6.3 26.0
c432 9.9 7.0 204
apex7 9.9 39 09
clip 5.7 3.1 1.1
term1 9.6 24 09
example2 7.9 5.2 1.2
c499 7.6 0.7 30.7
alu2 4.4 8.1 1.5
x4 4.4 5.2 29
dule2 11.9 34 1.2
c1908 8.1 10.0 495.3
i9 44 6.4 0.9
i7 4.3 4.8 1.1
cl355 9.1 6.5 115.1
e64 29 4.9 1.5
table5 8.3 73 1.9
apex6 7.0 54 10.5
dalu 7.1 8.2 10.0
x3 7.3 29 1.5
table3 4.9 7.1 22
frg2 4.6 3.7 2.6
i8 1.9 93 7.6
c3540 6.4 2.6 21.2
apex3 4.5 8.1 3.1
exSp 8.2 6.2 5.2
alu4 7.6 3.1 9.3
apex2 7.8 2.1 21.7
seq 6.3 4.4 10.6
des 8.4 7.5 409
| Average | 6.7 5.3 -

Chapter 3

Gate Sizing for Glitch Power Reduction

This chapter discusses a method for power optimization that considers glitch reduction by
gate sizing based on the statistical estimation of glitch transitions. The proposed method
reduces not only the amount of capacitive and short-circuit power consumption but also the
power dissipated by glitches. The effectiveness of the proposed method is verified exper-
imentally using 10 benchmark circuits with a 0.6 ym standard cell library. The proposed
method reduces power dissipation from the minimum-area circuits further by 10.4% on av-
erage and 16.2% maximum. It is also verified that the proposed method is effective under
manufacturing variation.

3.1 Introduction

In the various stages of VLSI design, many techniques for power reduction have been pro-
posed, such as supply-voltage scaling[29, 30], technology mapping for low power[31], input
reordering[45, 37], gate sizing[4, 46, 47, 48], and so on. This paper focuses on gate sizing
which is an effective method not only for delay optimization[1] but also for power opti-
mization. The circuit under optimization is a CMOS combinational circuit designed in a
synchronous design style.

The dynamic power dissipation, which is the dominant source of power dissipation, is
directly related to the number of signal transitions in a circuit. A signal transition can be
classified into two categories; a functional transition and a glitch. It is well known that
glitches occupy a considerable amount of the signal transitions in a circuit. Reference[49]
indicates that the glitch power dissipation accounts for 20% to 70%, and Ref.[43] tells 7%
to 43%. Also glitches are extremely sensitive to delay characteristics[50]. Therefore glitch
reduction by optimizing delay characteristics is a reasonable approach for power reduction.

This chapter proposes a gate sizing method considering glitch reduction for low power
design. Conventional approaches for power reduction optimize the amount of capacitive
load[4, 48] or the amount of capacitive load and short-circuit current[47, 51] based on the
transition activity information obtained beforehand. Recently, some glitch power reduction
methods are proposed[52, 53]. In order to eliminate glitches completely, the authors[52]

23
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adjust the gate delay time and insert buffers such that the time difference between the latest
arrival time and the earliest arrival time at each gate becomes smaller than its gate delay
time. In practical circuits, the time difference between the latest and earliest arrival time is
much larger than the gate delay time at most of gates. Also the gate delay is not allowed to
be excessively long, because the transition time constraints are usually given for maintaining
the accuracy in timing analysis and the hot-carrier reliability. The cost, i.e. the number of
inserted buffers, required to remove glitches entirely is not small, and hence the power dissi-
pation of the circuit optimized to eliminate glitches completely is not minimum. Therefore
Ref. [52] can not minimize the power dissipation. Reference [53] proposes a glitch power re-
duction method by gate freezing. Gate freezing replaces some existing gates with “F-Gates”
that do not propagates glitches according to the given control signal. In this method, the tim-
ing of the control signal is critical and essential not only to reduce glitches but also to ensure
the correct behavior of a circuit. If the timing of the control signal is varied by manufacturing
variability or the timing calculation error, the functional signals may not propagate through
the circuit. Therefore gate freezing[53] requires extensive verification to avoid functional
failures caused by delay fluctuation. The proposed method reduces not only the amount of
capacitive and short-circuit power consumption but also the power dissipated by glitches ex-
plicitly with an improved glitch estimation technique. The proposed method reduces glitch
power dissipation by gate sizing, and hence the correct functional behavior is guaranteed
against delay fluctuation caused by manufacturing variability and delay calculation error.

The proposed optimization method consists of two techniques; a statistical estimation
method of glitch activities and an optimization algorithm for gate resizing. For the estimation
of glitch activities, glitches are classified into two classes; generated glitches and propagating
glitches. As for the generated glitches, a statistical estimation method proposed by Lim and
Soma[54] is adopted. The propagating glitches, however, are not considered in their method,
and therefore a statistical estimation method is developed. The optimization algorithm has
been designed to have the ability of escaping from a bad local solution while keeping small
computational costs.

In real circuits, there exist statistical perturbations of circuit parameters such as skew
fluctuations and variabilities in gate delay, which may affect glitch activities and thereby
cannot be neglected. Also, not all glitches have full-swing transitions. Treating all glitches
as full-swing transitions may cause an excessive overestimation of glitch power dissipation.
This chapter proposes a practical power optimization method considering actual phenomena,
such as skew fluctuations and partial-swing transitions.

This chapter is organized as follows. Section 3.2 discusses the statistical glitch estimation
method considering propagating glitches, skew fluctuations and partial-swing transitions.
Section 3.3 explains the optimization algorithm of gate resizing. Section 3.4 shows some
experimental results of the proposed method. Finally Section 3.5 concludes the discussion.
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3.2 Statistical Glitch Estimation

This section explains an estimation method for glitch activities based on a statistical ap-
proach. Glitches can be separated into the following two components.

generated glitches: the glitches that are generated by functional (non-glitch) transitions.

propagating glitches: the glitches that are generated previously at a gate in the fan-in di-
rection and propagate through the gate.

As for the generated glitches, a statistical estimation method is proposed by Lim and
Soma[54]. However, the effect of propagating glitches is not taken into account. Some
part of the generated glitches may be immediately blocked by the fan-out gates. Other part,
however, will propagate through the circuit until they are suppressed or reach to primary
outputs. Therefore the effect of the propagating glitches cannot be neglected.

The voltage swing of glitches is not always Vpp. The energy dissipated by charging and
discharging the load capacitance is proportional to the voltage swing. Treating all glitches
as full-swing transitions cause an overestimation of the power dissipated by glitches. There-
fore the estimation method of the generated glitches[54] is improved such that the power
dissipated by partial-swing transitions can be considered.

In real circuits, there exist uncertainties in delay characteristics, which may spoil the
effect of power optimization. For example, after a clock distribution tree is designed, the
skew time at each flip-flop(latch) can be estimated. However, the estimated skew time has
some errors. Also, the skew time fluctuates owing to the statistical variation of the transistor
characteristics and the wire capacitance. The skew fluctuation affects the transition timing at
the primary inputs in combinational circuits, and consequently influences the glitch genera-
tion. Therefore the estimation method that can consider skew fluctuations is contrived. This
consideration increases the tolerance of glitch reduction to actual phenomena in real circuits.

3.2.1 Preparations
The primary input signal z[n], a synchronized discrete-time logic signal is defined as
z[n] = 2(nT) = z(t)|=nr, 3.1)

where n is an integer and T is the period of the system clock. The signal probability P(z)
and the transition density D(z) are defined as follows[42].

k
P(z) = klgglo % > z[n], (3.2)
n=1

1
D(z) = lim =3 lz[n] = z[n — 1] |z(oj==,, (3.3)
n=1
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where z, is an initial logic value. The switching probabilities P%°(z), P%(z), P'°(z) and
P!(z) are the probabilities that the signal of gate z changesas 0 — 0,0 — 1,1 — 0,
1 — 1, respectively. These probabilities have the following relations.
P%(z) + P"(z) + P(z) + P'(x) = 1, (3.4)
D
P%(z) = P%(z) = ——éx—) (3.5)
P'(z) + P¥(z) = P(2). (3.6)
Transition rate R(z) is defined as
_ n.(t)
R(z) = tl_)rgo ot (3.7)

where n(t) is the number of transitions of z(¢) between a time interval of length ¢.

In order to consider short-circuit power dissipation, a power estimation method based
on look-up tables is utilized. In this method, the total power dissipation PW, including
short-circuit power dissipation, is represented as follows.

1.
PW = 5 Z PWtable(i)R(i)v (3.8)

where n is the number of gates and PW,,.(2) is the energy that is consumed at the gate
¢ when the output changes. The values of PW,.(i) are given by look-up tables which
includes the power dissipated by the short-circuit current. The look-up tables are two-
dimension tables with load capacitance and input transition time as variables and they are
characterized beforehand by circuit simulation. Equation (3.8) is used as the objective func-
tion of power optimization.

Path delays are derived using a static timing calculation method. As for gate delay calcu-
lation at each gate, two dimensional look-up tables with capacitive load and input transition
time as parameters is used. The look-up tables of the gate delay and the transition time of
the output signal are characterized by circuit simulation.

3.2.2 Previous Work on Generated Glitch

First, the estimation method for generated glitches[54] is explained. The condition for glitch
generation is to hold the following two conditions simultaneously(Fig. 3.1).

Condition 1: The input pattern wy is the pattern that can cause glitches.

Condition 2: The interval time ¢ between successive transitions at different inputs is larger
than the gate delay time 7.
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Figure 3.1: An Input Pattern and Condition for Glitch Generation in a 2-Input AND Gate.

The probability satisfying Condition 1 and the probability satisfying Condition 2 are cal-
culated separately. The pattern probability Py (wy) is the probability that the input pattern
wi occurs. The generation probability Py, (wk) is the probability that the input pattern wy
satisfies Condition 2, and is represented as follows:

Pynl) = [ [ 1(@)1(6)dedp, (3.9)

where o and 3 are the arrival times of the respective signals in wy, f is the distribution func-
tion that represents the number of transitions as a function of arrival time. Ay is the area
that satisfies Condition 2 in the a — 3 space(Example, Fig. 3.2). In Fig. 3.2, parameters
Omin(Bmin) and amaz(Bmaz) Tepresent the earliest and the latest arrival times respectively.
Parameter 7,(73) represents the gate delay time of signal a(f3). Using P and Py, gener-
ated glitch rate Ry, (¢) is represented as follows.

gen = fak - z {Pgen Wk Ppatt(wk)} ) (3.10)

where f. is the clock frequency.

3.2.3 Propagating Glitch
The propagating glitch rate R,,,,(x) is defined as follows:

Ryrop(z) = lim ————n”””’t‘(t), (3.11)

t—o0

where 1, - (t) is the number of propagating glitches at the gate z between a time interval
of length t. From the definitions, the total transition rate K can be represented using D, Rgen,
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Figure 3.2: Surface Integral Area of the Distribution Function f.

Ryrop, feix as follows:
R(z) = fak - D(z) + 2 - {Ryen(z) + Rprop(z) }- (3.12)

The multiplication factor of two in the second term comes from that a single glitch causes
two transitions.

Now, an estimation method of the propagating glitch rate R,,, is explained. Here, the
disappearance of the glitches whose time widths are shorter than the delay of the propagating
gate is ignored. If the inputs of a gate have no correlation with each other and there is a
sufficient time interval between the input transitions, the following equation holds at any
gates[42].

ZP 63:1 (3.13)

where z; is the i-th input of the gate, y is the output and n is the total number of inputs. From
the definition of R,,.p, if the glitches at the inputs have no correlation and have sufficient
time interval between the transitions, Rwop can be represented as follows.

n

) - {Rgen(Ti) + Rprop(z:)}- (3.14)

rop
=1

In the case of 2-input AND gate, Eq. (3.14) is represented as follows.
Rprop(y) = P(b) - {Rgen(a) + Rprop(a) } (3.15)
P(a) - {Rgen(b) + Rprop(b)}
Using Eq. (3.6), Eq. (3.15) is transformed to:

Rprop(y) ={P"(b) + P°(b)} - {Rgen(a) + Rprop(a)} (3.16)
+{P'(a) + P"(a)} - { Ryen(b) + Rprop(b)}-
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Figure 3.3: The Condition that Allows a Glitch Propagating through a 2-input AND Gate in
the Case that the Gate Delay is Smaller than the Glitch Width.

Equation (3.14) assumes that there is a sufficient time interval between the transitions, so
this equation may overestimate propagating glitches. There is a possibility that the overes-
timation of propagating glitches at each gate causes an excessive overestimation along with
the signal propagation. Therefore the lower bound of propagating glitches should be esti-
mated. Please consider the situation that a glitch comes from the input A in a 2-input AND
gate (Fig.3.3). If the input B retains high, the glitch propagates through the gate. If the in-
put B keeps low, the glitch never propagates through the gate. But if there is a transition at
the input B, glitch propagation through the gate depends on the timing of the transition. In
order to take the lower bound of the estimation, the timing-dependent glitch propagation is
neglected. Therefore the estimation of the propagating glitch rate becomes:

rnin{Rpmp(y)}:P” {Rgen( + Rprop(a)} (3.17)
+P(a) - {Rgen(b) + Rprop(b) }-

The above equation is obtained by setting P'° in Eq. (3.16) to be zero. Similar discussion
can be made for other kinds of gates. Therefore the lower bound of the propagating glitch
rate R,y 1s calculated from Eq. (3.14) as:

Rorot) = 3o {Faen(@) 4 Borg(@)} - PGL) (9

=1

3.2.4 Partial-Swing Transitions

The energy dissipated by charging and discharging the load capacitance C' is proportional
to the voltage swing. When the voltage swing is Vpp/2, the dissipated energy which is
represented as C - Yf;—ﬂ - Vpp is the half of the energy of a full-swing transition. Treating
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Figure 3.4: Relationship between the Swing Voltage and the Difference of the Arrival Time
in 2-input NAND Gate.

a partial-swing transition as a full-swing transition causes an overestimation of the energy
dissipated by glitches. Therefore an approach is devised such that a partial-swing transition is
converted into an equivalent fraction of a full-swing transition based on the dissipated energy.
For example, a transition that the voltage swing is Vpp/2 is regarded as 0.5 transition.

Fig. 3.4 shows the relationship between the voltage swing Vs and the difference of the
arrival timey(=a — # or  — ) in a 2-input NAND gate. The relationship under two output
load conditions is examined by circuit simulation, and it is approximated as a linear function.

Yop 0< ~v<2r
Vews = 2r | VST
v { Vbp v >27 ' G-19)

Similarly, in the other gates, such as multi-stage gates, the relationship between Vsw and 7
is examined, and it is approximate as a linear function.
Using this conversion, Eq. (3.9) can be improved as follows.

Poenlr) = [ [ £(e)f(8)h(er, B)dads, (3:20)
h(a, 8) = Vow (e, 8) 3.21)
Vbbp

3.2.5 Distribution Function

The rigorous derivation of the distribution function f requires two processes. The first pro-
cess 1s to search all paths and calculate the delay of each path. The complexity of this process
is O(n?) where n is the average fan-in and d is the maximum circuit depth. The second pro-
cess 1s to evaluate the activating probability of each path. This process requires the derivation
of the sensitization conditions for all the paths, and hence overall complexity is practically

infeasible. Therefore a simple and reasonable shape should be assumed for the distribution
function f.
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A possible shape might be a normal distribution. However, the estimation of the mean
and the deviation of the normal distribution is not simple. Also, as will be shown in Section
3.4.1, the assumption of the normal distribution is not always reasonable in a real circuit.
Here using an uniform distribution is proposed. The validity of this assumption will be
examined experimentally in Section 3.4.1. The uniform distribution function f is represented

as follows: )
f(t) = —————— - {U(t — @min) = U(t — @pmaz)}, (3.22)

Omar — Omin
where a4 1S the latest arrival time and «,,,;, 1s the fastest arrival time.

When the distribution function f is uniform, h(e, 3) of Eq. (3.21) can be transformed as

follows. Ul 5 ) 5
a—-p-715) 0<a—

«a

where 7' is derived from the following equation.

/ Uly = 7')dy = / h(v)dr. (3.24)

In the case of Eq.(3.19), 7,(73) is represented as 74(73).
Using Eqs.(3.22) and (3.23), Eq.(3.20) can be transformed as follows(Fig.3.5).

Poenln) = [ [ f(e)f(B)dads (3.25)

area(A})
_ , 3.26
(amar - amin)(ﬁmar - :Bmm) ( )

where area( A} ) represents the shaded area in Fig. 3.5.

p B=0+1p’

O Oc’min O('n‘]ax o

Figure 3.5: Surface Integral Area of the Distribution Function f Considering Partial-Swing
Transitions.
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3.2.6 Skew Fluctuation

After a clock distribution tree is designed, the skew time at each fiip-flop(latch) can be es-
timated. However, the estimated skew time has certain amount of estimation errors. Also,
the skew time varies due to manufacturing variability. Therefore skew fluctuation should
be considered in glitch estimation. It is assumed that the distribution of the skew time is
normal(y, o) and g is the estimated skew time. Normally distributed skew at each primary
input appears as the skew in the arrival time at the input of each gate. The distribution of
the skew is well approximated by normal[55]. Hence P, (wi) under skew fluctuation is
approximated as the weighted average over five sampling points.

Pyen(wy) = 0.404 / /A J(@)f (B)dads 3.27)
+ o.149//AI fla—0)f(8— 0)dads
+ 0.149//Aff(a—~o*)f(ﬂ+a)dadﬁ
+ 0.149//;f(a+o)f(ﬁ—a)dadﬂ
+ 0.149//AZf(a+a)f(5+a)dadﬁ.

3.3 Optimization Algorithm for Power Reduction

Given the estimation of glitch transitions, a good measure of overall power dissipation is
obtained. Discrete (cell-based) gate sizing is executed for power optimization of a CMOS
combinational circuit using the estimation method. This section explains the optimization
algorithm for power reduction.

A heuristic algorithm that has both the merit of rapid convergence and the ability to get
out of a bad local solution is developed. Here, the algorithm under delay and transition time
constraints is explained. A flow-chart of the algorithm is shown in Fig. 3.6.

Optimize delay: The circuit is optimized by a similar algorithm to this power optimization
until the delay constraints are satisfied. The detail is explained later.

Calculate sensitivity: At each gate, the sensitivity of the objective function Eq.(8) is eval-
uated both for sizing-up and sizing-down operations. If a sizing operation violates
delay constraints or transition time constraints, the sensitivity is not calculated and the
operation is eliminated from sizing candidates.

Resize: Gates are selected according to the sensitivity and they are resized. The number of
the gates resized simultaneously is at most Max_Change.
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Figure 3.6: The Power Optimization Algorithm under Delay Constraints.

Delay O.K.?: There is a possibility that timing violation occurs because at most
Max_Change gates are resized at once. It is judged whether the delay constraints are
satisfied or not.

Finish?: If the iteration count goes over a pre-defined value Max_Iteration, or if no gates
are resized, the optimization procedure finishes.

Decrease Mac_Change: Max_Change is reduced by a factor of Reduce_Rate.

The uncertainty of gate delay is aggravated by a signal that has an excessive transition
time, i.e. the calculation error of gate delay increases and gate delay becomes sensitive to
manufacturing variability. Also the long transition time deteriorates hot-carrier reliability.
Therefore the transition time of the signals should be restricted. The sensitivity is calcu-
lated when the sizing does not violate the constraints of transition time. This restriction of
transition time helps to maintain the accuracy of timing analysis and the reliability.

In the case of power optimization, the objective function is Eq. (3.8). As Eq. (3.8) in-
cludes short-circuit power dissipation, the power optimization considering overall power
dissipation can be executed. Since at most Max_Change gates are resized at a time, there is
no guarantee that the overall resizing results in the improvement of the objective function.
The evaluated sensitivity for each gate is only valid for single resizing of the corresponding
gate. This simultaneous resizing is regarded as a perturbation to the circuit. The amount of
perturbation is reduced as the number of Max_Change is decreased through the iteration.

In the beginning of the optimization, i.e., when Max_Change is large, many gates are
resized simultaneously. In this case, the amount of perturbation is large, and solution space
is expected to be explored globally. Parameter Max_Change is gradually reduced at the
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Figure 3.7: The Delay Optimization Algorithm Used in Power Optimization.

rate of Reduce_Rate, and the amount of perturbation decreases. The gradual reduction of
Max_Change has a similar role to the temperature reduction in simulated annealing. The
ratio of reduction can control the speed of convergence and the search area of solutions.
At the final stage, Max_Change becomes small and this algorithm behaves like a greedy
algorithm. A greedy algorithm is suitable for finding a local optimal solution, which merit is
exploited in the proposed algorithm at the final stage. With the help of the perturbation and
the greediness, it can be expected to reach to a good solution quickly. Tuning the parameters
Max Iteration, Max_Change, and Reduce_Rate, the amount of perturbations and convergence
speed can be adjusted. Consequently the computation time and quality of the solution can
be controlled.

The delay optimization executed in the power optimization is similar with the power
optimization algorithm. Fig. 3.7 shows the flow of the delay optimization. First, the sen-
sitivity of the circuit delay is evaluated for both size-up and size-down operations. In the
sensitivity calculation, the timing information is updated at the gates in the downstream cone
from the gates that drive the resized gate. Then the gates to be resized are chosen based
on the sensitivity, and they are resized. The number of the gates resized simultaneously
is at most Max_Change. If the delay constraint is satisfied, or if no gates are resized, the
optimization finishes. Otherwise, the value of Max_Change is reduced and go back to the
sensitivity calculation. The parameters Max_Iteration, Max_Change, and Reduce_Rate are
assigned separately for delay and power optimization.

3.4 Experimental Results

This section shows some experimental results. First, the accuracy of the proposed glitch esti-
mation method is verified experimentally. Next, power optimization results are demonstrated
and the effectiveness of the proposed method is verified. Finally, it is shown that the proposed
method can reduce glitches under the fluctuation of skew times and wire capacitances.

The circuits used for the experiments are an ALU in a DSP for mobile phone[67]
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(dsp-alu) and the circuits included in ISCAS85 and LGSynth93 benchmark sets(C3540,
ex5p, misex3, alu4, C5315, i10, seq, C7552, des). These circuits are synthesized and
mapped by a commercial logic synthesis tool[56] such that the area is minimized under the
transition time constraint of 1.5ns. The target library is a standard cell library used for actual
fabrication in a 0.6 um process with three metal layers. The library includes basic and com-
plex gates. Buffer and inverter have six varieties in the driving strength and other gates have
three varieties. The transition density D and signal probability P at each gate are calculated
by logic simulation. The power dissipation is evaluated by a commercial transistor-level
power simulator[41]. Input patterns are randomly generated with a signal probability of 0.5.
The number of applied patterns is 1000, which is the adequate number for the power estima-
tion at circuit level[43]. The cycle time of the input patterns is 100ns, which is a sufficient
time for all benchmark circuits to finish the behavior. The constants for power optimiza-
tion Max_Iteration, Reduce Rate and initial Max_Change are set to 50, 0.90, 0.4 X (number
of gates), respectively. The objective function is Eq. (3.8) which represents dynamic power
dissipation including short-circuit power dissipation. The proposed method can therefore
optimize circuits considering overall power dissipation.

3.4.1 Distribution Function

The validity of the uniform distribution function f , which is used for generated glitch es-
timation, is examined. The uniform distribution and the normal distribution are compared
with the distribution that is extracted from the logic simulation.

The distribution function fgmuateq(t) is constructed from the logic simulation results.
The number of the applied input pattern is 10000, and C3540 and des circuits are used
for the experiment. The mean and the deviation are extracted from fs;muiateq(t) and the
normal distribution function fnorma:(t) is built. The uniform distribution function (Eq. 3.22)
iS funiform- The error between fsimuiated(t) and frormai(t) is defined as follows.

Erro'rnm'mal = /[fsimulated(t) - fnormal(t)]zdt- (328)

ETT0T40if0rm 15 also defined similarly.

ETT0Tnormat aNd ETTOTyn, form are compared at all gates. In C3540 circuit, ET70Tn0rmal
is smaller than ET707yniform at the gates of 55%. On the other hand, E7707yn; form is smaller
than ET70rporma at the gates of 55% in des circuit. Also the summations of E7707,0rma
and ETror,niform for all gates are scarcely different, and the difference is within 1%. Even
though the mean and the deviation are derived accurately, there is not a distinct difference in
the error of the distribution function between frorma(t) and funiform(t). The computational
Ccost to construct fyniform(t) is much less than that of f,,rmai(t). It can concluded that the
uniform distribution is a reasonable and adequate shape for the use in glitch optimization.

3.4.2 Glitch Estimation

Now the accuracy of the proposed glitch estimation method is examined. The number of
glitch transitions is estimated at every node in a circuit and it is compared to the value ob-



36 CHAPTER 3. GATE SIZING FOR GLITCH POWER REDUCTION

2500 N T " ¥ 2500 , —r . -
- Ideal line wit Ideal line wit
o 2 2000 zero error - Q@ 2000 zero error
L O
e g % £
@ @
£ 1500 £ = 1500 | X
] Wy
= wn B
8 & 1000 | £ 8 1000 |
Sg 28 x XX X
GO ol x X G - x
z 5 % X * 0 500
X% x
0 x X x
O A A s i
0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
#Glitches Estimated by Circuit Simulation #Glitches Estimated by Circuit Simulation
Conventional Method Proposed Method

(correlation coefficient 0.38) (correlation coefficient 0.84)

Figure 3.8: Accuracy Comparison of Glitches between Conventional and Proposed Method
(i10).

tained by transistor-level simulation[{41]. The glitch transitions are estimated in the following
two ways.

Conventional Method: Only generated glitches are estimated (equivalent to [54] except for
the simplified calculation of f function).

Proposed Method: Both generated and propagating glitches are estimated.

Fig. 3.8 shows the accuracy comparison of glitch estimation between the conventional
method and the proposed method in i10 circuit. The horizontal axis represents the number
of glitches estimated by transistor-level simulation. The vertical axis represents the number
of glitches estimated by the conventional method or the proposed method. The correlation
coefficient is calculated between simulated values and estimated values. The correlation co-
efficient of the proposed method is 0.84, whereas the coefficient of the conventional method
is 0.38 in i10 circuit. The average correlation coefficients of the proposed method over 10
benchmark circuits are 0.74 and the coefficients of the conventional method is 0.38.

The accuracy of the estimated power dissipation is examined. The power dissipation is
estimated using the proposed glitch estimation method that can consider propagating glitches
and partial-swing transitions. Table 3.1 shows the result of power estimation. The column
“Power” under “Simulation” represents the power dissipation evaluated by a transistor-level
power simulator. The column “Error” under “Estimated” represents the estimation error of
the proposed method for the power dissipation. The column “Time” represents the CPU
time for power estimation on an Alpha Station. The average error of the power estimation
is 13.8%. The CPU time required for the proposed method is more than 6000 times shorter
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Table 3.1: Accuracy Comparison of Power Estimation between Conventional and Proposed
Method.

Circuit Simulation Estimated
Power | Time | Power | Error | Time | #gates
mW) | (s) | (mW) | (%) | (s)
C3540 | 16.8 600 13.7 | -185| 0.02 | 766
ex5p 6.23 188 7.72 | 239 | 0.03 | 1041
misex3 | 13.2 442 14.2 76 | 003 | 1142
alu4 17.1 494 169 | -1.2 | 0.03 | 1252
C5315 | 35.1 1115 | 28.0 |-20.2| 0.03 | 1334
i10 26.3 928 215 | -183 ] 0.03 | 1528
seq 14.8 520 15.5 4.7 | 0.04 | 1658
C7552 | 544 | 1483 | 419 |[-23.0| 0.03 | 1670
des 43.1 1423 | 39.1 | -93 | 0.06 | 2453
dspalu | 193 | 11912 172 |-109 | 0.25 | 6062
average! | - | - | - [138] - -]

average': the average over the absolute amount of each error.

than that for a transistor-level power simulator, which enables to use the estimation method
inside the optimization loop considering glitch reduction.

3.4.3 Optimization Algorithm

Next the effectiveness of the proposed optimization algorithm is examined. The proposed
optimization algorithm is compared with a simple greedy algorithm and the simulated an-
nealing method. The simple greedy algorithm calculates the sensitivity for all gates and
resize a single gate with the largest sensitivity. After resizing the gate, the sensitivity of each
gate is recomputed. If there are no gates which reduces the object function, the optimization
loop finishes. The simple greedy algorithm is the same with the proposed algorithm in the
case that Max_Change, Reduce_Rate and Max_lteration are set to 1, 1.0 and co respectively.
The simulated annealing method is implemented as follows. A reconfiguration(move) is to
select a gate randomly and resizing the gate to a size which is randomly decided. As for
annealing schedule, temperature T is held constant during 100x (number of gates) reconfig-
urations or 10x (number of gates) successful reconfigurations. The temperature is decreased
by the factor of 0.90. Table 3.2 shows the comparison of the optimization algorithms. The
experiment is carried out using Eq.(3.8) as the object function. The column “Reduction”
represents the percentage of the power reduction from the initial circuits. Here, in order to
evaluate the optimization algorithm only, the power dissipation is estimated by the proposed
glitch estimation method and Eq. (3.8). The column “Time” indicates CPU times for the
optimization on an Alpha Station. In misex3 circuit, the greedy algorithm is trapped into a
bad local solution and hence the reduction remains 8.8%, whereas the simulated annealing
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Table 3.2: Comparison of Optimization Algorithms in Power Reduction and CPU Time.

| Circuit Greedy Simulated Annealing Proposed
Power Power Power
Reduction | Time | Reduction Time Reduction | Time
(%) (s) (%) (s) (%) (s)
C3540 6.0 36 6.6 6784 6.3 30
ex5p 19.7 336 25.1 14933 244 119
misex3 8.8 93 14.8 25037 15.2 101
alu4 5.9 93 12.2 13363 10.7 101
C5315 12.0 101 11.1 10914 12.2 63
i10 4.0 291 54 26682 5.8 189
seq 9.4 327 10.7 77027 12.6 277
C7552 6.6 94 6.3 21961 6.4 98
des 11.3 557 13.1 50878 124 413
dsp_alu 5.8 11584 7.4 1150867 5.7 7842
| average 9.0 - | 3 ] - 112 -]

and proposed methods achieve more than 14 % reduction. The proposed algorithm reduces
the power dissipation by 11.2% on average, whereas the greedy algorithm reduces by 9.0%.
Also the CPU time spent for the proposed method is 79% of that for the greedy algorithm
on average. Compared with the simulated annealing, the proposed algorithm can find a solu-
tion close to that of the simulated annealing, while spending only 0.6% of the CPU time on
average.

3.4.4 Power Optimization

Here, the result of power optimization is shown. First, power dissipation is optimized without
delay constraints. The given transition time constraint is 1.5ns. The initial circuits consist
of the min-sized gates, except the gates up-sized for satisfying the transition time constraint,
since the circuits are generated for minimizing area. The overall capacitive load of the initial
circuits is almost minimum. Table 3.3 shows the result of the power optimization. The power
dissipation before/after optimization is evaluated by a transistor-level power simulator. The
column “Power(Delay) Reduction” represents the reduction of the power(delay) from the
initial circuit. The column “Area Increase” shows the increase of the total cell area from the
initial circuit. The proposed method increases the area by 5.2% on average. However the
number of transitions are reduced by 8.5%, which mainly contributes to the power reduction
of 10.4%. This means that the power dissipation of the circuits with the minimum active area
is not minimum. It is notable that the delay is also reduced in all circuits, although the delay
is not included in the objective function nor the constraints. The reduction of delay is 25.0%
on average. Glitch reduction has an aspect of path balancing. The path balancing is enforced
by reducing longer path delays, which leads to the reduction of the critical path delay.
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Table 3.3: Power Optimization under No Delay Constraints.

Power Delay Area #Toggle

Circuit | Reduction | Reduction | Increase | Decrease
(%) (%) (%) (%)
C3540 5.9 9.1 2.9 5.5
exsp 4.8 8.4 17.9 6.4
misex3 14.6 34.0 4.6 8.4
alud 12.5 31.1 4.0 8.1
C5315 16.2 17.6 4.1 18.4
i10 8.6 30.8 6.0 5.7
seq 9.7 29.0 4.2 4.8
C7552 12.5 16.6 1.6 12.7
des 5.6 49.8 4.1 3.7
dsp.alu 14.0 23.2 2.2 11.0

|average | 104 [ 250 [ 52 | 85 |

Next the result of power optimization under delay constraints is presented and it is com-
pared with the result with those of conventional methods. The circuit C5315 is optimized
under a variety of delay constraints and the power dissipation is measured using a transistor-
level power simulator. The circuit is optimized in the following three methods.

Delay Optimization: optimize delay only and do not care about power dissipation.

Conventional Method: optimize power dissipation based on the transition information of
the initial circuit throughout the optimization process.

Proposed Method: optimize power dissipation by the proposed method.

The power-delay trade-off curve of each method is shown in Fig. 3.9. The initial circuit is
located near the top right corner of the figure. Achievable delay times by the three methods
are the same. The fastest circuits by the three methods have 5.9ns delay time. However the
power dissipation is different and, as expected, the proposed method provides the lowest.
Because the reduction of the delay time and path balancing lie in the same direction, it is
seen that delay reduction does not increase power dissipation so much. Indeed, the fastest
circuit obtained by the delay optimization method has the total cell area 14 % larger than
that of the initial circuit, while the power dissipation is almost the same as that of the initial
circuit. Corresponding increase in capacitive load is compensated by the reduction of glitch
activity which is a by-product of the delay optimization. The conventional method which
assumes constant glitch activities throughout the optimization process does not work well,
compared with the proposed method. It is because the glitch activities are changing in the
optimization process. In order to reach good solutions, the fact that glitches are affected by
gate resizing has to be considered. Explicitly exploiting the possibility of glitch reduction,
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Figure 3.9: Power-Delay Trade-Off Curve (C5315).

the proposed method further reduces the power dissipation. It can be seen that the gate sizing
considering glitch reduction is an effective method for power reduction.

3.4.5 Tolerance to Skew Fluctuation and Wire Capacitance Variation

In actual circuits, there are various factors that change delay characteristics, such as skew
fluctuations, variations in transistor characteristics and wire capacitances. The tolerance of
the proposed method to uncertainties in delay characteristics is examined.

First, power dissipation is examined under skew fluctuations. The skew time at each
primary input is assumed to fluctuates according to the normal distribution(0, o). Power
dissipation is optimized by the following two methods.

Sizing(A): optimization that does not consider skew fluctuations, i.e. only the first term in
Eq. (3.27) is considered.

Sizing(B): optimization that considers skew fluctuations(Sec. 3.2.6).

100 sets of skew patterns are generated for 3o of skew fluctuation being 0.5ns and 1.0ns.
In this fabrication process, the delay time of a single inverter with fanout loading three is
0.1ns. The number of applied pattern for power evaluation is 100 because of the enormous
simulation cost. Fig. 3.10 shows the relationship between the amount of power reduction
and skew fluctuations. It can be seen that the proposed method can reduce power dissipation
under skew fluctuation. Owing to the consideration of the skew fluctuation, the average value
of the power reduction becomes about 1% larger. In the case of 30 = 0.5ns, Sizing(B) is
much effective than Sizing(A). The reason is guessed such that the consideration for skew
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Figure 3.10: Power Reduction under Skew Fluctuations (C5315).
Sizing(A): optimization that does not consider skew fluctuations.
Sizing(B): optimization that consider skew fluctuations.

fluctuation compensates not only skew fluctuations but also the error in delay calculation as
a by-product.

Because of manufacturing variability, wire capacitance fluctuates. Also wire load esti-
mation contains a certain amount of error. Therefore the gate delay has some amount of
uncertainty. Power dissipation is evaluated under wire load fluctuations. Wire capacitance
1s assumed to fluctuate according to the normal distribution(0, o). 100 sets of wire load are
generated and power dissipation is evaluated using them. The ratio of total gate capacitance
and the total wire capacitance is about 1:2 in this circuit. The relationship between power
reduction and the amount of wire capacitance fluctuations is shown in Fig.3.11. The average
reduction at each 3¢ value is almost the same. Even in the worst case of 30 = 40%, the
power dissipation is reduced by 14.8%. It can be seen that the proposed method is effective
under uncertainties in delay characteristics that exist in fabricated circuits.

3.5 Conclusion

This chapter proposes a power optimization method by gate sizing. The proposed method
optimizes not only the amount of capacitive load and short-circuit current but also the number
of glitch transitions. A statistical glitch estimation method, which can consider propagating
glitches, partial-swing transitions and skew fluctuation, is devised. The proposed gate re-
sizing algorithm has both the merit of rapid convergence and the ability to get out of a bad
local solution. The effect of the proposed method is experimentally verified using 10 bench-
mark circuits with a 0.6 pm standard cell library. The power dissipation is reduced from
the minimume-area circuits by 10.4 % on average and by 16.2 % maximum. It is observed
that the conventional method, which assumes that glitches do not change by gate resizing,
does not achieve sufficient power reduction. On the other hand, the proposed method can
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Figure 3.11: Power Reduction under Wire Capacitance Fluctuations (C5315).

reduce power dissipation further guided by the proposed glitch estimation method. It is also
verified that the proposed method is effective under manufacturing variability such as skew
time fluctuation and wire capacitance variation.

Chapter 4

Performance Optimization by Gate
Sizing Based on Statistical Static Timing
Analysis

This chapter discusses a gate resizing method for performance enhancement based on sta-
tistical static timing analysis. The proposed method focuses on timing uncertainties caused
by local random fluctuation. The proposed method aims to remove both over-design and
under-design of a circuit, and realize high-performance and high-reliability LSI design. The
effectiveness of the proposed method is examined by 6 benchmark circuits. The experimen-
tal results show that the proposed method can reduce the delay time further from the circuits
optimized for minimizing the delay without the consideration of delay fluctuation.

4.1 Introduction

There are several sources that cause the uncertainties of circuit delay time, such as man-
ufacturing fluctuation, estimation error of wire capacitance and resistance, uncertainties of
wire capacitance during physical design, supply voltage and temperature change, diversity
in signal waveforms, and so on. These sources can be classified into two categories. The first
category is a global change that applies to all gates and wires similarly in a certain region.
The second category is a random change that indicates a certain statistical distribution. As
for the global change, there is a traditional and widely-used method to consider the delay
time uncertainties. In this method, three values(best/typical/worst-case values) are prepared
for the delay time of each gate and wire. Then the circuit delay time is calculated using
each-case value for purpose by purpose. This is a reasonable approach for the global change.

On the other hand, the random change is not well considered in LSI design. Due to the
random change, the delay time of each gate and wire has a certain probability distribution.
In one case, a certain amount of design margin is set to avoid the effect of the delay time
uncertainties by the random change. In this method, the decision of the design margin is
difficult, which results in excessive design margin and over-design of the circuits. In another

43
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case, the delay time of each gate and wire is defined as the worst-case value, for example,
mean+3o. In this case, the estimated delay time of a critical path is pessimistic, and the delay
of the shortest path can not be considered. Therefore, in order to design a circuit with high
confidence and eliminate over-design, a statistical static timing analysis method and a circuit
optimization method considering the random change are necessary.

This chapter proposes a performance optimization method considering the random
change based on statistical timing analysis. As for statistical timing analysis, there are sev-
eral proposals [57, 58, 59, 55, 60]. The methods proposed in Refs. [57, 58, 59] are Monte
Carlo simulation-based techniques, so these methods are not suitable for performance opti-
mization method from the point of computation time. The method proposed by Berkelaar
in Ref. [55, 60] is based on a static timing analysis method. This method does not require
any simulations, and the complexity of the timing analysis is linear to the circuit scale. So
the timing analysis can be done in a realistic computation time. Although this method works
well for the estimation of the mean delay, it underestimates the worst delay(corresponding
to mean+30, for example)[55], because of the definition of the worst-case delay and the ap-
proximation method used in Ref. [55]. In a statistical analysis, it is important to estimate a
statistically well-defined worst-case value. Therefore the worst-case delay is defined in a sta-
tistical manner, and a technique to improve the accuracy of the worst-case delay estimation
is devised. This method is utilized for performance optimization.

In the case of the performance optimization based on statistical static timing analysis,
slack[40], which represents the timing criticality at each gate and is widely used for per-
formance optimization under deterministic delay model, can no longer be a useful measure
under statistical environment. This chapter therefore proposes a new measure “criticality”
that represents the timing criticality at each gate, and device performance optimization al-
gorithms utilizing the “criticality”. In Ref. [60], the gate sizing problem is formulated as
a nonlinear programming problem, where the objective function and the constrains are ex-
pressed as analytic forms. In this method, the delay should be represented by a simple an-
alytical equation, which degrades the accuracy of the delay calculation. On the other hand,
the proposed method can utilize any gate/wire delay calculation methods.

The proposed performance optimization method has various applications, such as uncer-
tainties of wire capacitance during physical design, local fluctuation in transistor characteris-
tics, local variation of supply voltage and temperature, and so on. The proposed performance
optimization method can eliminate over-design of a circuit and contribute high-performance
and high-reliability LSI design.

This chapter is organized as follows. Section 4.2 discusses the statistical static tim-
ing analysis method. Section 4.3 explains the performance optimization algorithms of gate
sizing. Section 4.4 discusses some applications of the proposed performance optimization
method. Section 4.5 demonstrates some experimental results. Finally, Section 4.6 concludes
the discussion.
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Figure 4.1: Gate Delay Model.

4.2 Statistical Static Timing Analysis

In this section, a statistical timing analysis method is discussed. First, the basic concept of
the statistical static timing analysis proposed in Ref. [55] is explained. Next, approximation
methods of the delay distribution used in the statistical static timing analysis are discussed.
This chapter then proposes a new measure “criticality* that represents the timing criticality
at each gate.

4.2.1 Static Timing Analysis

First a conventional(not statistical) static timing analysis method is explained briefly. Sup-
pose a gate that has n-input and 1-output ports(Fig. 4.1). T; is the latest arrival time of
signals at the z-th input. ¢; is the gate delay time from the i-th input to the output. 7} and
t; have different values for rise and fall transitions. In Section 4.2, rise/fall transitions are
not distinguished for simplifying the explanation. But the real implementation in Section 4.5
considers the delay difference for rise/fall transitions. The latest arrival time of the signal
transitions at the output, 7,,,, is represented as follows.

Tour = max(T; + t;). 4.1)

Using Eq. (4.1), the latest arrival time at each gate can be calculated incrementally without
tracing all paths.

4.2.2 Statistical Static Timing Analysis

In a conventional static timing analysis, each delay time of gates and wires is a constant
value. On the other hand, under the existence of uncertainties in circuit delay time, each
delay time is not a constant and it has a statistical distribution, which is considered for delay
calculation in the statistical static timing analysis. The basic concept of the statistical static
timing analysis has been proposed in Ref. [55]. This method is explained briefly. Next,
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the worst-case delay of the circuit with delay fluctuation is defined, and a technique that
improves the accuracy of the worst-case delay calculation is discussed.

The distribution of the latest signal arrival time at the ¢-th input is modeled as a normal
distribution of a stochastic variable 7" with mean pr; and standard deviation or,. It is also
assumed that the gate delay time from the i-th input to the output is distributed normally with
a stochastic variable ¢, mean p,, and standard deviation oy,.

Here, Eq. (4.1) is converted for the statistical timing analysis. The probability density
function f; is defined such that f; expresses the distribution of T;+t;. The distribution of f;
becomes a normal distribution N(ur, +p,, /0% + 07 ). The cumulative distribution function
F; is defined as follows.

Flo)= [ #(ddx 42)

As an example of statistical max operation, C = max(A, B), with stochastic variables
A, B and C, is examined. In this case, the following relation holds at any z.

P(C <z)=P((A<z)N (B < 1)), 4.3)

where P(Condition) represents the probability that Condition is satisfied. When the statis-
tical correlation between A and B is ignored, Eq. (4.3) can be transformed as follows.

P(C<z)=PA<Lz) -P(B<1). (4.4)

The probability density functions of A, B and C are defined as f4, fp and fc. Eq. (4.4) can
be expressed as follows.

/_ ; fedx = /_ ; fadx - /_ Ioo fadx. (4.5)

Differentiating Eq. (4.5), the following equation can be obtained.

fc(l‘)ZfA(I)'/_Ioo deX+fB($)'/_zoo fadx. (4.6)
Eq. (4.6) can be rewritten as follows.
P(C=z)=P(A=1z)-P(B<z)+P(B=12x) -P(A< ). 4.7)

Extending Eq. (4.6) for n stochastic variables, the probability density function f,,,, which
corresponds to the distribution of the latest arrival time T,,;, can be represented as follows.

fout(x) = i [fz(x) : ﬁ F](-T) (4.8)

‘ J#i

)

The probability density function of the overall circuit delay time can be obtained by applying
the probability density function at each primary output to f;.

The definition of the worst-case delay under the statistical delay model is discussed. The
distribution of the latest arrival time, f,, is different from a normal distribution, though
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assumed to be normal. Figs. 4.2 and 4.3 show an example of the difference between f,,;
and the normal distribution. The function f,,; represents Eq. (4.8) under the following con-
ditions. The mean and standard deviation of f;, the mean and standard deviation of f, and
n are 3, 1, 3.6, 0.6 and 2 respectively. The mean m and standard deviation ¢ of f,,; are
calculated according to the definition, and the normal distribution N(m, o) is generated. If
the distribution of f,,; is exactly normal, z; in the following equation becomes equal to m +
30. 2

0.9986501 = / Fout(2)de, 4.9)

where the value 0.9986501 is the probability of a normal distribution between —oo and m +
30. But in reality, z, of f,; is different from m + 30. The value z; is 6.00, whereas m +
30 is 5.64. This difference derives from the fact that the curve of f,,; falls slower than it
rises. If the worst-case delay is defined as m + 3o, the lower probability of z < m + 30
becomes smaller than 99.87%. The actual value of the lower probability varies depending
on the shapes of f; and f,. On the other hand, when the worst-case delay is defined as z,
the lower probability of z < z; becomes a fixed value of 99.87%. In statistical analysis,
evaluating the delay time with a fixed lower probability is important. Therefore the worst-
case delay is defined as z; in Eq. (4.9). When the delay with the different lower probability
is evaluated, the value of the left term in Eq. (4.9) should be changed accordingly. Hereafter,
the worst-case delay is defined as z; in Eq. (4.9).

Next, the approximation of f,,; to a normal distribution is discussed. In Ref. [55], f,u: iS
approximated as a normal distribution to reduce computational costs. The proposed method
also approximate f,,; to a normal distribution. Here, the approximation methods of f,,; are
examined from the viewpoint whether the worst-case delay z; can be calculated accurately.
Eqg. (4.9) is rewritten using Eq. (4.8) as follows.

0.0013499 = /:0 i {fi(:c) I Fj(x)] dz. 4.10)

JF

The value x; of each f; is close to or smaller than x; of f,,;. In the range of = between
z, and oo, the cumulative distribution function F;(z) is almost 1. In order to calculate the
worst-case delay x; accurately, the approximation accuracy of f; where z is larger than z; is
important. Therefore f,,; should be approximated well in the region where z is close to and
larger than z; of f,,;, which contributes the accurate calculation of z; at the fan-out gates
that the gate drives. Two approximation methods of f,,; to a normal distribution N(m, o) are
compared.

Method 1 Calculate the mean m and the standard deviation o of f,,; according to the defi-
nition.

Method 2 Find the values of zy and x; that satisfy Egs. (4.9) and (4.11). The mean m is
calculated as (zo + z1)/2 and the standard deviation o is (z; — z¢)/6.

0.0013499 = /_ " foue()dz. @.11)



48 CHAPTER 4. GATE SIZING BASED ON STATISTICAL TIMING ANALYSIS
0.7 — '
06 | fout —_ ' Normal 1
Y Distribution
051} ]
= 04|
%
T 03|
o
a 02]
0.1
0 R . .
1 2 3 4 5 6 7

Figure 4.2: Difference between f,,; and a Normal Distribution.
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Figure 4.3: Difference between fo,; and a Normal Distribution(Magnified).

Method 1 is adopted in Ref. [55]. In Method 2, a value z, corresponds to m — 3o of a
normal distribution and z; to m + 3o from the viewpoint of the lower and upper probability.
Method 2 adjusts z; of the approximated normal distribution to z; of f,,. Fig. 4.4 shows the
approximation results of Method 1 and Method 2. Method 1 underestimates the delay time.
On the other hand, in Method 2, the distribution shape of f,,; where z is larger than z; is well
approximated. Therefore, Method 2 is suitable for the approximation to calculate the worst-
case delay z; accurately. When the definition of the worst-case delay is changed, i.e. the
value of the left term in Eq. (4.9) becomes other value, Method 2 is modified as follows. For
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Figure 4.4: Approximation to Normal Distribution(Magnified).

example, suppose the value of the left term in Eq. (4.9) becomes 0.97725, which corresponds
to the probability of z < m+ 20 in a normal distribution. The value of left term in Eq. (4.11)
becomes 0.02275. The standard deviation o is calculates as (z; — xg)/4.

The discussion so far assumes that the distribution of gate delay is normal and hence
the probability density function f; is a normal distribution. In this case, the probability
density function f,,;, although it is not a normal distribution, can be approximated to a
normal distribution. Two methods for the approximation are shown. Please notice that the
essence of the statistical static timing analysis explained from Egs. (4.2) through (4.10) does
not require that f; is normal. Thus, if the probability density function f; is not normal,
Eq. (4.8) can be still applied to calculate the probability density function f,,;. In this case,
another appropriate function for f; and f,,: is needed, or numerical calculation of f; and
fout 1s required. In any case, through the successive calculation of the probability density
function from the primary input to the primary output, statistical static timing analysis can
be performed.

4.2.3 Criticality

In the case of a conventional(not statistical) static timing analysis method, slack is a useful
measure that represents the timing criticality at each gate[40]. Many performance optimiza-
tion algorithms using slack have been proposed[61, 62, 45], and slack helps to reduce the
computation time required for the optimization considerably. But in the statistical static tim-
ing analysis, slack can not be used as a measure of timing criticality. Since slack is defined
as the time difference between the required arrival time and the latest arrival time, the re-
quired arrival time at each gate is computed from the primary outputs. In statistical static
timing analysis, the required arrival time at each input can not be calculated independent of
the arrival times at the other inputs. It is because the arrival time at the output is affected by



50 CHAPTER 4. GATE SIZING BASED ON STATISTICAL TIMING ANALYSIS

all the inputs’ arrival time(Eq. (4.8)). Thus, the required arrival time can not be propagated.
Also the combination of the mean m and the standard deviation ¢ at each gate, which sat-
isfies the delay constraint, is not determined uniquely. So, the required arrival time can not
be defined. This chapter therefore introduces a new measure “criticality” that represents the
timing criticality at each gate.

Before the detailed explanation of “criticality”, the concept of “criticality” is explained.
Under the statistical delay model, many paths have a possibility to become the longest path.
In other words, many gates have an effect to the distribution of the total circuit delay. To
speak more rigidly, all gates have an influence to the circuit delay distribution although
the magnitude of the influences is different. Therefore, the timing criticality at each gate
should be defined as the magnitude of the statistical influence to the circuit delay distribution.
Namely, the gate that has a strong statistical influence to the total delay distribution should
be defined as critical. The statistical impact of each gate delay to the total circuit delay is
modeled as the measure of timing criticality named “criticality”, using a heuristic numerical
expression. In this model, large “criticality” represents high timing criticality, thus the gate
with large “criticality” should be resized for reducing the circuit delay. When “criticality”
is zero, the gate has no statistical influence to the circuit delay distribution. So, the gate
with small “criticality” could be downsized for reducing power dissipation without delay
increase. Given the measure of “criticality”, the proposed method can choose a candidate of
gate resizing efficiently. Hereafter, the details of “criticality” is explained.

The term in the bracket of Eq. (4.8) represents the following probability.

n n
filz) - [[ Fi(z) = P(T; + t; = z) - [] P(T; + t; < z). (4.12)
J# J#
The input with the high probability of Eq. (4.12) affects the distribution of T,,; at x strongly.
The probability of Eq. (4.12) expresses the magnitude of the influence that the ¢-th input
gives to foy: at z. “in fluence;” is defined such that it represents the influence proportion of
the ¢-th input in the range of x > z; as follows.

n

o0
influence; = C, - / fi(z) - [] Fj(z) - exp(Cy - 7)dx, (4.13)
o j#i

where C] is a normalization coefficient to satisfy 37 ¢n fluence; = 1 and C; is a constant.
A term exp(C, - z) is multiplied in order to emphasize the region of large arrival time.
However, this is not a primary term for the definition of :n fluence;. Also, according to the
experiments, the value of C is not so sensitive to in fluence;. The value of Cs, is empirically
decided such that the value ezp(Cs, - ) increases by 50% when time z increases by 0.1ns
around the time of interest. When in fluence; is 1, fou: in z > x; is determined by the i-th
input and the other inputs do not affect f,,;. Conversely, when in fluence; is 0, the i-th input
does not influence on f,,; in > z; at all. “Influence” at each primary output on the overall
circuit delay time can be similarly obtained by applying the probability density function at

each primary output to f;.
Now the calculation method of “criticality” that represents the timing criticality at each
gate is explained. “Criticality at each gate is defined as the amount of the contribution to the
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Figure 4.5: Propagation of “Criticality”.

circuit delay by the paths that go through the gate. “criticality* is propagated from primary
outputs to primary inputs. Suppose Fig. 4.5 given for an example. i(G) is defined such that
the i(G)-th input is connected with gate G. A term in fluencei)(G;) means how much the
i(G)-th input affects the timing at gate G; in z > z;. In other words, influence;c)(Gj)
represents how easily the timing criticality propagates from gate G; to gate G. There-
fore “criticality” propagated from gate G, to gate G is represented as in fluenceyc)(G;) -
criticality(G;).

criticality(G) = Z in fluenceyg)(G5) - criticality(G;), (4.14)
J

where m is the number of fan-outs for gate G. At primary outputs, “influence” means the
timing criticality itself. It is because the primary output with large “influence” affects the
circuit delay strongly, i.e. the timing criticality is high. So, “criticality at primary outputs is
set to 1, which enables that Eq. (4.14) is hold even when G isa primary output. “criticality”
can be calculated by the breadth-first trace from the primary outputs.

The complexity of this statistical timing analysis method and the calculation of “critical-
ity* is linear to the circuit scale. This property of the complexity make it possible to estimate
and optimize the circuit delay of a large circuit.
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4.3 Optimization Algorithm

This section explains a performance optimization algorithm based on statistical static timing
analysis by gate resizing. Two algorithms are shown, one is for delay optimization and the
other is for power(area) optimization. These algorithms utilizes “criticality* explained in the
previous section.

4.3.1 Delay Optimization

The delay optimization algorithm is shown below.

Step 1: put all gates into list L.

Step 2: if L is empty or delay constraint is satisfied, finish optimization.

Step 3: find the gate with maximum criticality in L.

Step 4: resize the gate to the size with minimum delay.

Step 5: if there are no sizes to reduce delay, remove the gate from list L
and go back to Step 2.

Step 6: go back to Step 1.

First all gates are put into the list L of the resizing candidate. When the candidate list
L is empty or the delay constraint is satisfied, the optimization process finishes. The gate
with maximum criticality in L is searched. It is because the gate with large criticality affects
the circuit delay time strongly. The size of the gate is changed four times, i.e. 2 size-up, 1
size-up, 1 size-down, and 2 size-down, and evaluate the circuit delay for each case. The size
that the circuit delay decrease the most is chosen, and the gate is resized to the size. If the
resizing does not decrease the circuit delay, the gate size is restored and the gate is removed
from L, and the optimization process goes back to Step 2. Otherwise, the optimization
process goes back to Step 1. The proposed algorithm searches a solution greedily, so the
proposed algorithm necessarily reaches the condition that the circuit delay does not decrease
by resizing the gates in the circuit. In this condition, as the steps between Step 2 and Step
5 are repeated, the number of the elements in the list L decreases. Finally the list L becomes
empty and the optimization procedure finishes in Step 2.

4.3.2 Power(Area) Optimization under Delay Constraint

The gate resizing algorithm for power(area) reduction is explained.

Step 1: put all gates into list L.

Step 2: if L is empty, finish optimization.

Step 3. find the gate with minimum criticality in L.

Step 4. resize the gate to the size with minimum power dissipation without
delay violation.

Step 5: if there are no gate sizes to choose, remove the gate from list L and
go back to Step 2.

Step 6: go back to Step 1.
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First all gates are put into the list L of the resizing candidate. When the candidate list L is
empty, the optimization process finishes. The gate with minimum criticality in L is searched,
because the gate with small criticality scarcely influences on the circuit delay. The size of the
found gate is changed to 2 size-down and 1 size-down from the initial size, and the circuit
delay and the power dissipation are evaluated for each case. The found gate is down-sized
to the size that makes the power dissipation minimum without the delay violation. If the
resizing does not reduce power dissipation without delay violation, the gate is removed from
L and the optimization process goes back to Step 2. Otherwise, the optimization process
goes back to Step 1. At the end of the optimization, there become no gates to reduce power
dissipation without delay violation. The list L becomes empty by the repetitions between
Step 2 and Step 5, and finally the optimization procedure finishes.

The optimization algorithm explained above has the possibility of falling into a bad local
minimum solution. In order to escape from a bad local minimum solution, the circuit delay
is optimized a little bit, such as 0.1% of its circuit delay, using the algorithm in Sec. 4.3.1.
After that, the above algorithm is applied again. This loop is repeated for several times.

4.4 Applications

This section shows some applications of the statistical timing analysis method and the opti-
mization algorithm explained in previous sections. Performance optimization based on the
statistical timing analysis has a considerable possibility to contribute high-performance and
high-reliability LSI design. It is assumed that the gate delay fluctuation discussed in this
section can be approximated to a normal distribution. If the distribution is not normal, sta-
tistical timing analysis can be still performed as described in Sec. 4.2.2. In this case, the
modification of the method for expressing the probability density functions is needed.

4.4.1 Uncertainties of Wire Capacitance during Physical Design and
Uncertainties in Signal Waveforms

As the influence of wire on the circuit delay increases, timing closure has become a serious
problem. This problem is caused by the uncertainties of wire capacitance during physical
design. Also, the wire capacitance estimated from a final layout has a certain amount of
errors. Because of the simple definition of the transition time, there are many different
waveforms that have the same transition time, which causes the gate delay uncertainty. When
the gate delay is derived from the two-dimensional look-up table with capacitive load and
transition time as parameters, the gate delay is represented as follows.

delay = ag + a1 - tiran + 02 Cload + @3 * Liran * Cload; (4.15)

where ag, a1, a2 and a3 are the constants decided by the look-up table, c;4,4 is the load ca-
pacitance and t.,, 1S the transition time of the input signal. If the uncertainties of cjy,q4 at
each design phase and t;,,,, can be modeled properly, the distribution of the gate delay can be
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derived. Then, the proposed performance optimization method can eliminate the excessive
design iteration and the over-design.

4.4.2 Local Fluctuations in Transistor Characteristics, Supply Voltage
and Temperature

The local variation of the transistor characteristics is represented as the fluctuation of the
device parameters(v;, 3, ...) and the process parameters(t,,, W, L, ...). The operating
parameters(Vpp, Temp) also fluctuate locally. The gate delay time delay can be represented
as a function of p;, where p; corresponds to each device, process, or operating parameters.
When the local changes are not so large, the change of the gate delay time ddelay can be
represented as follows.

ddelay = Z d; - Op;, (4.16)

where d; is a constant. In the case of the local fluctuation, dp; varies according to a certain
statistical distribution. The distribution of the gate delay time can be obtained. With the
derived delay distribution, the circuits can be optimized considering the local fluctuations.

4.5 Experimental Results

In this section, some experimental results are shown. First the accuracy of the worst-case
delay estimation is verified. The next experiment demonstrates the delay fluctuation caused
by the timing uncertainties of local random change. Finally the delay and power optimization
results under the condition that the wire capacitance fluctuates are shown.

The circuits used for the experiments are taken from ISCAS8S and LGSynth93 bench-
mark sets. These circuits are synthesized and mapped by a commercial logic synthesis
tool[56] under a reasonable wire load model such that the power dissipation is minimized
under the following four delay constraints. The circuits labeled “_A” are generated under the
minimum as well as reachable delay constraints of the respective circuits. The delay con-
straints given to the circuit with “_B”, “_C” and “_D” are made loose gradually in this order.
The ratio of the total gate capacitance and the total wire capacitance is about 1:1. The target
library is a standard cell library used for actual fabrication in a 0.35 um process with three
metal layers. The library includes basic and complex gates. Buffer and Inverter have eleven
varieties in the driving strength and other gates have six varieties. A typical delay time at
each gate is calculated based on two-dimensional look-up tables with capacitive load and
slew as parameters. The delay difference between rise/fall transitions is considered. The en-
ergy dissipated at each gate, which includes capacitive and short-circuit power dissipation,
is derived from a look-up table with capacitive load and slew as parameters. The look-up
tables of the gate delay, the transition time of the output signal and the power dissipation are
characterized by circuit simulation. As for the power evaluation, it is assumed that all gates
have the same switching probability of 0.2 and the cycle time of the input patterns is 100ns.
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4.5.1 Accuracy of Worst-Case Delay Calculation

The accuracy of the worst-case delay calculation is verified. Each gate delay time is assumed
to fluctuate according to normal distribution. The mean is the typical gate delay time and
the standard deviation is 20% of its gate delay time. The worst-case delay time defined
as z7 in Eq. (4.9) is evaluated. Three methods are compared, Monte Carlo simulation, the
statistical static timing analysis with Method1(Section 2.2) which is equivalent to Ref. [55],
and the proposed statistical static timing analysis with Method2(Section 2.2). In Monte
Carlo simulation, the number of evaluation is 100,000. The comparison of the accuracy is
shown in Table 4.1. The column under “Typ. Delay” is the circuit delay time with no delay
fluctuation. The columns “Monte Carlo”, “SSTA[55]”, “Proposed SSTA” correspond to the
results of Monte Carlo simulation, the statistical static timing analysis in Ref. [55] and the
proposed statistical static timing analysis respectively. The columns “Delay” are the worst-
case delay time of the circuits with delay fluctuation. “Increase” means the proportion of
the difference between the typical(no fluctuation) delay and the worst-case delay with delay
fluctuation. “Error” represents the estimation error compared with Monte Carlo simulation.
The range of the estimation error in the proposed method is —0.8 ~ 2.9%, and the average
error is 1.4%. As for SSTA[55], the range is —6.7 ~ —2.7%, and the average is 4.3%. The
improvement of the approximation to normal distribution contributes a better calculation of
the worst-case delay z;.

4.5.2 Circuit Delay Fluctuation — Case Study —

The circuit delay fluctuation caused by the timing uncertainties of local random fluctuation
1s demonstrated. First the delay uncertainty sources are discussed, and an assumption of the
delay uncertainty sources is made. Then the result of the statistical static timing analysis
under this assumption is shown.

Assumption of Delay Fluctuation Sources

As for the sources of delay fluctuation, two sources are considered; manufacturing variability
and design uncertainties of wire capacitance.

Manufacturing Variability

The manufacturing variability consists of two components; the variability in transistor
characteristics and the variability in interconnect structure. First the transistor characteristics
is discussed. The fluctuation is composed of local components(different for individual gates
in a circuit) and global components(the same for all gates in a circuit)[25]. In the process
used for the experiments, the worst-case delay evaluated from the given worst-case SPICE
parameters is 30% larger than the typical-case delay. Thus, if the ratio of the local fluctuation
component and the global fluctuation component is assumed to be 2:1, 30 of the local delay
variability becomes 20%.
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Table 4.1: Accuracy of Worst-Case Delay Calculation.
Typ. Monte Carlo SSTA[55] Proposed SSTA
Circuit | Delay | Delay | Increase | Delay | Error | Delay | Error
(ns) | (ns) (%) (ns) | (%) | (ns) (%)
C432_A | 448 | 5.57 243 539 | -32 | 5.65 1.3
C432B | 497 | 6.10 22.7 590 { -33 | 6.19 1.5
C432.C | 591 | 7.13 20.6 694 | 2.7 | 7.26 1.8
C432D | 692 | 858 24.0 835 | -2.7 | 879 24
C3540_ A | 6.71 | 8.28 234 797 | -3.7 | 843 1.8
C3540B | 7.18 | 8.77 22.1 845 | -3.6 | 895 2.1
C3540.C | 797 | 9.65 21.1 930 | -3.6 | 9.80 1.6
C3540D | 892 | 10.69 19.8 10.32 | -3.5 | 10.90 20
C5315.A | 6.00 | 7.73 28.8 731 | -54 | 7.83 1.3
C5315B | 697 | 8.58 23.1 826 | -3.7 | 8.74 1.9
C5315C| 798 | 9.74 22.1 948 | -2.7 | 10.02 29
C5315D | 890 | 10.77 21.0 1047 | -2.8 | 11.03 24
C7552. A | 484 | 6.12 26.4 586 | 42 | 6.20 1.3
C7552B | 5.02 | 6.28 25.1 598 | 4.8 | 6.33 0.8
C7552.C | 599 | 7.39 234 707 | 43 | 748 1.2
C7552D | 695 | 853 22.7 8.18 | -4.1 | 8.68 1.8
alud A | 331 | 4.25 28.4 400 | -59 | 4.23 -0.5
alu4 B 399 | 5.10 27.8 476 | -6.7 | 5.10 0.0
alu4 C | 495 | 6.18 24.8 582 | -58 | 6.14 -0.6
alu4 D | 583 | 7.26 24.5 6.80 | -63 | 7.20 -0.8
des_A 3.60 | 4.73 314 452 | 44 | 4.78 1.1
des B 398 | 5.26 32.2 500 | -49 | 526 0.0
des C 496 | 6.50 31.0 6.12 | -58 | 646 -0.6
des D 591 | 7.52 27.2 7.17 | 47 | 7.59 0.9

[ | - ] - 249 | - 43| - | 14 ]

Next the variability in interconnect structure is examined. Reference[63] analyzes the
decomposition of the delay variability due to manufacturing fluctuation. The analysis indi-
cates that the interconnect is responsible for 12 to 18% of the total delay variability and the
rest (82 to 88%) is contributed by transistors. With this ratio of each contribution, 3¢ of the
total delay variability becomes 24%. Thus, in this case study, the standard deviation of the
delay due to transistor and interconnect variabilities is estimated to be 8%.

Design Uncertainties of Wire Capacitance

The estimated wire capacitances during layout design are different from the capacitances
of the final layout. At cell placement design phase, there are uncertainties in wire route and
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Figure 4.6: Distribution of Wire Capacitance Uncertainties at Cell Placement Design Phase.

adjacencies. Recently the proportion of the coupling capacitance between adjacent wires
increases, which results in the increase of uncertainties at placement phase. The ratio of the
estimated capacitance at placement phase compared with the capacitance of the final layout
is evaluated using a 32-bit CPU circuit(about 13k cells). Fig. 4.6 shows the distribution of
the estimation error of the wire capacitance at cell placement phase. Even when the cell
place is fixed, there is the wire capacitance uncertainty of which the standard deviation is
25% of the estimated capacitance.

RC extraction tools have a certain amount of estimation errors. The amount of errors in
capacitance extraction may vary depending on the used algorithm (2D, quasi 3-D, 3D etc.)
as well as on the complexity of the interconnect structures under extraction. It is not easy to

estimate the uncertainty in the extraction, but the standard deviation of 10% is thought to be
a reasonable guess.

Summary of Uncertainties

From the above discussion, the assumption of the delay uncertainty sources is summa-
rized as follows.

Manufacturing Variability The delay time of each gate fluctuates such that the mean delay
is its typical delay time and the standard deviation is 8% of its typical delay.

Extraction Error The extracted wire capacitance has the error of which o is 10% of the
extracted value.

Uncertainty at Placement The wire capacitance estimated at cell placement design phase
has the uncertainty of wire capacitance. The mean is the estimated value and the
standard deviation is 25% of the estimated value.
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Results

The worst-case delay time is evaluated as z; in Eq. (4.9), which corresponds to mean+3c in
a normal distribution, under each uncertainty source. The result of statistical timing analysis
is shown in Table 4.2. The column under “Typ. Delay” is the circuit delay time with no delay
fluctuation. The columns “Manufacturing Variability”, “Extraction Error” and “Uncertainty
at Placement” correspond to the results under each uncertainty source respectively. The
columns “Delay” are the worst-case circuit delay time with delay fluctuation. “Inc.” means
the percentage of the delay time increase caused by delay fluctuation. “MV+EE” is the
result under both manufacturing variability and extraction error. This situation corresponds
to the final delay evaluation of the completed circuit using an accurate RC extraction tool.
“MV+EE+UP” means the situation that the circuit delay is estimated at cell placement design
phase. So, the result under all three fluctuation sources is listed below “MV+EE+UP”. The
column “CPU Time” represents the CPU Time for timing analysis on Alpha Station.

Due to manufacturing variability, extraction error, and uncertainty at placement, the
worst-case circuit delay increases by 9.2%, 2.4% and 8.2% on average from the delay with-
out fluctuation, respectively. The amount of increase varies from circuit to circuit under the
same uncertainty sources. For example, the increase caused by the uncertainty at placement
ranges from 4.4% to 14.7%, which indicates that the impact of uncertainty is considerably
different in each circuit.

In the evaluation of the circuit from the final layout(“MV+EE”), the delay increases by
9.8% on average from the typical delay. This result indicates that the circuit design does
not succeed without the consideration of local delay uncertainties. In the case of the delay
estimation at cell placement design phase(“MV+EE+UP”), there is a possibility that the

delay time increases by 13.4%.

4.5.3 Delay and Power Optimization under Wire Capacitance Uncer-
tainties

The delay and power optimization results under wire capacitance uncertainties is demon-
strated. The wire capacitance is assumed to fluctuate according to a normal distribution. The
mean is the value used in the logic synthesis. The standard deviation is 50% of its mean
value, which corresponds to the delay uncertainties of 20% or less.

First, the delay optimization results is shown. The circuits is optimized to minimize the
delay time. Please note that the initial circuits used for this experiment are synthesized and
optimized for minimizing the circuit delay under the deterministic delay model. Table 4.3
shows the delay optimization results. “Initial” and “Optimized* correspond to the initial
circuit before the optimization and the circuit optimized for delay minimization respectively.
“Area” is calculated as the sum of the cell area. The proposed method reduces the delay time
by 8.4% on average. This result shows that the circuit optimized without the consideration
of fluctuations is not optimal. The optimization method considering statistical variation is
effective for getting better circuits.

Next, the power optimization results(Table 4.4) are shown. The power dissipation is
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Table 4.2: Delay Fluctuation.
Manufacturing | Extraction | Uncertainty MV+EE MV+EE
o Typ. Variability Error at Placement +UP CPU
Circuit || Delay {| Delay | Inc. |Delay |Inc.|Delay | Inc. || Delay | Inc. | Delay | Inc. || Time | #Gates
(ns) || (ns) | (%) | (ns) {(%)| (ns) | (%) || (ns) [ (%) | (ns) | (%) | (s)
C432. A || 448 || 489 | 92 | 452 109|476 | 63 || 490 | 94 | 498 |11.1] 003 ] 178
C432B || 497 || 5.39 85 50210519 | 44 || 540 | 87 | 549 |105] 0.03 | 154
C432.C || 591 || 637 78 | 600 |15] 621 | 51 || 640 | 83 | 652 |103] 003 | 144
C432D || 692 || 760 | 98 | 708 {23 741 | 7.1 || 7.63 |103| 7.82 |13.0|/ 0.03 | 130
C3540 A 6.71 || 7.32 | 9.1 677 {09 ] 704 | 49 || 732 | 9.1 | 7.39 |10.1] 0.17 | 871
C3540B 1 7.18 || 7.78 84 | 7251101751 |46 || 779 85| 789 |99 |0.16| 835
C3540C || 797 || 8.61 80 | 813 |20 856 | 74 | 863 | 83 | 894 |122 0.16 | 703
C3540D | 892 | 959 | 75 | 906 |16| 946 | 6.1 || 962 | 78 | 986 | 105 0.16 | 657
C5315_A| 600 || 660 | 100 | 6.13 |22 | 644 | 73 || 6.62 |103] 6.82 |13.7] 028 | 1001
C5315B || 6.97 || 7.61 92 [ 71526 754 | 82 | 7.65 |98 | 789 [13.2] 025 | 946
C5315C|| 798 || 8.69 89 | 817 (24| 859 | 76 || 873 | 94 | 9.01 {129} 0.25| 932
C5315D 890 | 9.65 84 1912 (25|962 | 81 || 970 | 9.0 | 10.04 | 12.8|| 0.26 | 919
C7552_ A 484 || 533 [ 10.1 | 493 | 19| 5.16 | 6.6 || 534 | 103} 547 |13.0]| 029 | 1339
C7552B | 502 || 549 | 94 | 5.11 18] 534 | 64 || 551 | 9.8 | 5.63 |12.2 0.29 | 1248
C7552.C || 599 || 6.49 83 [ 608 [15)| 643 | 73 || 652 | 88 | 6.72 | 122} 0.31 | 1127
C7552D | 695 || 7.56 88 [ 7.12 24| 752 | 82 (| 761 |95 ] 7.86 {13.1] 0.32 | 1087
alu4 A || 331 || 3.63 97 337 |1.8] 358 | 82 | 3.64 [10.0f 3.74 |13.0|| 0.24 | 1386
alu4 B || 399 || 440 | 103 | 4.11 [ 3.0] 438 | 9.8 || 443 [11.0| 461 [ 155 0.26 | 1219
alud C || 495 || 535 8.1 5.10 |30 546 (103 540 { 9.1 | 567 |145] 031 | 1184
alu4 D | 583 || 630 | 8.1 6.06 39| 650 | 115 637 | 93 | 6.72 | 153 0.34 | 1167
des_A 360 || 402 | 11.7 | 3.70 | 2.8 | 398 | 10.6 | 404 {12.2| 420 |16.7| 1.00 | 2252
des B 398 || 444 | 106 | 4.16 | 45| 451 | 133 ] 447 [12.3| 475 |19.3| 1.26 | 1927
des C | 496 || 550 | 109 | 523 {54 | 569 | 147}l 558 | 125} 594 [19.8] 1.25| 1769
des D 591 || 649 | 9.8 | 6.14 {39 ] 662 | 120 655 |10.8| 693 [17.3| 0.87 | 1714

[Average | - | - [ 92 [ - J24] - [82] - |98 - (134l -7 -]

optimized under the delay constraints of the initial delay time. The proposed method reduces
power dissipation by 9.3% on average and area by 5.1% without the increase of delay time.

4.6 Conclusion

-In this chapter, a performance optimization method based on statistical static timing analysis
is proposed. A technique that improves the accuracy of the worst-case delay analysis is
developed. A new measure that represents the timing criticality at each gate is devised, and
the optimization algorithm utilizing the measure is shown. The accuracy of the worst-case
delay calculation is verified experimentally. The maximum estimation error is within 3%.
The delay fluctuation is evaluated under some of the delay uncertainty sources. The results
also demonstrate that the proposed method can reduce delay and power dissipation from the
circuits optimized without the consideration of fluctuation.
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Table 4.3: Delay Optimization.
Tnitial Optimized CPU Chapter 5

Circuit | Delay | Area | Power | Delay Delay Area | Power | Time
(ns) | (mm?) | (mW) | (ns) | Reduction(%) | (mm?) | (mW) | (s)

C4#32.A | 522 0017 33 | 486 | 69 [008 ] 34 | 12 Post-Layout Transistor Sizing for Power
C3540_.A | 7.60 | 0.083 147 7.00 7.9 0.088 159 | 462

® ® ®
C5315.A | 7.17 | 0.089 | 138 | 6.39 10.9 0.093 | 147 | 260 RedllCtIOl’l in Cell-B ase De31gn
C7552_ A | 558 | 0.134 | 234 | 5.19 7.0 0.138 | 243 695
alu4 A | 396 | 0.122 | 244 3.65 7.8 0.126 | 254 224
des_A 456 | 0.214 | 383 4.11 9.9 0.214 | 389 | 2836
[Average | - | - - | - ] ]84 [ - 1 - T - ] This chapter discusses a transistor sizing method that down-sizes MOSFETs inside a cell
to eliminate redundancy of cell-based circuits as much as possible. The proposed method
reduces power dissipation of detail-routed circuits while preserving interconnects. The ef-
fectiveness of the proposed method is experimentally evaluated using 5 circuits. The power
dissipation is reduced by 77% maximum and 65% on average without delay increase.
3.1 Introduction
Cell-base design has a well-established framework for the development of ASICs, and has
been widely adopted. On the other hand, cell-based circuits inherently contain redundancy,
oL for example, in power dissipation. In this chapter, a post-layout transistor sizing method
Table 4.4: Power Optimization. for power reduction is proposed. The proposed method aims to reduce the redundancy of
Initial Optimized C.PU cell-base design and to obtain high performance circuits close to full-custom quality while
Circuit | Delay | Area | Power Areg Arfea Power Pov'ver Time keeping the cell-base design framework. MOSFETs inside a cell is down-sized continuously,
(ns) | (mm?) | (mW) | (mm?) | Reduction(%) | (mW) | Reduction(%) | (s) and the corresponding cell layout is generated on the fly. The cell layout generation system
C432.A | 522 10017 ] 33 |0.016 3.9 29 12.1 > used in the proposed method does not change the location of input and output pins while the
C3540.A| 7.60 | 0.083 | 147 | 0.079 4.8 135 8.2 100 transistor widths inside a cell are varied[27]. Exploiting this feature, the proposed method
C5315 A 7.17 1 0.089 | 138 | 0.087 2.2 131 >.1 9 can optimize detail-routed circuits, without any modifications of interconnects, using the
C7552 A | 558 | 0.134 | 234 | 0.126 6.0 209 10.7 409 precise wire capacitance values extracted from the detail-routed circuits.
alu4 A | 3.96 | 0.122 | 244 | 0.116 4.9 220 0.8 290 Many transistor sizing methods for delay and power optimization have been proposed[1,
des A | 456 | 0214 | 383 | 0.199 7.0 346 9.7 3447 3, 64, 2, 5]. These methods need to derive the delay time of each cell at any MOSFET
[ Average ] - ] - l - ] - 5.1 | - ] 9.3 ’ ' l size. Refs.[1, 3, 64] utilize Elmore delay model. In this delay model, the optimal solution of

the problem can be obtained using a simple variable-transformation method. However, the
accuracy of the delay model is not high enough, and hence the optimized circuits may violate
the delay constraints. In Refs. [2, 5], the cell delay is approximated as a linear function of the
cell size, and transistor sizing is formulated as a linear optimization problem. This method
also can obtain the optimal solution of the formulated problem. However, the linearization

61
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of the cell delay may introduce errors in timing analysis.

Recently, the delay time due to wire capacitance occupies a considerable part of the to-
tal circuit delay. Many of the previous transistor sizing methods[1, 3, 2, 5] concentrate on
circuit-level optimization, and the consideration on layout is not enough. When the optimiza-
tion result is applied to the layout, routing is affected, i.e. wire capacitances in the resulting
layout become different from the initial circuit before transistor sizing. The variation of
wire capacitance may cause a violation of delay constraints. In Ref. [64], transistor sizing,
re-routing and compaction techniques are performed to the circuit repeatedly for better con-
sideration on layout. In a DSM process, coupling capacitances between adjacent intercon-
nects in the same metal layer or two successive metal layers become dominant. The accurate
capacitance evaluation of all the interconnects influenced by re-routing and compaction be-
comes computationally intensive and hence the repeated evaluation inside the optimization
loop may become impractical.

The proposed method handles detail-routed circuits designed in cell-base design style.
The proposed method down-sizes MOSFETs inside a cell for power reduction without any
modifications of wiring using accurate values of wire capacitance. The proposed method
uses a cell layout generation system called VARDS[27] that can generate cell layout with
variable transistor width while keeping the location of terminals unchanged. In order to get
the accurate cell delay time, the proposed method utilizes four-dimensional look-up tables
with four variables; gate widths of PMOS and NMOS transistors, input transition time, and
load capacitance.

This chapter is organized as follows. Section 5.2 explains the post-layout transistor sizing
method. Cell layout generation, cell delay model, and transistor sizing algorithms are dis-
cussed. Section 5.3 demonstrates some experimental results. Finally, Section 5.4 concludes
the discussion.

5.2 Post-Layout Transistor Sizing

This section explains a transistor sizing method for power reduction preserving intercon-
nects. First cell layout generation for post-layout transistor sizing is discussed. Next, a
cell delay model that can calculate delay time for any PMOS and NMOS transistor sizes is
shown. Then, the noise margin constraints that guarantee the correct behavior of the circuits
are discussed. Finally, a transistor sizing algorithm for power reduction is explained.

5.2.1 Cell Layout Generation

In order to apply the optimization result to the layout without any modifications of intercon-
nects, the following features are required for cell layout generation.

e Each transistor width can be varied easily and fiexibly.

¢ The location of each pin is fixed even when transistor widths are varied.
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N ]

TSRS

(a) All transistor widths are (b) Every transistor width
the maximum. is different.

Figure 5.1: Examples of AOI21 Cell Layout.

The fixed locations of input/output pins are needed to preserve interconnects. A cell
layout generation system VARDS, which satisfies the above two requirements, has been
proposed[27]. Fig. 5.1 shows an example of AOI21 cells whose height is 9 interconnect
pitches. The AOI21 cell in Fig. 5.1(a) is generated such that all transistor widths are the
maximum. Fig. 5.1(b) is an example that every transistor width is different.

5.2.2 Cell Delay Model

In the proposed method, PMOS and NMOS transistors inside a cell are resized separately.
The proposed method hence requires a cell delay model that has four variables, W,, W, tt,
and cl, where W,,(W,,) is the gate width of PMOS(NMOS) transistor, ¢ is the transition time
of the input signal, and ¢! is the capacitive load. Four-dimensional look-up tables with four
yariables W,, Wh, tt, and cl are built beforehand using a circuit simulator. Cell delay time
is derived from the look-up tables using the following three-step interpolation(Fig. 5.2). In

the case of a multi-stage cell, the cell is divided into single-stage cells, and the delay time of
each single-stage cell is calculated.

Stepl: Find four neighboring points(P;, Py, P3, P4) around the evaluation point(P,,), in
two-dimensional W,-W,, space.

Step2: Calculate the delay time at each point of Py, Py, P3, P4 using Eq. (5.1) in two-
dimensional ¢¢-c! space . .

Step3: Interpolate rise/fall delay time using Eq. (5.2/5.3) in W,-W,, space from the four
values at Py, Py, P3, Py calculated at Step2. '
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Step 1:
Find P1,P2,P3,P4
Step 2:
delay=A+B*tt
+Ccl+D*tt*cl
Step 3.
rise_delay=E+F/Wp
+G*Wn+H*"Wn/Wp

Evaluation
Point(Pev)

Figure 5.2: Derivation of Cell Delay.

delay=A+B-tt+C-cl+D-tt-cl, 5.1
1 1
) = C— W+ H— - W, 5.2
rise_deloy = E + F Wp—l—G’ + A (5.2)
1 1
falldelay=1+J -W,+ K - A +L- Wp—w_—n, (5.3)
energy=M+ N -W,+O0 -W,+ P -W, -W,, (5.4)

where, A4, B, ..., P are coefficients to be determined such that the four values of the neigh-
boring points are assigned to each interpolation equation. The transition time of the output
signal is calculated similarly. In the case of the dissipated energy, Eq. (5.4) is used for the
interpolation at Step3.

5.2.3 Noise Margin Constraints

Adequate amounts of noise margins are important to ensure the correct behavior of the cir-
cuits. The noise margins are defined as NMy = Vog — Vig and NMp = Vi, — Vor. The
noise margin depends on the ratio 8g, which is expressed as 3,/8p, where By ;) is the n(p)-
device transconductance. The range of 3 that guarantees proper noise margins is calculated.
The upper bound Bgr(mas) can be derived from the following two equations[65, 66].

2‘/out - VDD + VTp + ,BR(maz)VTn

ViL = , (5.5)
e 1+ IBR(max)
ﬁR(maI)(‘/}L - ‘/Tn)2 = —(V:)ut - ‘/DD>2 (56)
+2(Vir = Vbop — Vrp) (Vour — Vob)-
Similarly, the lower bound Bg(min) can be obtained from the following two equations.
Vig = Br(min)(2Vout + Vra) + Vop + VTp’ (5.7)

1+ ﬂR(min)
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,BR(mm) [Q(VIH - VTn)Vout - Vo2ut] (58)

= (‘/}H - I/DD - V:I"p)27

where Vr,, Vp, are the threshold voltages of PMOS and NMOS transistors. The pro-
posed method resizes PMOS and NMOS transistors for power reduction within the range

of ,BR(min) < IBR < ﬁR(maz) .

5.2.4 Transistor Sizing Algorithm

A transistor sizing algorithm for power reduction based on sensitivity calculation is devised.
The proposed algorithm executes iterative optimization that decreases d;,. gradually, where
dsize 1S @ variable that represents the amount of transistor width reduced in a single iteration.

Stepl: Set d,;,. to an initial value.
Step2: If d;;.. is smaller than a pre-defined value, the optimization procedure finishes.

Step3: At each cell, evaluate the sensitivity, i.e. the amount of power reduction when the
transistor widths decrease by ds;,.. If the violations of noise margin or transition time
constraints occur, sensitivity calculation is not performed.

Step4: Select the cell with the best sensitivity. If there are no cells with positive sensitivity,
halve d;;,. and go back to Step2.

Step5: Decrease the transistor widths of the selected cell by d;.., and update the timing
information of the cells affected by the down-sizing. If delay violation occurs, cancel
the down-sizing.

Step6: Find the cell with the next best sensitivity. If there are no cells with positive sensi-
tivity, go back to Step3. Otherwise, go back to Step5.

First, the above algorithm is executed for power reduction such that PMOS and NMOS
transistors are resized simultaneously with the same 3, /3, ratio. Next power dissipation is
optimized resizing PMOS and NMOS transistors independently, and then the final optimiza-
tion result is obtained.

5.3 Experimental Results

In this section, some experimental results are shown. First the accuracy of the cell delay
model based on look-up tables is demonstrated. Next the power optimization results are
shown.

Cell layouts are generated using VARDS[27] in a 0.35um process with three metal layers.
The cell height is 13 interconnect-pitches, and the size ratio of PMOS and NMOS transis-
tors is 1. In transistor sizing, MOSFETSs are down-sized within the range that VARDS can
generate cell layouts. The maximum transistor width of standard driving-strength(x1) cells



66 CHAPTER 5. POST-LAYOUT TRANSISTOR SIZING FOR POWER REDUCTION

Table 5.1: Average Error of Cell Delay Model Based on Look-up Tables.

Tran- Variables of Interpolation
Cell sition W, Wh, tt, cl Wy, Wy
tt, cl (Wp, W, fixed) | (1, cl fixed)

INV rise 0.003ns 0.002ns 0.001ns
1.9% 1.4% 1.0%

fall 0.004ns 0.002ns 0.002ns
1.3% 0.9% 0.4%

NAND?2 | rise 0.003ns 0.002ns 0.001ns
2.1% 1.5% 0.9%

fall 0.005ns 0.002ns 0.003ns
1.0% 0.6% 0.4%

NOR?2 rise 0.002ns 0.001ns 0.001ns
1.2% 0.8% 0.6%

fall 0.005ns 0.002ns 0.003ns
1.2% 0.7% 0.5%

is 6.2um, and the value of W/L is 15.5. The transistor width can be reduced to 0.9um. Ref-
erence [26] reports that the optimal value of W/L is around 20. The transistor width of the
library used in the experiments is smaller than the reported value.

5.3.1 Accuracy of Cell Delay Model

First the accuracy of the cell delay model is examined. INV, 2-input NAND and 2-input
NOR cells of standard driving-strength(x1) are used for this experiment. In the case of
NAND and NOR cells, the characteristics of the input pin that is close to the output terminal
are evaluated. The delay time derived by the interpolation in Sec. 5.2.2 is compared with
the delay time evaluated by circuit simulation at the following 6561 points. The gate widths
of PMOS and NMOS transistors (W, W,,) are varied to 0.9, 1.2, 1.5, 2.0, 2.5, 3.2, 4.0, 5.0,
and 6.2um, respectively. The evaluation points of the input transition time (¢¢) are 0.02,
0.125, 0.25, 0.375, 0.5, 0.65, 0.8, 1.0, and 1.2ns, also the points of load capacitance (cl)
are 0.005, 0.025, 0.05, 0.075, 0.1, 0.15, 0.2, 0.35 and 0.5pF. The combinations of W, and
W, that the noise margin becomes smaller than 0.25Vpp are excluded. When the absolute
value of the delay time is extremely small, the relative error becomes meaninglessly large
while absolute error is sufficiently small. The relative error is not hence calculated when the
delay time is less than 0.01ns. The size of look-up tables is 5x5x5x5. Table 5.1 shows the
error of the cell delay model. The interpolation error of the delay time derived in W,-W,
space is comparable with the error calculated in tt-cl space. It therefore can be seen that the
interpolation in W,-W,, space by Egs. (5.1) and (5.2) is reasonable. The average error of the
delay time calculated from 4-dimensional look-up tables of W, W,,, tt, and ¢l is less than
2%. Compared with the interpolation in t¢-cl space, the average error increases by 0.5%.
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5.3.2 Power Optimization Results

The power optimization results are shown. The circuits used for the experiments are an ALU
in a DSP for mobile phone[67] (dsp_alu) and the circuits included ISCAS85 and LGSynth93
benchmark sets (C3540, alu4, C7552, des). These circuits are synthesized under two dif-
ferent constraints [56]: minimizing the circuit delay, and minimizing the circuit area. Also
two transition time constraints, 0.5ns and 1.0ns are given. Thus, each circuit is synthesized
under four different constraints in total. The layouts of the synthesized circuits are gen-
erated, and the wire capacitance values extracted from the layouts for transistor sizing are
utilized. The circuit scale is 943 to 12460 cells. The cell library used for generating initial
circuits includes six varieties in driving-strength for INV and BUF (x1, x2, x3, x4, x6 and
x8). In the case of NAND2, NAND3, AND2, AND3, NOR2, NOR3, OR2, OR3, AOI2I,
OAI21 cells, there are four varieties(x1, x2, x3, x4). The circuit delay time is evaluated by
a transistor-level static timing analysis tool[68], and the power dissipation is estimated by
a transistor-level power simulator[41]. The input patterns are randomly generated with a
transition probability of 0.5. The number of applied patterns is 100, which is the adequate
number for power estimation at circuit level[43]. The cycle time of the input patterns is
100ns.

Power dissipation is optimized under the delay constraints of the initial circuits’ delay
time. The initial value of d;;,. in the optimization algorithm(Sec. 5.2.4) is 12.4um, and the
termination value is 0.1um. The constraints that the noise margin is larger than 0.25Vpp are
given. Table. 5.2 shows the power optimization results. The column “Total Width” represents
the sum of the gate widths of MOSFET: in the circuit. “CPU Time” represents the CPU time
required for power optimization on an Alpha Station. The proposed method reduces power
dissipation by 77% maximum and 65% on average. The total transistor width is reduced to
25% of the initial circuits. The power reduction in small circuits is larger than the one in
large circuits, because large circuits usually have heavier wire load. In the case of the largest
circuit dsp_alu, the power dissipation is reduced by about 50%. In some circuits, the circuit
delay increases though the initial delay time is given as the delay constraints. One reason
is that the optimized circuits become sensitive to the error of cell delay model, which will
be discussed in Chapter 6. Further examination of the reasons is required, considering the
accuracy of the delay calculation tool as well.

The following discussion examines the optimization result of des circuit generated for
minimizing circuit delay under the transition time constraint of 0.5ns. Fig. 5.3(a) shows a
part of the initial layout. Fig. 5.3(b) corresponds to the transistor-sized layout of the same lo-
cation. The transistor sizes inside cells become different in instance by instance. PMOS and
NMOS transistors inside each cell are resized separately. Also the routing is perfectly pre-
served. The proposed method generates cell layouts on the fly according to the optimization
results, and replaces cells without any interconnect modifications.

First the relationship between the amount of power reduction and the increase of driving-
strength varieties is demonstrated. Halving d;,. in the optimization algorithm(Sec. 5.2.4)
corresponds to halving the intervals of driving-strength and increasing driving-strength vari-
eties twofold. The driving-strength varieties are classified into 10 levels(Table 5.3). Fig. 54
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Figure 5.4: Relationship between Power Dissipation and Driving-Strength Varieties(des,
Fastest, Transition Time Constraint 0.5ns).
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Figure 5.5: Distribution of Transistor Widths(des, Fastest, Transition Time Constraint
0.5ns).

Next the distributions of transistor widths in the optimized circuit are shown(Fig. 5.5).
The transistor width of a standard driving-strength(x1) cell is 6.2um, and the transistor width
can be reduced to 0.9um. Many MOSFETsSs are down-sized close to the lower limit of 0.9um.
Compared with PMOS transistors, the gate widths of NMOS transistors are small. The
sum of PMOS gate widths is 11.2mm, which is 19% larger than the sum of NMOS gate
widths(9.4mm). .

Fig. 5.6 expresses the slack distributions of the initial and optimized circuits. By transis-
tor sizing, the number of the cells with O or almost O slack increases drastically. The sum
of slack in the optimized circuit is 1241ns, whereas the sum of slack in the initial circuit is
3122ns. The total slack is reduced by 60%.

5.3. EXPERIMENTAL RESULTS .
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Figure 5.6: Distribution of Slack(des, Fastest, Transition Time Constraint 0.5ns).
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Figure 5.7: Capacitance Reduction(des, Fastest, Transition Time Constraint 0.5ns).

Then the capacitance reduction in the circuit is demonstrated(Fig. 5.7). The proposed
method does not modify any interconnects, so wire capacitance does not change. The gate

capacitance of MOSFETs is reduced by 77%, which results in 61% reduction of the total
capacitance.

The peak current reduction is shown. 100 input patterns are given, and the peak current
is evaluated at each time-step within a cycle. Fig. 5.8 indicates the peak current of the initial
and optimized circuits. The horizontal axis represents the time within a cycle of 3.4ns. The
peak current is reduced by 74%. Path-balancing effect of the proposed method contributes
to the peak current reduction, as well as gate capacitance reduction. The transition timing
of each cell is well distributed throughout a cycle. Reducing the peak current is effective to
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avoid IR drop problem. Also, the current reduction is a useful way to evade electromigration.
The mean time to failure(MTF) of electromigration ¢y is expressed as follows[69].

tp = AWPLIJ "exp(E,/kT), (5.9)

where J is current density, E, is activation energy, W’ is the width of metal, L is the length,
and 7 is a constant close to 2. The current reduction of 74% increases MTF 15 times. Thus,
the proposed method can increase the tolerance to IR drop and electromigration problems,
and contribute to high-reliability LSI design.

The power optimization results, when the initial circuits are generated using a low-power
cell library, are shown. The delay time of each initial circuit is given as the delay constraint.
The cell-height of this low-power library is 9 interconnect pitches, and the standard transistor
size is 3.4pm. The results are shown in Table 5.4. Even when the low-power cell library is
used for initial circuits, the proposed method reduces power dissipation by more than 50%

on average.

533 Effectiveness of Interconnect Preservation

The proposed method optimizes a detail-routed circuit without any wiring modifications.
The effectiveness of the interconnect preservation is verified. In a conventional transistor
sizing methods, the layout is modified using an ECO(Engineering Change Order) technique
in order to preserve the placement and wiring as much as possible. But a certain amount of
variation in wire capacitance is not avoidable.

The effect of this capacitance variation is examined statistically. It is assumed that the
wire capacitance varies according to a normal distribution N(m, o) because of interconnect
modifications, i.e. ECO. The mean m is the initial value used in transistor sizing, and the
standard deviation o is 20% of the initial value. The delay distribution is obtained using a
Monte Carlo technique. The number of delay evaluation is 10,000. Fig. 5.9 shows the delay
variation in the optimized des circuit. As you see, the interconnect modifications increase
the circuit delay. The circuit whose delay time is the same with the initial circuit(3.36ns) can
be hardly obtained. The circuit delay of “mean+3c™ is 3.60ns, which is larger than the delay
without wiring modifications by 7%. The proposed method can avoid this delay increase,

thanks to the interconnect preservation.

5.4 Conclusion

This chapter proposes a power reduction method that down-sizes MOSFETs in a cell without
any interconnect modifications. The effectiveness of the proposed method is experimentally
verified using 5 benchmark circuits. The power dissipation is reduced by 77% maximum
and 65% on average without delay increase. It is verified that the proposed method also
contributes to high-reliability LSI design.

5.4. CONCLUSION

Table 5.4: Power Optimization Results (Cell Height: 9 Interconnect Pitches).

Transition Initial Optimized
Circuit Time Design Power
Constraint | Constraint | Power | Power | Reduction
(ns) (mW) | (mW) (%)
C3540 0.5 Fastest 5.0 1.7 66
Min-Area | 2.8 1.2 57
1.0 Fastest 4.6 1.7 63
Min-Area | 2.1 0.84 60
alu4 0.5 Fastest 3.8 1.9 50
Min-Area | 2.7 1.4 48
1.0 Fastest 3.5 1.8 49
Min-Area | 2.0 0.98 51
C7552 0.5 Fastest 11.0 39 65
Min-Area | 7.4 2.9 61
1.0 Fastest 9.8 33 66
Min-Area | 5.5 2.2 60
des 0.5 Fastest 10.0 4.8 52
Min-Area | 6.9 4.0 42
1.0 Fastest 10.9 5.2 52
Min-Area | 5.2 3.1 40
dsp_alu 0.5 Fastest 55.5 | 31.7 43
Min-Area | 52.2 | 34.0 35
1.0 Fastest 45.5 23.7 48
Min-Area | 36.9 | 24.4 34
| Average | - ] - - - | 52
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Figure 5.8: Peak Current Reduction(des, Fastest, Transition Time Constraint 0.5ns).
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Chapter 6

Increase in Delay Uncertainty by
Performance Optimization

This chapter discusses a statistical effect of performance optimization to uncertainty in circuit
delay. Performance optimization has an effect of balancing the delay of each path in a circuit,
i.e. the delay of long paths are shortened and the delay of short paths are lengthened. In these
path-balanced circuits, the uncertainty in circuit delay, which are caused by delay calculation
error, manufacturing variability, fluctuation of operating condition, etc., becomes worse by
a statistical characteristic of delay. Thus, a highly-optimized circuit may not satisfy delay
constraints. This chapter demonstrates some examples that uncertainty in circuit delay is
increased by path-balancing, and raises a problem that performance optimization increases
statistically-distributed circuit delay.

6.1 Introduction

In VLSI design, many techniques for reducing circuit delay are utilized at each design phase
in order to satisfy given timing constraints. For example, division into pipeline stages, clock
scheduling, logic composition, technology mapping, gate/transistor sizing, buffer insertion,
wire sizing and timing driven layout synthesis are used. These methods detect the longest
path and optimize the circuit for reducing the longest path delay. Recently, reducing power
dissipation becomes one of the most principal subject in VLSI design. Many performance
techniques, including the methods mentioned above, are hence utilized not only for delay re-
duction but also for reducing power dissipation. In some of these methods, blocks/cells,
where timing constraints are not tight, are slowed down to reduce power consumption.
Therefore, performance optimization can be regarded as a operation that shortens long paths
and lengthens short paths in a circuit. The delay times of many paths in a circuit are equalized
by performance optimization. This equalization is called path-balance.

There are several sources that cause uncertainties in circuit delay time, such as error in de-
lay calculation, manufacturing variability, and fluctuation of operating conditions. The error
in delay calculation includes error of delay model, diversity in signal waveforms, extraction
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error of wire capacitance, and so on. The manufacturing variability consists of fluctuations in
transistor characteristics and wire shapes. Also the operating condition, i.e. supply voltage
and temperature, varies. Due to these sources of delay uncertainty, the delay time of each
gate and wire is not a deterministic value. It necessarily has a certain probability distribution.

In the circuits optimized for performance enhancement, the delay uncertainty of each gate
influences the circuit delay strongly. It is because a path-balancing operation increases the
number of long paths that have possibilities to become the longest path. Due to the statistical
characteristic of delay, the average value of statistically-distributed circuit delay becomes
large when the number of long paths increases. This statistical effect is discussed in detail in
Sec. 6.2 using a simple example. So far, this increase of statistically-distributed circuit delay
caused by path-balancing has not been well discussed. Unless the statistical delay increase is
considered properly, optimized circuits may not work well. In order to guarantee the circuit
speed, the statistical effect of path-balancing operation needs to be understood and handled
well.

In this chapter, the effect of path-balancing to uncertainty in circuit delay is examined.
The influence on circuit delay is experimentally evaluated under some sources of delay un-
certainty. This chapter raises a notice that performance optimization increases statistically-
distributed circuit delay, and hence give a caution that more attention should be paid to the
statistical effect of path-balancing in order to guarantee circuit delay time, when circuits are
optimized for performance improvement. Finally a statistical static timing analysis method
that is discussed in Chapter 4 is evaluated as one of solutions of this problem.

This chapter is organized as follows. Section 6.2 explains the statistical characteristic of
circuit delay time. Section 6.3 shows the reason why performance optimization increases
statistically-distributed circuit delay. Section 6.4 demonstrates some experimental results of
statistical delay analysis and discusses the statistical effect of path-balancing to circuit delay
uncertainty. Finally, Section 6.5 concludes the discussion.

6.2 Statistical Characteristic of Circuit Delay Time

The circuit delay, which is the maximum path delay time in a circuit, Dyt 1S represented
as follows.
D irevit = max D; (1=1,2,...,n), 6.1)

where D; is the path delay time of the :-th path, and n is the number of the paths in the
circuit.
Let us show a simple example of the statistical effect caused by the max operation.

y=maxz; (t=1,2,...,n). (6.2)

Suppose that z; is distributed according to a normal distribution N(6, 1). The distribution
of y is evaluated under several values of nn. Fig. 6.1 shows the distribution of y. When n
increases, the average of y becomes large and the standard deviation of y becomes small.
The increase of n corresponds to the increase of the number of long paths whose path delay
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times are close to the maximum path delay. From this example, it can be seen that the

distribution of Dy, shifts to the right, i.e. in the direction that the circuit delay increases,
when the number of the long paths increases.

Another example is shown. The value 7 is fixed to 100, and the standard deviation o of
x; 1s varied. Fig. 6.2 shows the distribution of y. When the standard deviation of T, Increases,
the average and the standard deviation of y becomes large. It can be seen that the average and
the standard deviation of D;,,;; become large, when the standard deviation of z; increases.
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Figure 6.3: Path-Balancing Effect Caused by Performance Optimization.

6.3 Increase in Circuit Delay Uncertainty by Performance
Optimization

Performance optimization generally consists of delay and power/area optimization. The
delay optimization methods find long paths and optimize the circuit for reducing the
longest path delay. Conversely, some of power/area optimization methods slow down
the blocks/cells, where the given timing constraints are not tight, in order to reduce
power dissipation, such as gate/transistor sizing[4, 48, 47, 61, 71], multiple supply. vo.lt—
age technique{30], multiple threshold voltage technique{72] and so on. Therefore, circuits
are modified by performance optimization such that long paths are shortened and short p?ths
are lengthened. This operation that the delay times of many paths in the circuit are equalized
is called a path-balancing operation. Fig. 6.3 explains the concept of path-balancing.

The path-balancing operation increases the number of the paths whose path delays are
close to the maximum path delay(Fig. 6.3). These long paths have the possibilities of becom-
ing the longest path in the circuit. So, the increase of the number of long paths corresponds
to the increase of n in Fig. 6.1. Performance optimization therefore increases statistically-
distributed delay by the statistical phenomenon shown in Fig. 6.1.

6.4 Experimental Analysis

In this section, some experimental results of statistical delay analysis are shown. The results
demonstrate that statistically-distributed circuit delay increases by path-balancing operation.

The ALU part of a vector processor(dsp_alu)[67] and the circuit(des) included in
LGSynth93 benchmark set are used for the experiments. These circuits are synthesized and
mapped by a commercial logic synthesis tool[56] under tight delay constraints. The target
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Figure 6.4: Distributions of Path Delay(des).

library is a standard cell library generated by VARDS[27] in a 0.35um process with three
metal layers. These circuits are placed and routed, and the wire capacitances are extracted
from the layouts. These circuits are initial(not path-balanced) circuits. The number of gates
used in dsp_alu and des are 14370 and 3837, respectively.

In order to obtain the path-balanced circuits, a transistor sizing method is utilized for
performance optimization. The initial circuits are optimized by continuous transistor siz-
ing for minimizing power dissipation under the delay constraint such that the delay does not
increase from the initial value. The optimization method used for the experiments is a heuris-
tic method that reduces power dissipation greedily based on the result of sensitivity analysis,
which is discussed in Chapter 5. Figs. 6.4 and 6.5 represent the distributions of path delay in
the initial and optimized circuits. It can be seen that the number of paths whose path delays
are close to the longest path delay increases drastically, which corresponds to the increase of
n in Fig. 6.1.

6.4.1 Analysis of Delay Uncertainty

First the impact of delay calculation error to the circuit delay uncertainty is evaluated in the
initial and optimized circuits. An error model of gate delay is assumed such that the error
of each gate is distributed according to a normal distribution with 30=10% of its typical(no
error) delay. The calculation method of typical gate delay is explained in Section 5.2.2.
The distribution of circuit delay is obtained by a Monte Carlo analysis. The method of
Monte Carlo analysis is same with the method explained in Section 4.5. Delay fluctuation
is assigned to each gate in the circuit randomly according to the given normal distribution,
and evaluate the circuit delay using a static timing analysis technique. The number of delay
evaluation is 10,000. The results are shown in Figs. 6.6 and 6.7. The bar labeled “Typical”
represents the delay time calculated using the typical(no error) delay time for each gate.
The statistically-distributed delay of the optimized circuit increases as expected. In des



80 CHAPTER 6. INCREASE IN DELAY UNCERTAINTY
“Longest Path | |
20M Delay —
15M
(2]
i
©
Q. 10M
-
5M}
0 W8 DO L dode]

3 35 4 45 5 55 6 65 7 75
Path Delay[ns]

Figure 6.5: Distributions of Path Delay(dsp_alu).

900
+
800 . +
Typical ¥
P 700 + . .
2 s00 | v Optimized
S 500 . .
o L‘Y
D 400 +
= I B + 5
L. 300 |nitial >,<& h
200 X % %
X
100 | 7 .3
0 ,,,S . Mmm

Figure 6.6: Circuit Delay Distributions under a Delay Error Model of 30=10%(des).

circuit(Fig. 6.6), the average delay of the optimized circuit is 2.98ns, whereas the average of
the initial circuit is 2.90ns. The average delay increases by 3% by path-balancing although
the circuit delay calculated from the typical delay for each gate does not change after.the
optimization. Also, the delay distribution of the path-balanced circuit moves far to Fhe right
of the typical delay. Therefore, in the case that the circuit is optimized considerlr}g only
the typical delay, the statistically-distributed delay of the optimized circuit hardly satisfy the
delay constraints. ‘
Next, the relationships between the accuracy of gate delay and the distribution of circuit
delay is examined. Three models of gate delay uncertainties are assumed such that each gate
delay fluctuates normally with 30=5, 10 and 15% of its typical delay. In the case of aconvex
gate delay model for continuous transistor sizing, it is reported that 3¢ of the estimation error
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in simple gates is 5 to 23% [73]. In this gate delay model, the error model of 30=15% might
be a reasonable assumption. The model of 30=5% is guessed to corresponds to the delay
calculation using well-designed look-up tables characterized at many points (capacitive load,
input transition time, transistor sizes). Fig. 6.8 expresses the distributions of circuit delay
under three error models. As the value of 3¢ increases, the average and standard deviation
of the circuit delay distribution becomes large, which is the same phenomenon shown in
Fig. 6.2. Compared with the initial circuits, the increase of the statistically-distributed delay
in the optimized circuit is large. Even when the accurate delay model with 30=5% is used
in performance optimization, there is a distinct delay difference between the statistically-
distributed delay and the typical delay in the optimized circuit.
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Table 6.1: Accuracy of Statistical Static Timing Analysis in Worst-Case Delay Calculation.

6.5. CONCLUSION &3
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Figure 6.9: Circuit Delay Distributions under Major Delay Uncertainty Sources(des).

Finally, the effect of circuit delay uncertainty caused by major sources of delay fluctua-
tion is demonstrated. Three sources are considered; manufacturing variability of transistor
characteristics, the extraction error of wire capacitance, and delay calculation error.

The delay calculation error is assumed to be normal which is the same model of the above
experiments. The situation is supposed that each gate delay is calculated using usual look-up
tables, whose number of sampling points is not large. In this case, 3o of the cell delay error
is guessed to be 10%. The magnitudes of extraction error and manufacturing variability are
discussed in Section 4.5.2, and are not hence explained further. The standard deviation of
extraction error is set to be 5%. As for the variability in transistor characteristics, the gate
delay is assumed to fluctuate with 30=15%.

Fig. 6.9 shows the distributions of circuit delay under three sources of delay uncertainties.
Three sources are assumed to be independent. Mean+30 of the path-balanced circuit is
3.16ns, which is 9% larger than the typical delay. Namely, there is a possibility that the
delay constraint is violated as much as 9%.

6.4.2 Worst-Case Delay Calculation

The increase of the statistically-distributed circuit delay is different between the initial and
the path-balanced circuits(Figs. 6.6, 6.7, 6.8). So, setting a design margin to avoid the delay
violation is difficult and seems not to be a good way. To avoid this problem, statistical delay
calculation[55] and the performance optimization based on statistical delay model[60, 70]
are desired. Then the statistical static timing analysis(SSTA) method[70], which is discussed
in Chapter 4, is applied to the initial and optimized circuits. The circuits and the error models
of gate delay are the same with those used in the previous experiment. The worst-case delay
Dyorst is evaluated, where D,,ors; is defined as x; in Eq. 4.9. D05t corresponds to the value
of m + 30 in a normal distribution.

Table 6.1 shows the accuracy of the statistical static timing analysis(SSTA) method dis-
cussed in Chapter 4. The column “3o0 of Gate Delay Error” represents the value 3o of gate
delay uncertainties. SSTA method computes the worst-case delay D, within 0.3% error,

Table 6.2: CPU Time of Worst-Case Delay Analysis.

Monte Carlo

Statistical Static

#evaluation: 10k | #evaluation: 1 | Timing Analysis

6044s

0.6s

1.9s

and the average error is 0.1%. SSTA method can calculate the worst-case delay accurately
irrespective of the initial and the optimized circuits. Table 6.2 represents the comparison of
CPU time needed to derive the worst-case delay. The column “Monte Carlo” corresponds to
the Monte Carlo simulation whose number of delay evaluation is 10,000. Each CPU time is
the average CPU time of six calculations shown in Table 6.1. SSTA method calculates the
worst-case delay as more than three thousand times as fast as the Monte Carlo simulation
with 10,000 delay evaluations. SSTA method requires only threefold CPU time of the Monte
Carlo simulation whose evaluation number is one. In other words, SSTA needs threefold
CPU time of the usual static timing analysis, although the average error of SSTA is 0.1%.

6.5 Conclusion

This chapter examines the statistical effect of path-balancing operation to uncertainty in cir-
cuit delay. Some examples that uncertainty in circuit delay is increased by path-balancing are
demonstrated. This chapter raises a notice that path-balancing increases uncertainty in cir-

cuit delay, and demonstrate a problem that a highly-optimized circuit may not satisfy delay
constraints.



Chapter 7

Post-Layout Transistor Sizing for
Crosstalk Noise Reduction

This chapter discusses a post-layout transistor sizing method for crosstalk noise reduction.
The transistors inside cells are downsized after detail-routing is completed. The proposed
method estimates crosstalk noise analytically in a 2-7 noise model, and optimizes crosstalk
noise under delay constraints. The effectiveness of the proposed method is experimentally
examined using 2 circuits. The maximum noise voltage is reduced by more than 35% without
delay increase.

7.1 Introduction

Crosstalk noise problem heavily depends on interconnect structure, i.e. coupling length,
spacing between adjacent wires, and coupling position, and hence many techniques of rout-
ing and interconnect optimization for crosstalk noise reduction are proposed[74, 75, 76, 77,
78, 79, 80, 81, 82, 83, 84]. Buffer insertion is also effective for noise reduction, and some
methods are proposed[85, 86]. References [87, 88, 89] discuss the effectiveness of transistor
sizing for crosstalk noise reduction, but practical implementations are not shown. Recently,
Ref. [90] proposes a transistor sizing method for crosstalk noise reduction. In this method,
crosstalk noise is estimated by Ref. [89], and circuit area is minimized under delay and
crosstalk noise constraints. This transistor sizing method does not mention the layout mod-
ification after optimization. When the optimization result is applied to the layout, a certain
amount of interconnects are changed, which may spoil the optimization result, or may cause
a new crosstalk noise problem. In the experiments, very small and randomly-generated cir-
cuits are optimized, so the effectiveness of Ref. [90] is not clear.

Recently, several crosstalk noise models are proposed. By solving telegraph equations,
the analytical formulae for peak noise is obtained[10, 91]. But these methods handle only
fully-coupled interconnect structure, and can not be applied to general RC trees. In Refs. [89,
92}, the aggressive wire and the victim wire are transformed into the L-type RC circuit,
and the closed-form expressions of peak noise are obtained. However, the resistance of the
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interconnect is not well considered in this model. In DSM technology, the wire resistance is
not negligible, and the coupling location becomes one of the important factor for crosstalk
noise estimation. Reference [93] assumes that the input signal is a step function, which
results in overestimation of noise voltage. Recently some estimation methods that can handle
distributed RC network and saturated-ramp input signal are proposed[94, 95]. In Ref. [95],
moment matching technique is utilized for deriving transfer functions. Moment matching
technique requires high computational cost, and hence this method is not suitable for the
iterative optimization that needs to calculate crosstalk noise innumerably. Reference[88]
reports that Ref. [94] overestimates crosstalk noise when the transition time of the aggressor
is much larger than the victim net delay.

This chapter proposes a post-layout transistor sizing method for crosstalk noise reduc-
tion. The proposed method optimizes detail-routed circuits without any interconnect modi-
fications. The interconnect information required for crosstalk noise estimation can be com-
pletely obtained after detail-routing. Also the optimization result of transistor sizing can be
applied to the layout completely, because the proposed method utilizes the transistor siz-
ing framework that can downsize the transistors inside cells preserving interconnects as de-
scribed in Chapter 5. Thanks to these features, the proposed method reduces crosstalk noise
efficiently. As for crosstalk noise estimation, a 2-7 noise model with improved aggressor
modeling [96] is used. The 2-7 noise model is first proposed in Ref. [88]. This model can
consider the location of coupling, the effect of distributed RC networks, and the slew of in-
put signal, which are not well characterized in previous models[10, 91, 89, 92, 93, 94, 95].
However, in Ref. [88], the voltage waveform of the aggressor wire at the coupling point is
approximates as a saturated ramp waveform. But in reality, the waveform is close to the
exponential function, which yields estimation errors of crosstalk noise. Also the derivation
of the slew of the ramp signal is not discussed. Another issue arises in the transformation of
general RC trees to the 2-7 noise model. Not all types of RC trees are discussed in Ref. [88].
In the proposed method, the exponential waveform is adopted as the signal of the aggressors
for accuracy improvement of crosstalk noise estimation. The Elmore-like derivation method
of the aggressive waveform is devised. The transformation method that can apply all types
of RC trees to the 2- noise model is developed. The optimization algorithm for crosstalk
noise reduction that explores solution space effectively under delay constraints is also de-
vised. Due to these advancements, the proposed method can estimate the crosstalk noise
analytically for any RC trees, and can reduce crosstalk noise by downsizing the transistors.

This chapter is organized as follows. Section 7.2 explains the estimation method of
crosstalk noise. Section 7.3 shows the optimization algorithm for crosstalk noise reduction.
Section 7.4 demonstrates some experimental results. Finally, Section 7.5 concludes the dis-
cussion.

7.2 Crosstalk Noise Estimation

This section explains the estimation method of crosstalk noise. The proposed method uses
the 2-7 noise model{88] for crosstalk estimation. The proposed method approximates the
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Figure 7.1: Two Coupled Interconnects.

signal of the aggressors as an exponential function for improving accuracy. The analytic
waveform expressions for the aggressors and the victim are explained. The developed trans-
formation method from practical circuits into the 2-7 model is discussed.

The interconnect structure that two interconnects are partially coupled in Fi g. 7.1 1s con-
sidered. The partially-coupled interconnects in Fig. 7.1 are modeled as an equivalent circuit
shown in Fig. 7.2. R, is the effective driver resistance of the victim net. The node Ty
corresponds to the middle point of the coupling interconnects. R, is the resistance between
the source and n,7, and R,; is the resistance between n,, and the sink. C. is the coupling
capacitance between the victim and the aggressor. The capacitances C,;, Cyo and C,3 are
represented as C'/2, (C1 + C3) /2, and Cy/2 + C, respectively, where C; is the wire capac-
itance from the source to n,, C, is the wire capacitance from n,, to the sink, and C, is the
capacitance of the receiver. The parameters of the aggressive wire, Ry, Ryo, R.3, Cat, Co,
Cla3, are determined similarly.

The proposed estimation method separates the victim net and the aggressive net into
two equivalent circuits, as one of the approximate solutions for deriving a simple closed-
form expression of noise waveform; the victim is represented as the circuit of Fig. 7.3, and
the aggressor is Fig. 7.4. At the victim wire(Fig. 7.3), the aggressive wire is replaced as a
voltage source. The model circuit of the victim interconnect in Fig. 7.3 becomes the same
with the 2-m noise model proposed in Ref. [88],

7.2.1 Analytic Waveform on Victim Interconnect

The analytic voltage waveform at the end of the victim net, that is to say, the waveform of
crosstalk noise is derived in the 2-7 victim wire model. In the circuit of Fig. 7.3, Vyise in s
domain is represented as follows.

(vaRu2Cv15 + va + RUZ)CCS
as® +bs? +ds+1
where q, b, d are represented as follows.

= Ry RpuRy;3C,1(Cha + Cp)Cys, (7.2)
b = RUICUI(R'UZ(CUQ + C'c + CUS) + Ru3Cu3) + RvBCvB(Cw + Cc)(va + &2)(73)
d = Ry(Cu+Cu+Cc+4 Cys) + Rp(Cua + Ce + Cy3) + Ry3Cos. (7.4)

Vnoise(s) = Vagg(s)7 (7.1)
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Eq. (7.1) can be converted as follows.

kl k‘g kg

Vnoise - ‘/a ’ 7.5
(s) (s—sl+s—-52+s—53> 09(5) (7.5)

where the poles sy, s,, and s; are the roots of as® + bs? + ds+ 1 = 0. When the relationship
of 51 < 52 K s3 is satisfied, the most dominant pole s; is represented as 1/d. In this case,
Eq. (7.5) can be approximated as follows.

(Ry1 + Ry2)Cls
TyS+1

Vnaise(s) = Vagg(8)7 (76)

where 7, = d. The voltage source of V,,, is assumed to be an exponential function.

Vage(t) = Vg (1 — e"t/r“) (time domain), (7.7)
Vaa .
%99(5) m (S domaln). (78)

Using Eq. (7.8), Eq. (7.6) is converted as follows.
(Ro1 + Ry2)CeVyy

Vnoise = . 79
(s) (To8 + 1)(Tas + 1) (7.9)
The equation of the noise voltage in time domain V,.;.(t) is represented as follows.
Vaa, .+ _+
Vinoise(t) = Py + R”"’T)C W — e ). (7.10)
Ta — Ty

From the result of differentiating Eq. (7.10), the noise voltage becomes the peak voltage
V;zeak at the time tpeak-

Vyear = Lo+ ) OVl (T—)— : (7.11)
Ty Ta
Vid (Ta\ 7w
Ta Ty
tpeak = —— log 2. (7.13)
a Ty Ty

7.2.2 Derivation of Aggressor Waveform

In the proposed crosstalk noise model, the aggressive signal Vagg(t) is expressed as Eq. (7.7).
Here, deriving the time constant 7,, that is to say, the time constant at node n,, in Fig. 7.4,
is explained.

In Elmore delay model, the delay time between node n,, and node 749, Dy, is repre-
sented as follows[97].

D1—>2 = Ra1 (Cal + Cag + Cc + Ca3) + Raz(caz + Cc + Ca3). (714)
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In lumped RC networks, RC product means the transition time that a signal changes from
0% to 63%. Therefore, D;_,, corresponds to the time constant at node 7,2, 1.€. T,.

Ta = Ral (Cal + Ca? + Cc + Ca3) + Ra?(CQQ + Cc + Ca.S)- (715)

The relative inaccuracy of Eq. (7.15) increases as R,3 becomes large compared with
R,; and Rg. This is because the capacitance Co3 is shielded by the resistance R,3, and
the effective capacitance of C,3 becomes small. This effect is called “resistive shielding”.
In Ref. [98], a method to calculate an effective capacitance of RC networks is proposed.
Using this method, the downstream network from node 7,2 can be replaced by an effective
capacitance Cgsess. The effective capacitance Cs, fs 18 derived such that the amount of
charge accumulated in C,3 and the amount of charge accumulated Cpsefy become the same
until a time T, where T is the Elmore delay time from node n,; to node n,;. The effective
capacitance C,3.55 is given by

Coseff = Ca3 (1 - E_T/de) , (7.16)
T = Ra(Ca+Caz+ Ce+ Cas) + Raa(Caz + Ce + Cas), (7.17)
Tg = Ra3Cas. (7.18)
Eq. (7.15) then becomes as follows.
Ta = Ra1(Ca1 + Caz + Ce + Cuzesy) + Raz2(Caz + Ce + Caseyy)- (7.19)

7.2.3 Driver Modeling

In the proposed crosstalk noise model, a driving CMOS gate is replaced as a resistance. The
characterization of driving gates is explained. Replacing MOSFETs with resistors, a single-
stage gate can be modeled as a pull-up resistance R, a pull-down resistor R,, and an intrinsic
output capacitance Cp(Fig. 7.5). A capacitance C,,; is the load capacitance. MOSFETSs are
non-linear elements, so the value of resistance depends on the operating condition of the
MOSFET. As for the aggressive wire, the output voltage swings fully between Vpp and
Vss. On the other hand, the voltage of the victim wires changes only around Vpp or Vss.
Therefore, the resistance R, is represented as two values; the driving resistance of aggressors
Rp,, and the holding resistance of victims Rpy,. The resistance R, is also represented as two
values, Rp, and Ry,.

First, the driving resistance Rp, is discussed. The propagating delay tpp, which is the
time difference between an input trip point of 0.5Vpp and output trip points of 0.37(falling,
tppy) and 0.63(rising, tppr), is examined. Suppose the output signal changes low to high.
The output voltage V,,, is represented as follows.

Vour(t) = Vpp (1 — exp™t/Rop(CrtCont)) (7.20)

From the definition, the equation of Vo, (tpp,) = 0.63Vpp is satisfied. The delay time ¢pp,
is hence expressed as follows.

tppr = RDp(Cout + Cp) ln{ } = RDP(Coug + Cp) (7.21)

1
1-0.63
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Figure 7.5: Driver Model.

The pull-up resistance Rp, is determined from circuit simulation results. The delay time
tppr 18 evaluated by circuit simulator under two conditions of C,,,, and two sets of ¢ ppr and
Cout are applied to Eq. (7.21), which can decide the unknown parameters R pp and Cp. Thus
the pull-up resistance of aggressor Rp, is characterized. The pull-down resistance Rp,, can
be calculated similarly.

The output voltage, i.e. the noise voltage of the victim wires varies nearby Vpp or Vss.
When the noise voltage is not so large, the hold resistance Ry, can be represented as the
resistance in the case that the output voltage is Vpp. The value of the resistance Ry, can be
obtained by the operating condition analysis of circuit simulation. Similarly, the resistance
Ry, is represented as the resistance characterized in the case that the output voltage is Vsg.

7.2.4 Application to Generic RC Trees

In generic‘ RC trees, many of RC trees have multiple sinks. Multiple sinks means that the
tree contains branches. They also have multiple adjacent aggressive wires. Here, the method
to apply generic RC trees to the 2-7 victim wire model(Fig. 7.3) is discussed.

Multiple Aggressors

In linear systems, the principle of superposition holds. When the noise amplitude is not
large, i.e. as long as CMOS gates can be treated as a linear resistance, the noise waveform
at the sink of the victim can be represented as the superposition of the noise waveform from
each aggressive wire. In this case, the maximum noise voltage at the i-th sink of the victim
net, Vinez 4, is represented as follows.

Vmax,z’ = Z Vpeak,j—ri, (7.22)
J
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where n is the number of the aggressors, and Vjeqx j—: 1S the noise voltage at the i-th sink
caused by the j-th aggressor. The proposed method evaluates the peak noise voltage at the
sink caused by each aggressors separately, and calculates the maximum noise voltage Vo i
by Eq. (7.22).

Multiple Sinks

The noise at the ¢-th sink S; caused by the j-th aggressor is considered. In this case, the
trees are separated into two cases; Fig. 7.6 and Fig. 7.7. In Case 1 of Fig. 7.6, the path
between the source SO and the sink S; contains the node connected with the aggressor, 7.
Conversely, in Case 2 of Fig. 7.7, the node n.. is not on the path between the source SO and
the sink S;. The node n. is included within the k-th branch By. Reference [88] discusses
the method to apply RC trees of Case 1 to the 2-7 victim wire model. However the trees of
Case 2 are not considered. Therefore a transformation method from the trees of Case 2 to
the trees of Case 1 is devised. After this transformation, the method of Ref. [88] is applied
to RC trees.

First, the method to build the 2-7 victim models(Fig. 7.3) from the trees of Case 1 is ex-
plained briefily[88]. The total capacitance of the k-th branch is Cy. The branch capacitances
Cy are added into C,1, Cy2, and C,3 in Fig. 7.3 in the following manner:

e When a branch By, is between SO and n., the resistance between SO and ng, Rso-n,
is represented as Rso_n, = @ - Rso-n,, Wwhere 0 < o < 1. Then a - Cy is added to
Cy2,and (1 — @) - Cy is added to C;.

e When a branch B is between n.. and S;, the resistance between n.. and S;, R, ._s,,
is represented as R, _s; = 8 - Rp..—s,, where 0 < § < 1. Then 3 - Cy is added to
Cu2, and (1 -~ 5) . Cbk is added to C.U3.

Next, the transformation method from Case 2 to Case 1 is explained. At first, the
coupling capacitance is moved from the node n.. to the node ng(Fig. 7.7). This simple
movement, however, may cause the overestimation of noise voltage. Though the amount
of the influence from the aggressor is decreased by the resistance between n; and n., this
degradation is not considered at all. The proposed transformation method treats this degra-
dation as the increase in the time constant of the voltage source 7,. The Elmore delay from
nec to ny is added to 7,. Finally, the capacitance of the branch By, is connected to ny, i.e. Cy
is added to C,,. By the above procedure, the trees of Case 2 are converted to the trees of
Case1. Afterward, 2-m models are obtained by the method of Ref. [88].

7.3 Optimization Algorithm

From the discussion in the previous section, crosstalk noise can be estimated for any inter-
connects in a circuit. In this section, the optimization algorithm for crosstalk noise reduction
1s discussed. The proposed algorithm reduces crosstalk noise under delay and transition time
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Figure 7.7: An Interconnect with Branches(Case 2).

constraints. First, the optimization algorithm for the localized problem that includes one vic-
tim net and its adjacent nets is explained. This section then shows the overall algorithm that

builds and solves the local optimization problems, considering the global optimality under
delay constraints.

7.3.1 Optimization Algorithm in Each Victim Net

First, the noise reduction algorithm for each victim net is explained. The proposed method
downsizes the drivers of the adjacent aggressive wires in order to reduce the amount of
crosstalk noise at the victim wire. When the driving strength of the aggressive wire becomes
weak, 1.e. the driver resistance R,; becomes large, the time constant of the aggressive voltage
source 7, increases(Eq. (7.15)). From Eq. (7.12), the maximum noise voltage Vpqx at the
victim net consequently decreases.

In order to choose the driver of the aggressive wire to be downsized efficiently, a measure
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priority is devised. .
priority; = slack; - Z Voeak,imsjs (7.23)

J

where Vieqr,is; 18 the noise voltage at the j-th sink caused by the i-th aggressive net, and n is
the number of sinks. The value slack; represents the timing margin at the ¢-th aggressive net,
and is defined as the time difference between the required time and the arrival time[40]. The
measure priority; becomes large in the case that the :-th adjacent net causes a large amount
of noise and the timing constraint at the :-th aggressive net is not tight. Using this measure,
the proposed algorithm can find the aggressive net efficiently that has strong influence on the
crosstalk noise at the victim net yet has little influence on the circuit delay.

Step 1: Calculate priority(Eq. (7.23)) for each adjacent aggressive net, and put all the ag-
gressive nets into list L;.

Step 2: Choose the aggressive net with the maximum priority from list L;.

Step 3: Downsize the driver of the chosen aggressive net within the limit that the delay
constraints and the transition time constraints are satisfied. The best size of the driver
is decided such that the value of (V,2 + V,f) becomes the smallest, where V,, is the noise
voltage at the victim net, and V, is the noise voltage at the aggressive net. Remove the
aggressive net from L;.

Step 4: If the noise voltage becomes smaller than the target value Vjg,ge, Or if the list L
becomes empty, finish the optimization procedure. Otherwise go back to Step 2. The
value Vj4rge: 1s €xplained in the following section.

7.3.2 Overall Optimization Algorithm

Section 7.3.1 discusses the optimization algorithm for the localized problem that contains
one victim net and its adjacent aggressive nets. Next, the overall algorithm is discussed.
This algorithm aims to reduce both the maximum noise voltage in a circuit and the number
of nets with large amounts of noise.

The optimization iterates the following procedure from Stage 1 to Stage 4 for several
times, as the value threshold is gradually decreased. The parameter threshold is used for
selecting the nets to be optimized, and it ranges from O to 1. The nets whose noise voltages
are larger than the product of threshold and the maximum noise voltage in the circuit are
chosen as the optimization candidates. In the beginning, threshold is set close to 1 in order
to reduce the maximum noise voltage intensively. In the end, threshold is set close to 0, and
the most of the nets in the circuit are optimized.

Stage 1: Calculate the crosstalk noise at each net in the circuit.

Stage 2: Find the maximum voltage of crosstalk noise V;,,, in the circuit, and put the nets
whose noise voltages are larger than V,,,,, X threshold into the candidate list L,,.

7.4. EXPERIMENTAL RESULTS 95

Stage 3: Choose the net with the maximum noise voltage in the list L,, and execute the
optimization explained in Sec. 7.3.1. The value of Vinaz X threshold is given to the
optimization as the target value. Remove the net from the list L.

Stage 4: If the list L, becomes empty, finish the optimization procedure. Otherwise go back
to Stage 3.

When the timing constraints are given, the timing margin at each net should be utilized ef-
ficiently for reducing the crosstalk noise. Therefore the sequence of the nets to be optimized
is critical and essential to obtain high-quality circuits. In order to reduce the maximum noise
voltage, the proposed algorithm gives priority to the net with large noise. Stage 2 excludes
the nets whose noise voltages are smaller than V,,,, x threshold from the the optimization
candidates. In Stage 3, the nets are optimized in order of the amount of noise voltage.

In Stage 3, the target noise value V,,4, X threshold is given to the localized optimization
problem, in order to control the local optimization from the viewpoint of global optimality.
The optimization result that the noise voltage is minimized in the localized problem may
incur a bad local-minimum solution globally. This is because the timing margins, which
may be utilized for reducing the noise at other nets, are wasted. The proposed algorithm
hence stops the local optimization when the noise voltage becomes smaller than the target
value. Thanks to the good sequence of the net to be optimized and setting the target noise
value, the proposed method can reach a good solution under the delay constraints.

7.4 Experimental Results

This section shows some experimental results. First the accuracy of the crosstalk noise model
is demonstrated. Next the optimization results for crosstalk noise reduction are shown.

The circuits used for the experiments are an ALU in a DSP for mobile phone[67]
(dsp_alu) and the circuits included LGSynth93 benchmark sets (des). These circuits are
synthesized for minimizing the circuit delay[56]. The circuit scale of dsp_alu is 12547 cells,
and the number of cells in des is 3414. The layouts of the synthesized circuits are generated.
The layout area of dsp_alu is 5.3(2.3x2.3)mm?, and the area of des is 0.64(0.8x0.8)mm?2.
RC trees of interconnects are extracted from the layouts by a quasi-3D RC extract tool[99].
The coupling capacitances below 10fF are extracted as the capacitance to the ground, where
the coupling capacitance of 10fF corresponds to the length of 230 xm. The supply voltage
1s 3.3V.

Cell layouts are generated using VARDS[27] ina 0.35m process with three metal layers.
The layout generation system VARDS can vary transistor widths in a cell while keeping the
location of each pin. Exploiting this feature, the proposed method optimizes a detail-routed
circuit without any wire modifications. The height of the generated cells is 13 interconnect-
pitches, and the size ratio of PMOS and NMOS transistors is 1. In transistor sizing, MOS-
FETs are down-sized within the range that VARDS can generate cell layouts. The maximum
transistor width of standard driving-strength(x1) cells is 6.2m. The transistor width can be
reduced to 0.9m.
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7.4.1 Crosstalk Estimation

The accuracy of the crosstalk noise model is discussed. First, the peak voltage of the
crosstalk noise is evaluated using the model circuit shown in Fig. 7.2. In this model cir-
cuit, the appropriateness of the following three points can be experimentally verified; the
separation into two circuits of Fig. 7.3 and Fig. 7.4, the approximation used in Eq. (7.6), and
the derivation of the time constant 7, in Eq. (7.19). The peak voltage of the crosstalk noise is
evaluated by circuit simulation, the conventional method[88], and the proposed method. In
the conventional method[88], the signal from the aggressive wire V,4.(;) is represented as a

saturated lump function.

L-Vpp (0<t<t),

Vage(t) = { Vop  (t> 1), (7.24)

However the calculation method of ¢, is not explained. In this experiment, the transition
time ¢, is calculated as 7, x 2.7. The coefficient of 2.7 is determined such that the sum of the
absolute error between the simulation results and the results estimated by Ref. [88] is mini-
mized. The parameters extracted from the actual RC trees in the layout of des are utilized
as Ra1, Rao, Ra3, Cat, Caz, Cas, Ry1, Ry2, Ry3, Cy1, Cya, Cys. The peak noise is evaluated for
all the coupled interconnects in des circuit. Fig. 7.8 shows the estimation results by the
proposed method. The horizontal axis is the noise voltage evaluated by circuit simulation
and the vertical axis is the voltage estimated by the proposed method. The diagonal line
represents the ideal line with O error. The proposed method estimates the peak noise voltage
accurately. The average estimation error is 1.6%. Fig. 7.9 represents the result by the conven-
tional method. Compare with the proposed method, the estimation accuracy is not high. The
average error of the conventional method is 28.1%. By adopting an exponential function as
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Figure 7.8: Peak Noise Estima- Figure 7.9: Peak Noise Estimation

tion in Fig. 7.2 Model by Proposed
Method(des).

in Fig. 7.2 Model by Conventional
Method[88] (des).
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Figure 7.10: An Example of the Crosstalk Noise Waveform.

the signal waveform from the aggressor, the estimation accuracy improves. Fig. 7.10 shows
an example of the waveforms evaluated by circuit simulation and the proposed method. The
waveform of the crosstalk noise is estimated precisely by the proposed method.

Next, the crosstalk noise is evaluated in more actual circuits, i.e. the drivers and the
receivers are CMOS gates and the RC trees have branches. The circuits used for this exper-
iment are included in des circuit. Fig. 7.11 shows the estimation results of peak crosstalk
noise. The average error of the maximum noise estimation is 22.3% and 10mV in the pro-
posed method. In order to examine the effectiveness of the transformation method from
Case 2 to Case 1 discussed in Sec. 7.2.4, the crosstalk noise is evaluated by the following
simple method. The coupling capacitance is moved from the node 7, to the node Nk, and
the capacitance of the branch B, is connected to n (Fig. 7.7). This simple method does not
adjust the time constant of the aggressive signal 7,, which is the difference between the pro-
posed method and this simple method. Fig. 7.12 shows the estimation results by the simple
method. There is not a significant difference between Fig. 7.11 and Fig. 7.12. The average er-
ror of the simple method is 22.6%, which is only 0.3% larger than the proposed method. This
is because the interconnect resistance is not high in the 0.35um technology, and hence the
resistance between 7y and n,. scarcely affects the crosstalk noise. Therefore, the crosstalk
noise is evaluated in the circuit of Fig. 7.13 by circuit simulation, the simple method, and the
proposed method, assuming a 0.13um technology. The values of resistance and capacitance
are calculated under the interconnect structure shown in Table 1.1. The driver resistances
of the victim and the aggressor is 1kS2, and the input capacitance of the receivers is 10fF.
The variable z represents the distance between the junction and the start point of coupling.
Fig. 7.14 shows the results. The peak noise voltage decreases as the distance z increases.
The proposed method shows the tendency for noise to decrease, whereas the noise voltage
estimated by the simple method is constant. However, the shape of decrease is different from
the simulation results. Further improvement is required.
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7.4.2 Crosstalk Reduction

The optimization results for crosstalk noise reduction are shown. The circuits are optimized
under the delay constraints of the initial circuits’ delay time. The given constraint of the
transition time is 1.0ns. Figs. 7.15 and 7.16 show the distributions of the maximum noise
voltage before and after the optimization. In des circuit, the maximum noise voltage is
reduced from 0.40V to 0.20V by 50%. The distribution is also shifted in the direction that
the noise voltage decreases. In dsp_alu circuit, the maximum noise is reduced from 0.99V
to 0.62V by 37%. The number of nets whose noise voltages are over 0.5V is decreased from
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109 to 4. The CPU times required for the optimization on an Alpha Station are 111 seconds
in des(3.4k cells), and 6726 seconds in dsp_alu(13k cells). After the detailed-routing, the
crosstalk noise can be reduced considerably by only downsizing the transistors inside cells
while preserving the interconnects. The circuit delay is also preserved.

7.5 Conclusion

This chapter proposes an optimization method for crosstalk noise reduction by transistor siz-
ing. The proposed method optimizes the detail-routed circuits such that MOSFETS inside
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cells are downsized without any interconnect modifications, based on the crosstalk noise
estimation by analytic noise expressions. The effectiveness of the proposed method is ex-
perimentally verified using 2 benchmark circuits. The maximum noise voltage is red}lced by
more than 35% without delay increase, which contributes to high-reliability LSI design.

Chapter 8

Conclusion

This thesis discusses performance optimization techniques in physical design. In DSM tech-
nology, interconnect delay, power dissipation, delay fluctuation and crosstalk noise become
the severe problems that limit, or rather deteriorate the circuit performance. Reducing inter-
connect delay is intensively studied, and effective solutions are developed. Compared with
interconnect delay, other problems are not sufficiently considered. This thesis focuses on
power dissipation, delay fluctuation and crosstalk noise, and proposes solutions in physical
design for each problem. The proposed techniques are expected to be more essential and
contribute to design high-performance and high-reliability LSIs in future technology, since
these problems originate in shrinking feature size.

In Chapter 2, a performance optimization method by input reordering is discussed. The
input pins, whose logical functions are the same though, in a cell have the different char-
acteristics in delay and power dissipation, which is utilized for delay and power reduction.
The effectiveness of the proposed method is experimentally examined using 30 benchmark
circuits. Power dissipation is reduced by 22.5% maximum and by 5.9% on average. The pro-
posed method also reduces delay time by 6.7%. It is verified that input reordering improves
circuit performance steadily with almost zero penalty.

Chapter 3 discusses a gate sizing method that reduces glitch power dissipation. A statisti-
cal glitch estimation method and a gate sizing algorithm that explores solution space globally
are developed. Thanks to them, the proposed method can optimize the number of glitches
as well as capacitive load and short circuit power dissipation, whereas conventional meth-
ods assume the number of glitches to be constant. Power dissipation is reduced by 16.2%
maximum and by 10.4% on average further from the minimum-area circuits, where the con-
ventional methods consider the minimum-area circuits as the minimum-power circuits.

Chapter 4 discusses a performance optimization method based on statistical timing anal-
ysis. This method aims to remove both over-design and under-design for high-performance
and high-reliable LSI design. The proposed method focuses on the local delay fluctuation,
and calculates the statistically-distributed circuit delay. Slack, which represents the timing
criticality at each cell under a deterministic delay model and is widely used for performance
optimization, can not be defined under the statistical delay model. Therefore a new measure
of timing criticality for statistical delay model is devised, and the optimization algorithm us-
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ing this measure is developed. The worst-case delay can be estimated within 3% error by the
statistical timing analysis method. It is verified that the proposed method can reduce delay
and power dissipation from the circuits optimized without considering delay fluctuation.

Chapter 6 discusses that performance optimization involves undesirable secondary effect
that the optimized circuits become sensitive to delay uncertainty. Some examples of the
increase in delay uncertainty are demonstrated, and this chapter cautions that performance
optimization may cause an involuntary delay violation. It is also verified that the statistical
timing analysis discussed in Chapter 4 is effective as one of solutions of this problem.

Chapter 5 and Chapter 7 show the performance optimization methods based on a design
framework that can vary transistor sizes inside a cell flexibly without any interconnect mod-
ifications. This framework aims to design a circuit whose performance is close to that of
full-custom design, making the best use of usual cell-base design tools. Chapter 5 discusses
a power reduction method that downsizes transistors after detail-routing. Power dissipation
can be reduced as much as possible without delay violation, since the optimized layout can
be obtained preserving interconnects. The proposed method reduces power dissipation by
77% maximum and 65% on average without any delay increase from the cell-based circuits.
This method also contributes to increase the reliability of the circuits by reducing current
density.

In Chapter 7, a transistor sizing method for reducing crosstalk noise is discussed. This
method optimizes the detail-routed circuits, estimating crosstalk noise based on the intercon-
nect information extracted from the layout. The conventional circuit optimization techniques
involves a certain amount of wiring variation when the optimization result is applied to the
layout, which makes it difficult to optimize crosstalk noise by circuit optimization. However,
the proposed method can reduce crosstalk noise efficiently, because the proposed method
can vary transistor sizes inside cells without interconnect modifications. The analytic ex-
pressions of peak crosstalk noise are derived and used for crosstalk noise estimation. The
optimization algorithm for crosstalk noise reduction that can consider delay constraints well
is developed. Utilizing them, the crosstalk noise is reduced by downsizing the drivers of the
aggressive wires. The effectiveness of the proposed method is examined using 2 circuits.
The maximum noise voltage can be reduced by more than 35% without any delay increase.

The future work includes constructing an overall design methodology that optimizes all
metrics of circuit performance simultaneously, such as delay, power dissipation, and area,
considering delay uncertainty and crosstalk noise.
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