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Abstract 

Cryptography has been used for more than a thousand of years to 
guarantee secure communications, and it is getting more and more im­
portant with the development of computers and networks. This thesis 
diacusses proper ties aud complexity of Boolean functions related to 
cryptography. 

In Chapter 2, nonlinear Boolean functions are studied. Nonlinear­
ityisa.lmsicoonceptinthedesignandanalysis ofprivatekeycryp­
tosystems. Differenttypesofprivatekeycryptosystemsrequiredilfer­
en t typesof nonlinearity,andseveralnonlinearitycriteriahavebeen 
proposed. Among them, the propagation criterion( PC} and the strict 
avalanchecriterion(SAC) arefocusedoninthischapter. 

First,anecessaryandsuflicientconditionispresentedfora.Boolean 
function wi th nvariab!esto satisfy the PC with respect to all but one 
elements in {0,1}"-{(0, ... , 0)}. Anecessaryandsufficient condition 
is also presented fora. Boolean function with n variables to satisfy the 
PC with respect to all but linearly independent elements in {0,1}"­
{(0, ... ,0)}. Sewnd, the construction of Boolean functi ons with n 
variables is discussed that satisfy the PC with respect to all but one or 
three elements in {0,1}"-{(0, ... ,0)}. Themethodscangenera.tea!l 
such functions fromallperfectlynonlinearBooleanfunctions . Third, an 
exact characteriution of Boolean functions with n variables satisfying 
the PC of degree n - 2 is obtained. Finally, relationships between the 
PCa.nd theSACarediscu!ISed. 

Recently, two strong cryptanalytic attacks applicable to many pri· 
vatekey ciphel"llwereproposed. One is the differential cryptanalysis 
proposed byBiha.mandSha.mir,andtheotheristhelinea.rcryptanal· 
ysisproposed by M&VJui. Thesea.ttacb ma.keuseoflinearityofthe 



cipher$a.nddccryptthemmuchfa.sterthantheexha.ustivesea.rch. The 
successoftheseatta.ckswillrequirenonlinear Boolean functions with 
\a.rgenumbersofinputsandoutput.sa.scomponentsofpriva.tekeyci­
phersinthenearfuture. 

In ChapterJ, complexity of Boolean functions satisfying the PCi.'l 
discussed. First, it is shown that every Boolean function satisfying the 
PC of degree 1 areuna.teinat most twoofitsvariablesand tha.tevery 
BooleanfunctionsatisfyingthePCofdegree2isnotunateina.nyoneof 
its variables. Se<:ond,theoptimal\owerboundofllognJ-1 isobta.incd 
fortheinvereioncomp\exityoftheperfectlynon\inearBooleanfunctions 
constructed by the method of Maiorana.. Third, the nearly optimal 
lower bound of n2/4-l is presented for the formula size of every Boolean 
function which satisfies the PC of degree 1. Fourth, the lower bound of 
rl(n 2 ) is obtained for the A~ VLSI complexity of perfectly nonlinear 
Boolean functions with n/2 outputsea.chofwhoseoutputfunctionsi.'l 
constructed by the method of Maiorana.. Finally, an exponential lower 
boundispresentedforthenumbersofnodesoforderedbinarydecision 
diagramsofperfectlynonlinearBooleanfunctionswithmultipleoutputs 
constructedbythemethodofNyberg 

Key management is a crucial problem when we use cryptosystems 
inpra.cticalca.ses. Onemethodofthemanagementisthesecretshar­
ingscheme proposed independently by Blakley and Shamir. Homoge­
neous Boolean functions and slice Boolean functions are considered to 
bepra.cticallyimportantfunctionsrepresentingaccessstructureswhich 
determinethestrategyofthesecretsharingscheme. 

Homogeneous Boolean functions and slice Boolean functions are 
also important for computational complexity theory. It isoneofthe 
most difficult problems to prove a good lower bound on the circuit 
siz.ecomplexityofsomeexplicitlydefined Boolean function. The best 
lower bounds proved on the circuit size complexity of explicitly de­
fined Boolean functions are only linear. Because of the difficulty of 
this problem, more restricted types of circuits have been considered. 
For some explicitly defined homogeneous Boolean functions, even ex­
ponential!owerboundshavebeenprovedontheirmonotonecircuitsize 
complexity. These results, however, do not imply any nonlinear lower 
bound on thecircuitsizecomplexitybecausenegationcan beat least 
snperpolynomially powerful for computing some homogeneous Boolean 



iii 

functions On lhe other hand, it has been proved that negation is 
powerless for computing slice Boolean functions 

In Chapter4, circuit complexityofhomogeneous Boo\eanfunctions 
andslicellooleanfunctionsarestudied. First,itisshownthatthereex­
istk-homogeneousBooleanfunctionswiththepropertythatthemono­
tone circuit size complexity of its k-th slice is fl(~Ctf log.Cl) and that 
of its u(> k) -th slice is O(nlogn). This complexity gap is maximal 
when k is constanl . Se<:ond, a set of homogeneous Boolean functions 
with circuit size complexity and monotone ci rcuit sizecomplexitya.\­
mostequa.lispresented. ForeveryBoo\eanfunctionin thisset,a lower 
boundofw(n(logn)2)onthemonotonecircuitsizecomplexityimplies 
the same\owerboundonthecircuitsizecomplexity. 
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Chapter 1 

Introduction 

1.1 Backgrounds 

Cryptographyhasbeenusedformorethanathousandofyea.rstoguar­
antee secure communications. And today, the development of comput­
ers and networks has been changing it drastically. Volumes of data 
andinformationarestotedandprocessedbycomputersandcommuni­
cated via public networks. Computers also enable complex and time­
consuming cryptanalysis. Cryptographyandcryptana.lysishasbecome 
a science of information and data security, cryptology, and has been 
attracting many researchers. 

Cryptography can be divided in two categories: private key cryJr 
togn.phy and public key cryptography. The security of public key 
cryptography relies on some computationally difficult problems such 
asfactoringanddiscretelogarithms. Thesecurityofprivatekeycryp­
tographyreliesonthefactthatanyef!icientcryptanalysishasnotyet 
beenfonnd 

Nonlinearity is a basic concept for the security of private key cryp­
tography. Different types of private kcyciphersrequiredifferent types 
ofnonlinearity,andseveralnonlinearitycriteriahavebeenproposedas 
designprinciplesofprivatekeyciphers. Thepropa.gation criterion(PC) 
is one of the nonlinearity criteria, which was proposed by Preneel, 
Leekwijk, Linden, Govaerts and Vandewalle[PLLGV9l ]. It is an ex­
tendednotionoftheperfect nonlinearit}·,which was defined by Meier 
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and Staffelbach[MSOO). The )Hlrfoct nonlinearity is one of the most 
important nonlinearity criteria because the distance between these\ 
of perfectly nonlinear Boolean functions and the set of affine Boolean 
fu uctions is maximum. Perfectly nonlinear Boolean functions are, how· 
ever , notbalancedandtheir nonlinearorder isat mostone halfof t he 
numberoftheirvariable!landarenotsuitableforthedirectapplication 
to cryptography. Thus, it is valuable to investigate Boolean functions 
thatsatidy the PCforthesystematic generationofcryptographically 
usefu l Boolean functions. 

Seberry, ZhangandZhengjSZZ93) madeaninterest ingresearchalong 
this line. They presented methods for the construction of balanced 
Boolean functions satisfying the PC of high degrees. They proposed 
methods for constructing balanced Boolean functions with n variables 
satisfying the PC with respect to all but a few elemen!.s in {0, 1}"­
{(0, .. . ,0)} whose Hammingweightsarelarge. 

The first topic of this thesis is to characterize Boolean functions 
satisfying the PC. Exact character~ations are presented for Boolean 
func tions satisfying the PC of degree n - I and n - 2 and for those 
satisfying the PC with respect to all but a few elements in {0,1}"-
[[0, .. ,0)}. 

Reccntly, twostrongcryptanalyticat tacksapplicabletomany pri­
vatekeyciphers wereproposed. T heseattacksmakeuseoflinearityof 
the ciphers. One is the di fferential cryptanalysis , which was proposed 
by Biha.m and Shamir!BS93]. By this cryptanalysis, the Data. Encryp· 
lion Standa.rd(DES) with 16 rounds can be decrypted with 247 chosen 
plaintexts. The other is the linear crypta.nalysis, which was proposed 
by Ma.tsui [Mat94]. By th is cryptanalysis, t he DES with 16 rounds can 
be decryp ted wi th 2•3 known plaintexts. 

The success ofthedifferentialcrypta.nalysis and the linear crypt­
analysis will requi re nonlinear Boolean fu nctions with large numbers 
ofin putsaudoutputsascomponentsofprivatekeyciphers. Most of 
the existing private key block ciphers includ ing t he DES is for 64-bi t 
blocks and the DES, for instance, has eigh t substitution boxes each 
of which has 6 input bits and 4 output bits. In the near future, it 
maybedesiredtodesignl28-bit-or-moreblockciphcrsthathavcsub­
stitution boxes with large numbers of input and output bits. Thus, 
it is pra.cticallyint resting to investigate thecomplcxityofnonlinea.r 
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Boolean functions. Itisa..lwinterestingfromthetheoretica..lpointof 
view to explore theeffectofnonlinearityofBoolean functions on their 
complexity. 

The second topic of this thesis is complexity of Boolean functions 
satisfying the PC. The discussion focuses on lower bounds of their com· 
plexitybecausethereexistala.rgenumberofBooleanfunctionssatis· 
fyingthe PCthatarccomplexanddifficulttocompute 

Key management is an important problem when we use cryptosys· 
tems in practica.l ca.ses. One method of the management is the se­
cret sharing scheme proposed independently by B!akley[B!a79] and 
Shamir[Sha79]. Theyproposedthek-out-of·nthresholdscheme,which 
enablesustoconstructfromagivensecretkeynpiecesofinformation 
with the property that the key can be recovered only from any k or 
more pieces of information. Theiroriginalideaca.nbegenera.lizedw 
thatthesecretkeyca.n berecoveredonlyfromanyoneof par ticular 
subsetsofn piecesofinformation. Asetofsubsetsofnpiecesofinfor­
malionfromwhich thesecretkeycan berecoverediscalledanaccess 
structure. 

It is natura.! to assume that, if the secret key can be recoverecl 
from a subsetofpiecesofinformation, itca.n alwberocoveredfrom 
any subset containing the subset. Under the assumption, every access 
structure can berepresentedbyamonotoneBooleanfunction. Homo­
geneous Boolean functions and slice Boolean functions are monotone 
andrepresenta.ccessstructuresconsideredtobepra.cticallyimportant 
A k-homogeneous Boolean function represents an access structure in 
wbkhthesecret key can berecoveredfrompa.rticula.r subsetsconsist­
ingofkpiecesofinformation. A k-sliceBoo!eanfunctionrepresentsan 
accessstructurein whichthesecretkeycanberecoveredfromparticu· 
larsubsetsconsistingofkpiecesofinformationoranysubsetcon5isting 
ofk+l pieces of information. 

HomogeneousBooleanfunctionsandsliceBooleanfunctionsarea.lso 
important for computational complexity theory. ltisoneofthemost 
difficultproblemstoproveagoodlowerboundonthecircuitsizecom· 
plexityofsomeexplicitlydefined Boolean function. Although,foral· 
mostallBooleanfunctions,theircircuitsizecomplexityisexponentia.l 
in the numberoftheirinputs[Sha49], the bestlov.'Cr bounds proved 
on the circuit size complexity of explicitly defined Boolean functions 
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are linear[Blu84). Beu.use of the difficul ty of proving a large lower 
boundonthecircuitsizecomplexity,morerestrictedtypesofcircuits 
have been considered. Among them, monotone circuitsisoneofthe 
most popular models. Good lo~>.-er bounds on the monotone circuit 
size complexity have been obtained. For some explicitly defined ho· 
mogeneous Boolean functions, even exponentiallo~>.-er bounds[And85, 
AB86] have been proved on their monotone circuit size complexity. 
These results do not imply any nonlinear lower bound on the circuit 
size complexity because negation can be at lea.st su!J(!rpolynomially 
powerful for computing some homogeneous Boolean function~[Ra.z85). 
It is proved that negation is powerless for computing slice Boolean 
fun ctions[Ber82, Weg85, Va186]. The monotone circuit size complex­
ity of n-input slice Boolean functions is larger than their circuit size 
complexityatmD.'ltbyamultiplicativeconstantandan&dditiveterm 
of O(n(logn)2)[Weg85, Val86]. Thus, if a lower bound of w(n(logn)2) 
is proved on the monotone circuit size complexity of a slice Boolean 
function,thenthesamelowerbound canbeobtainedoniU circuitsize 
complexity. Anygoodlowerbound has not been proved on themono­
tonecircuitsizecomplexityofexplicitlydelinedslicelloolean functions. 

Ftomthesefacts,itisimportanttoinvestigateslice Booleanfunc· 
tionsandtofind monotone Boolean functions whose circuit size com­
plexity and monotone ci rcuit size complexity are almD.'lt e<jual. The 
thirdandlasttopicofthethesisiscircuitcomplexityofhomogeneous 
Boolean functions and their slices. 

1.2 Outline of the Thesis 

ThisthesisstudiespropertiesandcomplexityofnonlinearBooleanfunc­
tions and circui t complexity of homogeneous Boolean functions and 
their slices. 

Chapter2discussespropertiesofnonlinearitycriteriaandrelation· 
ships among them. It focuses on the PC, the strict avalanche crite­
rion(SAC),and the nonlinearity. Manyofthere:~ultsareprovedwith 
the use of the Walsh transform of Boolean functions. First, a neces­
sary and sufficient condition is presented for a Boolean function with 
n variables to satisfy the PC with respect to all but one clements in 
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{O,lf-{(0, ... ,0)}. Anecessaryandsufficientconditionisalsopre­
sented fora Boolean function with n variables to satisfy the PC with 
respecttoallbutlinearlyindependentelementsin{O,lr-{(o, ... ,O)} 
Second, the construction of Boolean functions with n variables is dis­
cussedthatsatisfythePCwithrespecttoall butoneorthreeclement.s 
in{O,l}"-{(0, ... ,0)} . Theproposedmelhods of constructionexa.ctly 
characterize the Boolea.nfunctions satisfyingthePCwithrespecttoa!l 
but one elements in {0, 1}~- {(0, .. ,0)} and those satisfying the PC 
with respect to all but three elements in {0,1}"- {(0, ... ,0)}. Third, 
an exact characteriMtion of Boolean functions with n variables satis· 
fying the PC of d('gree n- 2 is achieved. This condition says that, for 
everyevenn ~ 4,everyDooleanfunctionwithnvariablessatisfyingthe 
PC of degree n - 2 is perfectly nonlinear. Finally, some relationships 
between the PC and the SAC are presented 

In Chapter 3, complexity of Boolean functions satisfying the PC is 
discussedonsevera.lcomputationmodels. Investigatedistheuna\eness, 
theinversioncomplcxity,theformulasize,thearea-time-squaretradeolf 
of VLSJ circuits, and the numbers of nodes of ODDD's(Ordered Binary 
Decision Diagrams). Fi rst, some relationship.'! are presented between 
the unateness and the degree of the PC. Non-unateness of Boolean 
functions satisfying the PC of degree more than 1 is proved. This im· 
plies that the PC does not compatible with the unatcness. Second, 
the inversion complexity of perfectly nonlinear Boolean functions is 
discussed . An optimallowerboundisobtainedforeveryperfectlynon­
linearBooleanfunctionconst ructedbythemethodofMaiorana[Rue9l) 
This hound impliesthatmany--.-gatesare necessarytocomputesuch 
functions. Third , a nearly optimal lower bound for the formula size 
of every Boolean function which satisfies the PC of degree lis pre­
sented. This lower bound is also nearly optimal for every perfectly 
nonlinear Boolean function. finally, the area-time-square{ AT'~) VLSl 
complexity[U\184) and the OBDD[Dry86) size of perfectly nonlinear 
Boolean functions with multiple outputs is discussed. The results for 
the two complexi ty measures show the effect of on-correlation among 
theoutputfunctionstothecomputationalcomplexity. 

InChapter4,thecircuitcomplexityofslice Dooleanfunctions and 
homogeneousDooleanfunctionsisconsidcred. l t isknown that for any 
k-homogeneous Boolean fun ction, its(k+ 1)-th slice is not much more 
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diffi~ult to ~ompute than its k-th sli~e!Duu86] . On the other hand, it 
hasbeenprovedthatthereexistk·homogeneousBoolean fu nctions such 
thatthemonotonecircuitcomp!exityofthcirk· thslicesismuchlarger 
thanthatof theiru(>k)-thslices!Weg86]. OnetopicinChapter4isan 
improvement of the latter result. An optimal lower bound is obtained 
onthemonotonecircuitsizecomplexityofthek-thslicesfor constantk 
Theother topicisthehomogeneousBooleanfunctionswhosecircuitsize 
complexityandmonotonecircuitsizecmnpleJ<ityarealmostequal. For 
these homogeneous Boolean functionswith n variables, their monotone 
circuitsizecomplexityis larger than their circuit size complexity at 
most byaconstantfactorandanadditivetermofO(n(logn)2 ). 

Chapter 5 is the conclusion of this thesis with some open ques­
tions. 



Chapter 2 

Nonlinear Boolean Functions 

2.1 Introduction 

Thischapterdiscussespropertiesofnonlinearitycriteriaa.nd relation­
ships among them. It focuses on the propagation criterion(PC), the 
strict avalanchecriterion(SAC), and the nonlinearity. 

First,anecessaryand suffi.cientconditionispresentedforaBoolean 
function with n variables to satisfy the PC with respect to all but one 
elements in {0,1}•- {(0, ... ,0)}. From this condition, it follows that, 
for every even n ;;>: 2, Boolean functions with n variables that satisfy 
thePCofdegreen-1 areperfectlynonlinear,thatis,satisfythePCof 
degreen. !tis also shown that Boolean functions with n variables that 
satisfy the PCwithrespecttoall butlinearlyindependentelementsare 
perfectly non!inearifn ;;>: 2iseven and that they satisfy the PC with 
respect to all but one elements in {0,1}•-{(o, ... ,O)} ifn~ 3isodd 

Second, we discuss the construction of Boolean functions with n 
variables that satisfy the PC with respect to all but one or three ele­
mentsin{O, W-{(0, .. ,0)}. 

Seberry, Zhang and Zheng!SZZ93] presented methods for the con· 
struction of balanced Boolean functions satisfying the PC of high de­
grees. For odd n ;>-= 3, they proposed a method for constructing bal­
ancedBooleanfunctionswithnvariablessatisfyingthePCwithrespect 
to all but one elements in {O,t}•- {(0, ... ,0)} and constructed bal· 
anced Boolean function s satisfying the PC of degree n - L For even 
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n ~4,theyproposeda.methodforconstructingbala.ncedBoolca.nfunc­
tions with n variables satisfying the PC with respect to all but three 
clemenls in {O,t}•- {(0, ... ,0)} and constructed hala.nced Boolean 
functions satisfying the PC of degree about 2n/3. This result is op­
timal in the sense that, for even n;:. 4, Boolea.n functions with n 
variables satisfying the PC with respect to all but less tha.n three ele­
meutsin{O,t}•-{(O, ... ,O)}areperlectlynonlineara.ndtha.tperfectly 
nonlinear Boolean functions are not balanced. 

Thischa.ptershowsthat,foreveryoddn~ 3, all Boolean functions 
with n variables that satisfy the PC with respect to all but one elements 
in {O, lf- {(0, ... ,0)} are constructed from all perfectly nonlinear 
Boolean functions with n -1 variables. It also presents, for every even 
n;:. 2, a. necessary and sufficient condition for a. Boolean function to 
sa.tisfythePC withrespectto allbutthreelinearlydependentelcments 
in {0,1 )"- {(0, .. ,0)}. It shows that, for every even n;:. 4, all 
Boolean functions with n variables that satisfy the PC with respect to 
all but threelinea.rlydependentelementsin {0,1}"- {(0, .. ,0)} are 
constructed from all perfect ly nonlinear Boolean functions with n - 2 
variables 

Third, this chapter discusses Boolean functions with n variables 
satisfying the PC of degree n- 2. It shoW!! that, for every even n;:. 4, 
Boolean functions with n variables satisfying t he PC of degree n - 2 
areperfectlynonlinea.r,a.ndthat,foreveryoddn;:,J,theysatisfythe 
PC with respect to all but one elements in {0,1}"- {(0, ... ,0)}. 

Finally, some relationships between the PC and the SAC are pre­
sented. Itisa.ppa.rentfromthedefinitiontha.tthesetofBoolea.nfunc­
tions that satisfy the PC of degree 1 coincides with that of Boolean 
functions that satisfy the SACoforderO. It hllll been shown that the 
Boolean functions that satisfy the SAC of order n - 2 are perfectly 
nonlinear[AT90j. 

This chapter shows, for every odd n ) 3, that Boolean functions 
with n variables that satisfy the PC of degree n- 1 satisfy the SAC of 
order 1, while those satisfyiug the PC of degree n -2 necessarily not 
and thM there exist Boolea.n functionswi~h n variables satisfying the 
SAC of order 2 and not satisfying the PC of degree n- 1. For every 
even n ~2,itshowstha.t perfectly nonlinear Boolean functions with n 
variables do not neces.<~a.rily satisfy the SAC of order l. [t a.IS(> shows 
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that Boolean functions with n variables that sat isfy the SAC of order 
n-Jdo not necessarily satisfy the PC of degree 2 for every n ;;,:J. 

Section2.2contains thedefinitionsofnonlinearitycriteria.Section 
2.3 ill devoted to the discussion of Boolean functions with n variables 
satisfying the PC with respect to all but one elements in {0, 1}"­
{(0, . .. ,0)}, andthosesatisfyingthePCwithrespecttoallbut linearly 
independentelements in{O, l}"-{(0, .. ,0)}. Section2 .4discussesthe 
construction of Boolean functions satisfying the PC with respect to all 
but one or all but three elements in {O,Ir - {(0, ... ,0)}. Section 
2.5 discusses Boolean functions with n variables satisfying the PC of 
degree n- 2. Section 2.6 shows the relationships between the PC a.nd 
the SAC. 

2.2 Preliminaries 

2.2.1 Wals h Trans form and Boolean Functions 

Let R andNdenotethesetofrealsandthesetofintegers,rcspectively 

Definit ion 2.1 Thll Walsh transform of a. real-valued function j 
{O,l)" ..... R is 

(W(fl)(w) ~ L 11•11-W', 
•EIO,lf " 

where :r:"" (:r:1,. ,:r:.), w "" (w~.. •"-'•) E {0,1)" and ...,.z; denotes 
thedotproduct .... 1t 1 $ ··· $...,.:r:.. D 

For simplicity, (W{f))("-') is often denoted by F(w). The inverse 
Walsh transform is 

f(t) "" (W"" 1(F))(t)"" f.- ... E~t)" F ("-') (- 1)'"'"'. 

The Walsh transform can be represented in a matrix form [Rue91] 
For j {0, tr ..... R , let j(i) denotll j( :r:~. .. . ,:r:.) when :r: 1 + :r:12 + 
··· + :r:.z·-' = i. Let [f)"" [f(O),j(l), ... , j(2"- 1)) and {F ] "" 
[F(O),F(l) , .. ,F(2" -I)). The Walsh transform is represented as 

IF1 ~ IJIH., 
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where H~ denotes the Hadamard matrix of order n H~ is defined 
recursively by 

Ho = [1], 

H. " [H._, H._, l 
H~-1 -H._, 

H~ is a 2"x 2" symmetric non-singular matrix, and its inverse is 2-•u •. 
TheiuverseWalshtransformisrepresentedas 

A Boolean function is a function of the form f: {0,1}"-> {0,1}'" 
f {0,1}" ..... {0,1}'" is cal led Boolean function with n inputs and 
m outputs. Let B .... = {/I/: {0,1}" ...... {0,1}'"). For simplicity, 
we denote B. ,, a.s B. and call an Boolean function with n inpu i.S and 
1 output Boolean function with n inputs. Boolean functions with n 
inputsarealsocalled Boolean functions with n variables. 

A normal form of representation is defined for Boolean functions 
with n variables. Le t N = {l , ... ,n}. 

Definition 2.2 The algebraic normal form of a Boolean function IE 
B~ is a type of representation of I such thai 

EB au, .... ,;,J;t";, · · · ;t;., 
j;, , ... -,)EpjN) 

{i~~~~ ~~)Ei~~). power set of N, and aj;, , ... ,;of E {0,1} for ever~ 

Every Boolean function can heuniquelyrepresentedinanalgehra.ic 
normalform,andanytwodifferentBoo\ean fun ctionscannotherepre· 
sentedinas.amealgehra.ic normalform. 

The Walsh transform can be applied to Boolean fu nct ions in B. 
when they are considered to be real-valued functions. For the analysis 
of Boolean functions, it is often convenieut to work with j: {0, 1}~ ...... 
{-1.1}, where j(;t) ~ (-l)fl•l. The Walsh transform of j is 

t(wl = L i(;t)(-tl"'·· = L (-l)' (•}$w·•. 
•E\0,1)" >E\0,1)" 
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Definition 2.3 The autocorrelation function of a Boolean function I : 
{0,1}~-. {0,1} isCr: {0,1}~-. N such that 

c,(zl= L hr)i(xez), 
<E]O ,l)" 

where xEf)z denotes(x1 @zl> .. ,x~Eflz.) 

Proposition 2.1 shows a relationship between the autocorrelation 
fun ctionoffandthcWalshtransformof/. h statesthattheinverse 
Walshtransform off 2 isC1. 

Proposition 2.1 For any Boolean function f, C1 = w-1(f'l) 

Proposition 2.2 shows that the sum of fr'l(w)'sisconstantforevery 
Boolean function f. 

Proposition 2.2 For any fEB~, L P 2(w) = 22~. 
w€{0,1)" 

2.2.2 Nonlinearity Criteria for Boolean Functions 

For a setS, let lSI denote the number of elements inS. Let v. = 
{0,1}"- {(0, ... ,0)} 

Definition 2.4 A Boolean function I E B. is balanced if and only if 
l{zl/(z) = OJ I = l{xl/(x) =I }I= 2.-~. 0 

An affine Boolean function h E B. is a Boolean function of the form 
of 

where <.'1'; E {0, 1} for 0 ~ i ~ n. The set of affine Boolean fun<> 
tions with n variables is denoted as A~. The number of affine Boolean 
functionswithnvariabl es is2H1• 

The distance between two Boolean functions, I and g, with the 
samenumberofvariables,isd(J,g)=l{xll(x)#g(z)}l. 

The nonlinearity of I E B. is the minimum distance between I and 
hE A •. 
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Definition 2.5 The nonlinearity off E B. is ~i~d(f, h) 

The nonlinearity of /E B. can be represented with F. 

Proposition 2.3 The nonlinearity off E B. is 

2"-'- ~ .. ~Wf1.ltcwl l -

WebsterandTa,·ares[WT86jdefinedthestrictava.l.anchecriterion 
for a design principle of substitution boxes of the DES. For any a E 
{0, 1r, let JV(a) denote the Hamming weight of o, that is, the number 
ofl'sino. 

Definit ion 2.6 A Boolean function f E D. is sa.id to satisfy the strict 
avala.nchecriterion(SAC)ifandonlyif /(x)$/(x$o)isbalancedfor 
anyae{O, l }"suchthatW(o)=l. D 

Fora Boolean function satisfying the SAC, any 1-bitchangeofin­
putscausesthechangeoftheoutputwithprobabilityl/2 

Let f( x 1 , ... ,x0 ) E B •. For any il>····i,. such that l ::;; i 1 < 
i, < · · · < i.,. ::;; nand b~o ,b,. E {0, 1}, le~ I ] •. , .. l ....... ; ~ .. ._ e 
D._,. denote thesubfunction of I obtained by substituting b1, ••• ,b.,. 
for :r: ,, , .. ,x , ~, resp-ectively. 

Forre !For90] extended the notion of the SAC and defined the SAC 
of higher orders. The original definition by Forre was simplified by 
Lloyd !Llo91] . 

Definition 2.7 !Llo91] A Boolean function I E B. is said to sat· 
isfy the strict avalanche criterion oforderm if and only if, for any 
•1. .i,. such that I ::;;;1 <i1 < ··· <i,.::;; nand bh··· ,b,. E {0,1}, 
I ],;, •l, .... •;~ ·._ e B._,. satisfies the SAC. 0 

it is obvious from the definition that the original SAC of Definition 
2.6 is equivalent to the SAC of order 0. The value of a. function sat­
isfying the SAC depends on all of its varia.bles. LloydjLlo91] proved 
that the functions sa.tisfying the SAC of order m also satisfy the SAC 
oforderkfor everyksuchthatO::o;k<m 
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Let SAC.(m) denote the set of IE B. satisfying the SAC of order 
m. It is apparent from Definition 2.6 that every I E B, U B1 does not 
satisfy the SAC. Thus, SAC. (n- I}= SAC.(n) = 0 for every n. 

Definition 2.8 [MS90) A Boolean function IE B. is perfectly non!in· 
earifandonlyifl(x) $ l(x $a) isbalancedforanyaE {0,1}" such 
that 1 ~IV( a)~ n. 0 

For a perfectly nonlinear Boolean function, any change of inputs 
causesthechangeoftheoutput with probability 1/2. 

Thefollowingpropositiondirectlyfollows fromthedefinitionofthe 
autocorrelationfunctionandtheperfectnonlinea.rity. 

Proposition 2.4 Let I E B • . I is perfectly nonlinear if and only if 
C1(z) = 0 for every z E V. 0 

MeierandStaffelba.ch[MS90]proved thatthesetofperfec tlynonlin· 
ear Boolean functions coincides with the set of Boolean bentfnnctions 
defined by Rotha.us[R.ot76]. 

Definition 2.9 Let IE B •. I is defined to be a Boolean bent function 
if and only if lf(w)l = 2"12 for every wE {0,1}• 0 

Proposition 2.5 Let I E B •. I is perfedly nonlinear if and only if 
lf(w)l= 2"/1 foreverywe {0, 1r. o 

Preneel, et a.l .[PLLGV91] extended the notion of the perfect non· 
linearityanddefinedthepropagationcriterion. 

Definition 2.10 A Boolean function I E B. is said to satisfy the 
propa.gation cri terion(PC)of degree kifandonlyifl(x)ef{xea) is 
balanced foreveryaE {0, 1}" such that 1~ W(a) ~k 0 

Let PC.(k) denote the set of Boolean functions with n variables 
satisfying the propagation criterion of degree k. PC.(n) is the set of 
perfectly nonlinear Boolean functions with n variables. 

Defin ition 2.11 A Boolean function I E D. is said to satisfy the 
propagation criterion( PC) with respect to A o:;; v. if and only if l(x) e 
l(x$a ) is balanced for everyaEA. 0 

Proposition 2.6 Let IE B. and A o:;; V •. I satisfies the PC with 
resp-ect to A if and only if C1(z) = 0 for every z eA. 0 
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2.3 Propagation Criterion of Boolean 
Functions 

2.3.1 Propagation Criterion of D egree n - 1 

In this section, weinvestigateBoo!eanfunctionsthatsatisfy the PC of 
degreen-1. 

Webeginbypresentingatheoremthatgivesanecessa.ryandsuffi­
cientconditionfor fEB~ to satisfy the PC with respect to all but one 
dements in V ~· Before presenting the theorem, we prove two simple 
lemmas. 

For (I "' ((1 1 , •• ,(I~) E {0,1}~, let dec{ (I)"' (1 1 + 2(1 2 + · .. + 2~- 1 (1 0 

Lemma 2.1 Letm ;<!:Obean integer. Theintegersx,y ;<!: Osatisfying 
the equation 

x2+Y2"'2'" 

• for even m, x"' 2,.12 andy"' 0, or :r = 0 andy= z .. n, 

(Proof)lfoneofzandyis0,thenmisevenandtheotheris2'"11. 
If we assume that :r # 0 andy# 0, then, we can represent :rand y 

:r = 2'•q., y "'2'•q,, 

respectively,wheree,;<!:O,e,;<!:O,andq,;<!:l,q,;<!:lareodd. Without 
!ossofgenerality,itcanbeassumedthate,;<!:e,;<!:O. Then, 

21••q,2+22•·q,1 = 2'" 
q,1+22[•,-•.)q,1 = 2'"-2'• . 

Since q,1 + 21(•,-• . lq,1 ;<!: 2, m- 2e, ;<!: 1, which implies that q,1 + 
2*•-•·lq,1 is even. Thus, e,- e, =Osinceq, andq, are odd. For 

q,1+q,1= 2'"-1'• , 
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since q,7 + q,1 is a multiple of 2 but not of 4, m- 2e. "' I Hence, 
f , "'e, = (m- 1)/2 and q. = q, = I This implies m is odd and 
X"' y=2("~1)/l 0 

Lemma2.2 For every /E B., 

(Proof) This lemma directly follows from Proposition 2.1. 

The followingthcoremprcsen\sanecessaryandsufficien\condition 
for a Boolean function to satisfy the PC with respect to all but one 
elements in V. 

Foreveryb= (b1 , .. ,b.)E {O,lf,letv.denotethe(dec(b)+l)-th 
column vector of H.,andlet/1 (:~: 1 , .• ,x.)=b1x1 E!l·· · E!lb.r. 

Theorem 2.1 Let bE v •. f E B. satisfies the PC with respect to 
v.- {b) if and only if, 

• for even n): 2, lf(w)l = 2"11 foreveryw E {0,1}", 

• foroddn):3, 

I• 1- ( 2(o+l)/l ifb · w = O 
F(w)- 0 ifb ·w=I, 

I. 1- ( 2(o+tl/2 ifb ·w= 1 
F(w)- 0 ifb ·w=O. 

(Proof) j E B. satisfies the PC with respect to v.- {b) if and only if 
Ct(a) = 0 for every a E v.- {b). Thus, from Lemma 2.2, [f2] can be 
represented as 
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:oh:e(;;~ ;"v~T)/: ::~~~~ ~·(:~o~.i~/;. a;~e~:· [f~f:~~~~~-tot;~ 
represented as 

~d 

u1 = (/,(0), ... ,/,(2" - 1)), 

fl(w)= ( Co !fb.,v=O, 
c1 1fb ·w= 1 

Let ji'(w)\ = h for every w such that b · w = 0, a nd jF(wJ\ = f1 
forevcrywsuchthatb·w=l. Since L; fr'l(,.,) = 21", 

wE{o,q~ 

Hence, fromLcmma2.1, 

• When n is odd, f 0 = O, t , = 2(HI)/2 , or f o = 2(a+l)/l, f 1 = 0. 

Thetheorcm hil.Sbeenproved 

Boolean functions in B. sat isfying the PC with resped to V. -
{(1, ... ,1)} are the ones satisfying the PC ofdegreen -1. Thus, the 
following two corollaries are immediately de rived from T heorem 2.1. 

Corollary 2.1 For evl"n n ~ 2, PC.(n- 1) = PC.(n) 
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Corollary 2.2 For odd n ;>- 3, f E PC.(n - l ) if and only if, 

li'wil= f21••')/' ifW(w)i••'" ( \0 tfW(..,)Lsodd, 

I
FW 1- J 2(Hl)/l ~f\V ("') is odd 
() -\0 lf\V(..,)iseven. 

Corollary 2.3 Let n ;>- 3 be odd and bE v •. Iff E B. satisfies the 
PC with respect to V.- {b), then 

f(x)Wf(x(Jlb):Oorl. 

(Proof) For odd n ;>- 3, iff E B. satisfies the PC with respect to 
V.- {b) , then, from the proof of Theorem 2.1, 

c1(0)+C1(b) = 2" .. 1 

C1(0)-C1(b) = 0, 

C1(0) + C1(b) = 0 
c1(o)-Ct{b) .. 2•+~. 

For the former case, C1(b) = 2", and for the latter case C1(b) = -2". 
C1(b) = 2" and C1(b) = -2" implies that j(x) e j(x e b) := 0 and 
f(x)ej{x eb):: l,rcspectively. o 

From Theorem 2.1 and Proposition 2.3, the following corollary can 
be derived immediately. 

Corollary 2.4 Let n ;>- 3 be odd. Iff E B. satisfies the PC with 
respect to all but one elements in V., then the nonlinearity off is 
2•-L -2(•-L)/2. 0 

Theabovecorollary statesthat,foreveryoddn;>-3, thenonlinear­
ity off E B. which satisfies the PC with respect to all but one elements 
in v. arehighanduniquelydetermined. 

TheparticularcaseofCorollary 2.4isas follows. 

Corollary 2.5 Let n ;>- 3 be odd. Iff E PC.(n -1), then the nonlin­
earity off is 2" - '-2(•- L)/2. 0 



18 Chapter 2. Nonlinear Boolean Functions 

2.3.2 Propagation Criterion with Respect to All 
or All but One Nonzero Elements 

This section is devoted to a necessary and sufficient condition for a 
Boolean function in B~ to satisfy the PC with respect to all nonzero 
vectors for even nand with respect to all but one nonzero vectors for 
oddn 

Lemma 2.3 Let k be any integer such that I ~ k ~nand b1, ... ,b~ E 
{0,1 }" belinearlyindependent.letr1 •... , rt E {0, 1}. The number of 
elements in {0,1}" satisfying 

J ,,,(,,, ,<.) ~ "' 

l h,(x ~o ... ,x.) - r, 

Theorem2.2 Letnandkbeanyintegerssuchthat n~2and 1.;;; 
k ~ n. Let b,, ... ,b~ E {0,1}" be linearly independent If IE D. 
satisfies the PC with respect to V.-{b1, ••• ,bt }, then, 

1. when n is even, IE PC.(n). 

2. when n is odd, for some i such that 1 ~ i ~ k, I satisfies the PC 
with respect to V.- {b;}. 

(Proof) From Proposition 2.6, I satisfies the PC with respect to V • -
{b,, ... ,b~ } if and only if c,(a) = 0 for every o E v.- {b~o ... ,bt} 
ThusfromLemma2.2, [PJ can be represented as 

Let llo = vo'' and u, "'( t~t~T +v1?)/2 for everyi such that 1 ~ i.;;; k, 
then we can rewrite [frl ] &!! 
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where 

Since 

C1(o)-tc1(b,), 

c; = 2C,(b;). 

uo = [1, .. ,1], 
u; = [l $ 1. , (0), .. , 1 $1•,{2~- l )]forlo;;;io;;;k, 

and lk is balanced for every b; E V~, 

Thus, 

L F1((<}) = 2"eo + 2~- 1 {c, + ·· + ct) = 2~" . 
... £!0.1)" 

2eo+c1 +·· ·+ct = 2""". 

From Lemma 2.3, there exist some wE {0, I}" such that 

.t~{w) =Co 

19 

There also exist some wE {0, 1r such t hat, for any j such that I .;;; 
j (kand i 1 , ,i; such that l o;;;i, < ··· <i; ( k, 

fr2((<) ) =eo+c;, + ·· · +c;;· 

for the rMg where n js fvtp Since 2Co + c1 + · · · + Ct = 2" ... 1, 

eo+(eo+c, + ... +ct) 2"+1 
(co+c1)+(eo+C') + ... +ct) 2"+1 

(cu+ct)+(co+c,+ ... +c•-d 2" +1, 

fromLemma2.1, 

eo=co+c1= ··=co+ct =2", 

Thus, 
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Hence, forevery~.o~E {0,1}", 

I'H - ,.,,_ 
For the eM!) where n js pdd From Lemma 2.1, 

co = Oorz•+~, 

and, for any j such that 1::,;; j ( k and i 1 , •. ,i; such ~hat 1 ( i, < 
.. . < i, :s;; k, 

eo +c,, + ·· · + c,, = 0 or 2~ +! 

(i) lfwea.ssumethatco = O,then 

Sincceo+c; =Oar 2"+1 foreveryi such that 1 :!0 i:s;; k, 

c,=Oor2"+1• 

Thus, only anyoneofch····clis2"+1 andtheothersarea.IIO. Hence, 
forsomeb;, 

I. 1- J 2(•+•)/2 ifb;·w = O 
F(w) - \0 ifb,·w:ol. 

(ii) Ifweassumethat co = z•+•, then 

co+c, + ··· + ct = 0 

Sinceco+ c; =0 or 2-+ 1 for every i such that 1 ( i( k, 

Thus,on\yanyoneofch····'•is -2.,. 1andtheothersareall0. Hence, 
!or some b., 

I. I- f z(•+'ln ifb;·w = 1 
F(w) -\0 ifb,·w = O. 

Hence,thethroremhasb~nproved. 
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2.4 Construction of Boolean Functions 
Satisfying the PC 

This Sl'!dion givell an exad characterization of Boolean functions wilh 
an odd number of inputs that satisfy the PC wi th respet:t to all but 
one nonzerovet:tors. It also gives an exact characteri1.ation of Boolean 
functions with an even number of variables t hat satisfy the PC with 
respet:ttoallbutthreenonzerovet:tors. Themotivationofthisresearch 
is a method in [SZZ93] to const ruct balanced Boolean functions with 
a.n odd numberof variablesthatsa.tisfy the PC with respect to all but 
one nonzero vectors and that to const ruct balanced Boolean functions 
with an evennumberofvariablesthatsa.lisfy the PC with respect to 
allbut lhreenonzero\·ectora 

2.4.1 Boolean Functions with an Odd N umbe r of 
Variables 

This section pr~nt.s,foroddn ;:J: 3, aspet:t ralprop-ertyofBoolean 
functions in B~ that satisfy the PC with respect to all but one elements 
in V •. This is an exact characterization of such Boolean fu nctions. 

Seberry,etal.[SZZ93[ presentedasimplemethodthat, foranyodd 
n;;!: 3, generates balanced Boolean functions in B. satisfying the PC 
with respect to all but one elements in V. from Boolean functions in 
rc._,(n-1) 

In this section, it is shown that, for every odd n ;;a: 3, one can 
construct al l Boolean functions that satisfy the PC with respect to all 
but one elementa in v. from all Boolean functions in PC._ 1(n- l}. 
ltalsogivesaconstructionmethodthalisslightlydifferentfromthe 
method ofSeberry, eta!. and that reHectsspectralproperties. Some 
resultsarepresentedforthenumberofBooleanfunctions satisfyingthe 
PC with respect to all but one nonzero vectors. 

A lemma is proved which is a basis of the following discussion. It 
statell that, for any a E V~ , for each column v of the matrix constructed 
from i-th rows of H. such that the dot product of a and the bina.ry 
representationof i isequaltoOorl, thereexistsaco\umnin H. - 1 

that is equal to v or -v. 
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We define some notations. For a matrix M, let coi(M, i) be the i-th 
column of M. For a "' (o1 , •• ,a~) and 1 ~ i ~ n, let (a), denotes 
(o, .. , o, ) 

Lemma 2.4 For every a E V., let K. (a,O) and K. (a, 1) be 2•- J x 2" 
matrices that are constructed by removing all (dec(l<l)+ l )-throwsof 
H., where a ·"'"' I and a ·"'"' 0, respectively. Then, 

• foreachcolumnvofH.-!.K.(a,O)ha.stwocolurni\Sthatisequal 
to v, and K. (a,l) has vand - v, 

• for everyi such that 1 ~ i ~2", 

coi(K. (a,O),i)=coi(K.(a,l),i) 

coi(K. (a ,O),i) = -roi(K.(o,l),i). 

(Proof) We prove the theorem by induction. When n"' 1, since Ho "' 
[1[ and 

H, "' [ ~ -~ l ' 
K,(1 , 0) = [1,1[ and K1(1,l) "' [1,-1). T he theorem is proved for 
11 .. 1. 

For n ~ 2, we consider the following two cases· One is the case 
wherea.=O and the other is the case where a.= 1 

Forthecasewhereo - 0. Since 

and 

H. ~ I H.. . H._,]. 
H._, -H._, 

K.(o,c) =I ~·-•((a)•- l • c) /~·-•({a)._,,c) l 
Ro- J((a}._1 ,c) -/\~_ 1 ((o) ._ 1 ,c) 
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for c = 0, 1. When c = 0, from the inductive assumption, for every 
column of H. _z, K~-J((u}._ 1 ,0) has exa.<:tly two columns which are 
equal to it. Thus,bypermutingthecolumnsofK.(u,O}, 

[ H•-1 H.-1 H.-2 "·-1] 
H~-1 H.-1 -H.-z -H.-z 

is obtained. This implies that, for each column of Ho-h K~(a, O) hru:< 
exa.ctlytwocolumnswhichareequa.ltoit. 

When c= l,foreverycolumnv'of "·-1· K.- 1((a)._ 1, l )hasv' 
and -v'. Thus, for ea.<:h column v of H.- 1, K.(a, l) has v and -v. 

ltisa.lsoeasilydcrived fromth e inductiveassumptionthat,for every 
isuch that 1 ~;~ 2", 

coi(K.(a,O),i)=±coi( K.(u,1) , i). 

For theca.sewhereo. - 1. !fa= (0, . . ,0,1), then 

K.(o,O) • I H •• , H •• ,], 

K.(o, l ) = I H •• , - H •• , J 
Jtisapparentthatthetheoremholdsforthiscase. 

lf a"t (0,. ,O,l),since 

a·(w1 , ... ,w0 _ 1,0)=a·(w1, .. ,W0 -~o 1 )$1, 

J'( ) - [ K •• ,((o)._, ,,) K •• ,((o)._,, ,) l 
' • a,c - J(o-~((a)._ ,, 1 $c) -1{0 _ 1((a)._ 1 ,1$c) 

forc=O,l. Since, for every j such that I ~j ~ 2"- 1, 

coi(K.-J((u)._,,O),j)= ±coi(K.- 1((a)._ 1 , 1),j), 

thereexists some2" x2"non-singula,matrix Jl suchthat 

K.(a,c) J1 = [ J~•- l((a). _ 1 ,c) K.- t((a)._,,c) l 
1•~-J((a)._,,c) -K.- t({a)._,,c) 

Jlisamatrixthatexchanges/-thand(/+2"-1)-th calumnsofK.{a,c) 
for every /such that 1 ~ /~ 2"- 1 and 

co/(I(.-~(a,l$c),l)=-coi(K.- 1 (a,c) ,l) 

This ill the same case a.s the one where a. = 0. Hence, the theorem ha.s 
heenproved 0 
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Anexampleof Lemma.2.4isgivenbelow 

Example 2.1 Let n = 4 and a= (0,1,0,1) Let H.= [vt, .. ,vttl 
and H, .. [vh .. ,v,]. Then, 

K,(o,O) [•: o; •: o: •:o o:, •:, •:,[' 
[v, t'l vs Vt v, V4 v,. v! 

v5 v6 v 1 II;) t>r va v, v4 ], 

K, (o,l) [•: •: o; o; o; o:, o:, o:,[' 
( v1 II;) - v5 - v6 v, v• -t>r - v. 

vs Vt -v1 -II;) v,. v, -VJ -v4 ] . 

For each column v; of H3 , K,{a,O) hastwocolumng that are equal to 
v,andK4{a,l) ha.sa.columnthatisequaltov;andacolumnthatis 
equal to -v, 

l{r{ O) ")-J coi(K.(o,l),~) fori = l,2,~,6, 9,10, 13,14 
co '• 0 ' ' 1 - \ -coi{K.(o,l),l) fori = 3,4,7,8,11,12,15,16 

The following theorem implies an injective mapping from the set of 
Boolean functions in B. that satisfy the PC with respect to all but one 
nonzero vectors to PC._1(n -1) for odd n;;J= 3. 

Theorem 2.3 Let n ;;: 3 be odd. Let I E B. and b E V •. Suppose I 
satisfiesthe PCwithrespecttoV.- {b}. Fora,, .. ,al•-• E {0,1)" 
such that 0 o:;: du(al) < · · · < du (a2--•) !0; 2"- 1 and f (a , ) # 0 for 
I !0; i!O; 2"- 1, letlw E D. _, be defined as 

[iw(O), ... ,}w(2H -1)] = ~ [f(a1), .. ,f(a2"-•)] . 

Then, lw is perfectly nonlinear. 
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{Proof)Fromthedefinition oftheinverse Walshtransform, 

F lt(Oi, ... ' F(2"- til H. = [iiOi ... ,i(2"- til· 

Since/satisfies the PC with respect to v. - {b}, 

Thus, 

I
. 

1
_ J zl•+l )/1 ifb·<.i=O J 2(Hil/l ifb ·<.i=l 

F(<.i ) - \ 0 if b • ..,= 1 or\ 0 ifb · <.i=O. 

,Z. It(o.),. .. tl••·-•iiK.(b,oi - li!Oi, .. .il2"-til 
liw(Oi, .. ,iw(2•-• -til K,(b,oi = 2Yij(Oi, . ,i(2" -til· 

where c = 0 or c = 1. From Lemma 2.4, for K~(b,c), there exists a 
non-singular 2" x 2"·matrix n such that 

K.(b, c) n = [ H.-I (-J)<Ho-1 I 
n tlXcha.nges columns of matrices when operated from the right of them. 
Hence, 

[iw(Oi,.. ,iw(2"'' -til [ H,., (-ti'H,. , I = 
'""li!Oi, .. ,i(2" - ti] rr. 

This equation shows that , for every wE {0,1}"-1, 

This completes t he proof 

The following theorem states that the mapping in Theorem2.3i! 
surJective. 

Theorem 2.4 Let n ;>- 3 be odd and g E B0 _ 1. Let o 1, ... ,oz.-1 E 
{0,1}", bE v. ami c E {0,1} such that 0" dec{od < ··· < 
dec(o2· - ~) ~ 2"-1 andb·o; = cfor l ~ i" z·-1. Letf: {o,tr ..... N 
be defined as 

f..,_ f 21•+')/lg(i -1 ) if..,=o; 
{ ) - \ 0 otherwise 
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and j = (W'"1(f)). If g is perfe<:tly nonlinear, then j {0, q• .... 
{-1,1} and f satisfies the PC with respect to V.- {b}. 

(Proof) Since f(w) = 0 when w Fa, and b • o; = c for l ~ i,;;; z•-l, 

ljl - j; IF(O), ., F(2'- 111 H. 

= Flf(a,), ... ,i'(o2•-•)] f(. (b,c) 

= ~[!9(0), ... ,g(2"- 1 -l)] J(.(b,c) 

From Lemma 2.4, for K.(b,c), there exists anon-singular 2" x2"-matrix 
Osuch that 

K 0 (b,c) II= [ Ho-I (-J )<Ho-1]· 

II exchanges columns of matrices when operated from the right of them. 
Hence, 

VI rr - ,i,r l;(o), ... ,i(2'-' -11[[ H, _, (-l)'H,_, I 
= ,i,r I G (-l)'G I 

Since IG(w)l = z""r- for everyw E {O,l}"-1 , j: {0,1}"...., {-1, 1} and, 
from Theorem 2.1, f satisfies the PC with resped to v.- {b) 0 

From Theorem 2.3 and 2.4, it is obvious that the algorithm below 
generales all the Boolean functions in B. that satisfy the PC with 
respect to all but one nonzero vectors from all the Boolean functions 
in PC. _1(n-1) for odd n ~3. 

Algorithm2.1 

input p€ PC.- 1(n-1), be v. for odd n ;>-3. 

output /o,!J E B. that satisfy the PC with respect to v.- {b). 
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procedure 

1. LetcE{O,l}anda~, .. ,a~.-,e{O,l}~6nchthat 

oo;;:; dec(an,:; . . o;;:;dec(al--·l,:; 2" -1, 

and, for 1 ,:; i,:; 2~-•, 

2. Let 

b · a~= c. 

. ( 2(•+1)/lfo(i-1) if~ =a" 
F.(~) - 0 otherwi~, 

wheref.=W(/:) 

3. "'' [i,[ ~ f.-lt,J H. 

For Algorithm 2.1 , since 

t ,(O):o L (-t)f•(•)=O, 
• E\0 .1)" 

j, is balanced, and fo is not balanced since fo(O) # 0. For every 
p E PC. _,(n- l) and bE v. , let Alg.(p,b) denotes the set of the 
Boolean functions obtained by the above algorithm, which satisfy the 
PC wi th respect to V0 - {b). Since H~ is non·6ingular, for any different 
pairs (p,b) and (p,ll), Alg.(p,b)nAig.(p,ll) = 0. Thus the following 
corollarycanbeobta..ined. 

Corollar y 2.6 For every odd n ;;J: 3, the number of Boolean functions 
in B. which satisfy the PC with rl'!lpect to all but one elements in V ~ 
is 2(2"- l)IPC._ 1(n- 1)1, and the half of them are balanced 0 

In particular, for t he Boolean fu nctions with n variables satisfying 
the PC of degree n -1, the fol!owing corol!ary is derived. 

Corollary 2.7 For every odd n;;J: 3, 

• !PC~(n- I )l = 2IPC._,(n- 1)1. 

• the number of balanced functions in PC.(n-l)is IPC._ 1(n-l)l 
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2.4.2 Boolean Functions with a n Even Number 
of Variables 

Theorem 2.2 says that , for even n ~ 2, Boolean functions which satisfy 
the PC with respect to all but one or two nonzero vectors are perfectly 
nonlinear,becauselessthanthr~differentnonzerovectorsareal"·ays 

linearly independent. 
Seberry,etal.[SZZ93] presentedamethodforconstructingbalanced 

Boolean functions satisfying the PC with respect to all but thr~ ele­
ments in V. for every even n ~ 4. Their re5ult is optimal in the sense 
that there exist no balanced Boolean functions which satisfy the PC 
with respect to all but less than three nonzero vectors. Perfect ly non­
linear Boolean functions are not balanced. 

P roposition 2. 7 (SZZ93] Let n ~ 4 be even. For any pair of bl> ~ E 
V. such that b1 "'b,, there exist balanced Boolean functions in B. 
satisfying the PC with respect to v.- {b 1 ,~,b1 $~}. 0 

lnthissection,forevenn ~4,anexa.ctchara.cterizationispresented 
of Boolean functions in B. satisfying the PC with respect to all but 
three linearly dependent elements in v •. A method of construction 
of such Boolean functions are also presented, and some relationships 
betwcen the number of them and that of perfectly nonlinear Boolean 
fu nctions are given 

First, we present two simple lemmas. 

Lemma 2.5 There exist no positive integers :r, y, z and m such that 
:r2 +y'+z1 =2,. 

(Proof)Supposethat::r,y,zarepositiveintegers.Then ,::r,y,zcanbe 
represented as 

:r: 2''q,, y = 2••q,, z ,.z••q,, 
where e,c,,e, ~ 0, and q1,'h,q1 are odd integers. Without loss of 
generality, it may be assumed that 0 !>; e1 ( e1 ( e1. If x2 + y2 + z1 ,. 

2'",then 

22"q/+22''ql2 +22'•q/ 2'" 

q,' + z1(•• - •dq22 + 2'(••-•dq/ .. 2"'-'''. 
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Sincethe!eft-hand sideoftheaboveequation is greater than3,m-
2e1 ;) 2, which implies that the left-hand side is even. Thus, e1- e1 = 0 
and e1 -e1 ;) I. Then, 

ql'+q/= 2'"- 2.,- z'<··-·•>q,l. 
Sincebothofq1 andq2 are odd, q12 +q22 is amultipleof2butnotof 
4. This contradicts that m- 2e 1 ;) 2 and 2(e3 - e1)) 2. Hence, the 
!emma has be.:n proved 0 

Lemma 2.6 Let w, x, y, z and m be positive integers. w2 + x1 + r/ + 
z2 = 2'"" if and only if m is even and w = x = y = z = 2("'-2l12. 

(Proof)Supp-osethat w, x, y, z arepositiveintegefli. Then, they are 
ab!etoberepresentedas 

W = 2"q., X= 2''Q?, y = 2"QJ, Z = 2'' ql, 

where e ,, e, ,e,, e,;)O,andq~, rn,q1 ,q, a.reoddintegers. Without loss 
ofgenerality,itmaybea.ssumedthatO:S;; e1 :S;; e2 :S;; e3 :S;; e,. Since 
w2 +x'+!/+z' =2"' , 

22''q, 2+22'•q,2 +22''q,2 +22"q, 2 = 2"' 
ql' + z'<·· -•dq/ + zll•o -•.lq,' + 2'(•o-•dq/ = 2"_ ,,,. 

Sincetheleft -hand sideoftheaboveequation is greater than4, m-
2e, ;;;= 2. Sincetheleft-hand sideiseven,e1 -e1 = 0. Thus, 

q,, + q2' + 2,< .. - •dq,' + z'''· - ••>q/ = 2 .. -,,, 

Sinceq11 +q-/isamultipleof2butnotof 4 and2"'-1' 1 is a multiple 
o£4, e,-e, = e, - e1 = Oand 

q/ +q,' + q/ + q,' = 2'" - ''' 

Fori= 1,2,3,4,q, can be represented a.sq; = 2r; + 1, wherer; ;;;= 0 is 
an integer. Hence, 

4(-t,·,(r,+l) +l ) = 2'"-2' 1 

Because t;r,(r, + l )+ l iso<ld, m-2e1 = 2 and r1 = r2 = r, = r, = 0 

Hence, m is even and w = x = y = z = 2<"' - 2l/2. 
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Thefollowingthoorem presentsane<;essa.ryandsuf!icicn\condition 
for fEB. to satisfy the PC with respect to all but three linearly 
dependent elements in V.fore,·en n~4 

Theo~em 2.{; Let n 01: 4 be even and fEB •. Let b~. ~. b3 be different 
elements in v. and belinMrlydependent. f ¢ PC.(n) satisfies the PC 
with respect to V0 - {b1 ,~,b3 } if and only if 

lf(w)j = J z•f?+J ifbl""':"'b-.!·w=bJ·"' = 0 
1 0 otherwise 

jf(w)j = fordifferenii,j. k l z•!HJ if b;·IN = o b; · w "' b~ -w .. 1 

0 otherwise. 

(Proof) fEB. satisfies the PC with respect to v.- (b~.IJ..!,b3 } if and 
only ifC,(o) = Oforcveryo E V.-{bhb:!,b,}. From Lemma 2.2, [t:j 
can be represented as 

[i2] "' c,(O)VoT + Ct(b.)u~,T +Ct(b:)u., T + c,{bJ)v., T 

Le: u0 =!JoT and u, =(!loT +u1?J/2 fori= 1,2,3, then [t2] ca.n be 
wnttenas 

where 

Since 

[i1] = eouo + c1u1 + c~u~ + CJUJ, 

c1(o)- (C1(bd + C1(~J + c1(b3)), 

zc1(b,) 

uo = [1, ... ,1), 

u, "' [1$1..{0),. ,l$1.;(2"-1)) 

fori= 1,2,3, and I•; is balanced for everyb; E v., 

L F1 (~<~) "'2"co + 2"- 1(cl + c, + CJ) = 2'". 
"'€iO.l)" 
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Thus, 

Since 

I c0 +c; if b; =Oand b;·w = 1 for 
P2(w)= i=>1,2,3andjE{1,2,3}-{i} 

c0 +c1 +c2+c, ifb; · w=Ofori=1,2,3, 

from Lemma 2.1, 2.5, 2.6, there are following two cases 

C-2. only one of Co +c1 +'1 + c,, Co +c1, eo +c2 and eo +c1 is 2"+2 

andthcothersareO. 

For C-1, IE PC.(n) 
For C-2, if c0 + c1 + c2 + c3 = 2"+2, then f"l(w) = 2H2 when 

b1 ·w= ~-w= b3 ·w = 0. !feo +e; = 2"+2, then f"l(w) = 2•+7 wheu 
b;·w = 0 aud b;·w"" h·w = I for different i,j, k. Hence, the theorem 
ha.sbeenproved 0 

The next corollary can be proved in thesamewaya.sCorollary2.3 

Cor ollary 2.8 Let 11 ~ 4 be eveu. Let b1, b-.!,~ be different elements 
in V. and be linearly depcnd<!nt. If IE B.- PC.(n) satisfies the PC 
with respect to v. - {b1,b-z ,b3 }, then, for each ofiE {1,2,3}, 

f(r) $ l(r $ b,):Oor I 

(Proof) For even n ~ 4, if I E B.- PC.(n) satisfies the PC with 
respect to V.- {b1,b2,bJ}, then, from the proof of Theorem 2.5, 

c 1(0J + c,(t>t) + c1(b2 ) + c,(bll "" 2•+2 

c,(o) + C1(bl)- C1(b2) - c1(bl) = o 
c,(o)- c1(b 1) + c1(b2)- c1(b3) = o 
c1(o)- c1(bl)- c1(b2) + c1(b3J = o, 
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or, for different i,j,kE {1,2,3}, 

C1(0) + C1(bd + C1(~) + C1(b,) = 0 

c 1(o) + c1(b,)- c1(t.;)- c1 (t.~ J 2• +1 

c1(o)- C1(b,) + c1(b;)- c1(b• l = o 
c1(o)- C1(b,)- C1(b,) + C1(bt) = o. 

For the former case, c,(b1) = Ct(~) = Ct(b3 ) = 2\ and for the 
Iauer case, Ct(b;) = 2• and Ct(b;) = Ct(bt) = -2•. CJ(b) = 2• a.nd 
C1(b) = -2• impli~ that f(:e)$/(:e$b) := Oand /(x)Gl/(x iDb) ;;; 1, 
respectively. Cl 

The following corollary can be easily derived from Theorem 2.5. 
This presents a spectral property of the balanced Boolean functions 
satisfying the PC with resped to all but thr~ element~~ in V. for every 
evenn;>-:4. 

Cor ollary 2.9 Let n ;l: 4 be even and fEB •. Let b~> l>.!, b, E V. 
be different andlinea.r\ydependent. /is balanced andsatisfie~the PC 
with respect toV.- {b1 ,~,b1 } if and only if 

• ( z•/2+ ! ifb;·w."'O,b; · w=bl·w=l for different 
IFiwil = ;,j,ke (1,2,3} 

0 otherWise. 

Corollary 2.10 Let n ~ 4 be even. The nonlinearity of any balanced 
Boolean function in B. satisfying the PC with respect to a.ll but three 
elements in v. isz•- 1 - 2•/2 

(Proof) This corollary directly follows from Proposition 2.3 and Theo· 
-u a 

Seberry,ctal.[SZZ93] proved thMthenonlinearitiesofbalanced 
Boolean functions satidying the PC with respec:t t.o all but three nonzero 
vec:tort~areat least z•-1 -2"11. Corollary 2.10 determines the nonlin· 
earity of balanced Boolean functions satidying the PC with resp«:t to 
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all butthreenon~erovectorsuniquely,andshowsthatthelowerbound 

ofthenonlinearityofSeberry,etal. is optimal. 
In the foUowing, it is shown tha.t, for every even n ;<!: 4, one can 

construct all Boolean functions that satisfy the PC with respect to all 
but th ree linearly dependent vectors in V~ from all Boolean functions 
in PC~-l(n - 2). 

A lemma is proved for the basisofthefollowingdiscussion. 

Lemma 2.7 Let n;;!: 2, a= (a, ... ,a.),b = (b1, ••• , b.) E v. such 
that a -F bandc,dE {0,1}. Let K.(a,c;b,d) bea2• - 2 x 2" matrix 
that is constructed by removing all (du(w) + l)-th roW!l of H., where 
a·w#cor b·w#d. Then, 

• foreachcolumnvofl/0 _ 2,K.(a,c;b,d)hasfour columnstha t is 
equal to v ifc= d = 0, and hall two columns that is equal to v 
aJJd two columns that is equal to -v if c#Oord#O, 

• foreveryisuchthat1!>;i!>;2", 

coi(K.(a,c;b,d),i)=coi(K.(a,r!;b,d'),i) 

coi(K.(a,c;b,d),i)= - col(K.(a,r!;b,d'),i), 

and, for {(c~odJ),(c2 ,d2 ),(cl>dJ),(Ci,dt )} = {0,1}2 , 

coi(K.(a ,c1;b.di),i) = coi(K.(a,c2;b,d2),i) 

n 
coi(K.(a,c,;b,dJ),i) = coi(K.(a,c. ;b,d. ),i) 

(Proof)Thislemmacan l>cprovedby induction. 
For every (a, c) and (b,d), K0 (a,c;b,d) = K 0 (b,d;a,c). When n = 

2,since 

8 2 = [ 
1

1
1 -

1

1
1 i -i l 

-1 -1 ' 
1 -l -1 1 
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K.({1,0),0; {0, 1),0) = [ 1 1 1 1], 

A·.{(1,0),0; (0, 1), 1) = [ I -1 1 -1 ], 
K.((l ,0),1;(0,1 ),0) = [ 1 1 -1 -1 j, 
11. ((1,0),1;(0,1),1) = [ 1 -I -1 I j, 

and, for a = (l,O),b=(l,l) and a =(O, I ),b= (1,1), 

K.(a,O;b,O) = [ 1 I I 1], 

K.(a,l;b,O) = [I -I 1 -1 j, 
K. (a ,O;b,1) = [ l -1 -1 I j, 
/{0 (o,l;b,l} = [ l 1 -1 -1]. 

Thus, the thwrem is proved for n = 2 because Ho = [1]. 
For simplicity, let (o}._1 = (a). 

For o,= b, =0. Since 

o·(w1, • • ,w. _ ~oO) = a·(w~o .. ,w,_~ol), 

b·(WJo ... ,W.-JoO) = b·(w1, ,W,-~ol), 

H.= [H .. , H .. ,]. 
H._1 -H,_1 

F ( ·bd) = [ 11. _1({o),c;(b),d) ~-- 1 ((a) ,c:(b),d)l 
1• o,c, ' J(, _ 1((o),c;(b),d) -/\. _1((o),c,(b),d) 

From the inductive assumption, for every wlumn v' of H,-J , 
/\,_,((a),c;(b),d) has four columns that are equal to v' if c= d = 0, 
and has two columns that are equal to v and two columns that are 
equal to -v' if c = I or d = l. Thus, for every column v of H•- 1· 
K,(a,c;b,d) ha.s fourco!umnsthat are equal tov ifc=d = O, and has 
two columns that are equal to v and two columns that are equal to -v 
if c= 1 ord= 1 
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Jtisapparentfromtheinductivea.ssumptionthu,foreveryisuch 
tha~ 1 ,;: i ,;: 2", 

co/(/(.(a,c;l.t,d),i) = ±coi(K.(a,c';b,d'),i) 

l tisalooapparent that,for {(c1,d!},(c2,d2),(cl,d3),(c,,d,)} = {0,1)2. 

col(K.(a,c1;b,dl) ,i) = co/{I(.(a,Dj;b,d~),i) 

u 
col( K.(a,c3 ;b,dl).i) = co/(l(.(a,c,;b,d, ),i). 

Foro. -I, b. - 0 

•·(w,, .. ,w._,,O) = (•) · (w), 

a·(w1, ··•"'• - hl) = (a)·{w)Gll. 

(i) Wheno=(O, .. ,0,1), 

K.(a,O;b,O) = [ K._1({b),O) K0 _ 1({b} , O) j, 
K.(a , O;b,l) = [ K._ 1({b},l) K._ 1{(b),l) ], 

K. (a, l ;b,O) = [ K.- 1((6),0) -K.- 1({6},0) j , 
K.(a, l;b,I) = [ K._,((b),l) -K._,((b),l) j . 

From Lemma 2.4, fo r every column v of H.-~ . K._,((b) ,0) has two 
columns that are equal to u, and K0 _ 1({b},l) has v and -u. Thus, 
K0 (a,c;b,d) has four columns equal to v if c = d = 0, and has two 
columns equal to v and two columns equal to -u if c = 1 or d = I 

Since,foreveryjsuchthatl:;;; j :;;;2•- 1, 

coi(K._,((b),O),j)=±co/(K.-1((b},l),j), 

for everyisuch thatl,.;i:;;;2", 

col(li".(a,c;b,d),i) = ±coi(K.{a,c';b,d'),i), 

and also, for {(c"dt),(c2,d2),(c3, d3),(c:.,d, )} = {0,1}2, 

coi(K.(a,c1;b,dt),i) = col(K.(a,c~;b,d2 ),i) 

u 
coi(K.{a,c3;b,d3 ), i) = coi(K.(u,c,;b,d, ), i). 
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(ii) Whena#(O, .. ,0,1), 

l(.(a,c;b,d) = 

[ K._1((a),c;(b),d) K.-t((a),c;(b),d) ] 
Ko-t{(o),l$c;{b),d) -Ko-t((a),l$c;(b),d) · 

Fromtheinductiveassumption,foreveryisuchthatl :s;;i,2"- 1, 

coi(N._ 1({o),c;{b),d),i)=±ooi(K._ 1({a),l$c;(b},d),i), 

and, forevery(c1,dt),(c2,d1)E {0,1}1 such that (chd1)+(c:,d:). 

coi(Ji._1((a),c1;{b),d!),i) = col(K._1({a),l$c1;{b),dt),i) 

~ 
ooi(K0 _ 1((a),c1;{b),d1),i) = co1(!(0 _ 1((a),IG'lc:;(b),d:),i) 

Thus, there exists oome 2" x 2"-matrix n, which permutes the columns 
ofmatrices,suchthat,foreverycandd, 

K. (a,c;b,d) fi= 

[ K._,((a},c;(b),d) K._ 1((a),c;(b),d) l 
A'o-t({a),c;{b),d) -/(0 _ 1((a),c;(b),d) · 

Thus, this Ca»e can be proved in the same way as the case where a~ "' 
b."'o. 

(i)Wheno , (O, .. ,0,1), 

J.". (o,O;b,O) [ Ko-~((b),O) K._1((b),O) ], 

K. (a,O;b,I) [ K._1((b),l) K0 _ 1({b),l) ], 

J\.(o,l;b,O) ,_ [ K.-1((b),l) -K._,((b},l) j, 
lL". (o,l;b,l) "' [ K.- 1({b),O} -K._ 1((b},O) j. 

This case ca.n be proved in the same way as the case where a = 
(O, ... ,O,l)and bsuchthatb0 # 0 
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(ii)Whena#(O, .. ,O,l)andb#(O, ... ,O,l), 

K.(a,c;b,d)= 

[ K._,((o),,;(h),d) K._,((o),,;(h),d) l 
K._,((a),lec;(b), t ed) -K._1((a),lec;(b),led) · 

Inthesamewayasforthea.bovecase,itcanbeshownthatthereexists 
some 2" x 2"-ma.trix n, which permutes the columns of matrices, such 
tha.t,foreverycandd, 

K.(a,c;b,d) n = [ l~o-L ((a) ,c:{b},d) K._, ((a),c; _(b),d) l 
/; 0 _ 1((a},c,{b},d) -/(0 _ 1((a),c,{b},d) 

This case can be proved in the same way as the case where a. = b. = 0. 

This completes the proof 

Example2.2 Let n = 4 and a"" (0,1,0,1), b = {1,0,0,1) Let 
H, = [v:, . . ,vt,J and H, = [v 1 ,t.>:~,tl3,v4 ]. Then, 

K~(a,O;b,O) = [ vt v: v:, vt, r 
[v1 VJ VJ v 1 t.>:1 V 4 V 4 t.>:1 

v, v, v,] 

K,(a,O;b,1) = [ v; v: v:, vt~ ]T 
[ v1 -~ tl3 -v, Ill 

v3 -v, Vt -tl) v, -l>j Ill -v~ ] 

K,(a,l;b,O) [ v~ v; vto vt, r 
I,, ,, _,, _,, "' '• 

~ v1 -v1 -tll v, v, -111 -v, ] 
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Jl,(a,l;b,l) [v! v: v; vtJr 
[ , 

VJ -vt -v, v1 v, -t'l -~>J v,] 
Foreachcolumnv;ofH1,K,(a,O;b,O)ha.sfourcolumnsthatareequal 
tov;,andea.chofK4(o,O;b,l),K,(o,l;b,O)andK,(o,l;b,l)ha.stwo 
columns that areequaltov; and twoco\umnsthatareequal to -v; 

0 

The following theorem implies an injective mapping from the set of 
Boolean functions in B0 that satisfy the PC with respect to all but three 
linearly dependent nonzero vectors to PC0 _ 2(n-2) for even n ;;--4. 

Theor em 2.6 Let n;!: 4 be even. Let f E BA and b~ob:!,b1 E v. such 
thatb 1 ,b:!,~aredifferentandlinearlydependent. Supposef satisfies 
the PC with respect to v.- {b1,b:J,b3 ) and is not perfectly nonlinear 
For o~o ... ,o:!"-• E {0, 1}" such that 1 :;;_; dec(o1) < · · · < dec{o2"->) :;;_; 
2"- I and f(o,) F 0 for I :;;_; i :;;_; 2"-2, let fw E B0 _ 2 be defined a.s 

[jw(O), ,jw(2"-2 - 1)] = 2:+1 [f(at), ... ,f(a'l"-•l] 

Then fw is perfectly nonlinear 

(Proof) Sincefsatislies the PC with respect 10 V.- {b,,b:!,b3 } and is 
notperfectlynonliuear. 

IF(wJ[, )2"1'•' ifb,-w~~-w~b,·w ~ O 
\ 0 otherwH;e 

( 
2•/l+J if~;·w=O,b; ·w= bt · W= 1 for different 

[F(wl[ • >,J,kE {1,2,3} 
0 otherwise. 

Without loss of generality, we can fix i = 1, j = 2, k = 3. Thus, 

f.[tio). ,F(2"-I)j H. ~ [i j 

f.[tia,J, ., F(a, ..• )jK.(b,,O;~.,) ~ [ij 
[iw(O),. .. ,jw(2""' -I)j K,(b,,O;~,,) ~ 21·• [ij, 
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where c = 0 or c = !. From Lemma 2.7, there exists a non-singular 
2" x 2"-matrix II such that 

K.(b~oO;b1,c) !I = [ H. -1 H.~1 (-I)•H._1 (-l)'H._1 ]. 

II exchanges columns of K. (b1 ,0;~ . c) . Hence, 

which shows that 

I(Wiiw l)lwli=21-• 

forevery....,E {0,1}"- 1. This completes the proof. 

The following theorem states that the mapping in Theorem 2.6 is 
surjective. 

Theorem 2.7 Let n ;;:, 4 be even and g E B.-1. Let a,, .. . ,a2. -• E 
{0,1}" , b~o~.bl E v. and c,d E {0, 1} such that 0,;;; dec(ot) < · ·· < 
dec(oz· -•),;;; 2" -1 and b, · o, = c, ~·o; = d and~ ·o, = cdldfor 
l:s;; i :s;; 2•-1. Let f : {0,1}" ->N be defined as 

. ( 2"/Hlg(i -1) if...,= 0; 
F (....,)= 0 otherwise 

and}=W-1(f). lfgis perfectlynonlinear,then/· {0, 1}"...., {-1,1} 
and f satisfies the PC with respect to V. - {61 ,~.~}. 

(Proof) Since f( ....,) = 0 when....,¥- o; and b1 • o; = c and~· o; = d for 
I:s;;i:s;;2•-2 , 

Iii ~ lfiO), .Fi2"- !II"· 
~ [P(o,) , .. , f(o 1. -•)[J\.(b1,c:b:!,d) 

~[9(0),. ,9(2"- 2 -l )] K.(b,,c;~,d). 
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From Lemma 2.7, for J(~(bhc;~.d), there exists a non-singular z~ >C z~ ­

matrix n such that 

K. (b1,c;b2,d) ll = [ H.-1 H. - 2 (-l)'v~H.-1 (-l)'""H•-1 ] . 

Oexchangescolumnsof Il.(bt,C;~,d). Hence, 

[i j ll = 2,1_1 [9] [ Ho- 7 H. _, (- l)'""H•-7 (-1)' "0H._, j 

= 2; _1 [ G G (-t)' ""G (-Il'""G ]. 

Since iG(wJI = zt- 1 forevery~o~E {o, lr-1. j: {0,1}" __, {-1,1} and, 
from Theorem 2.5, f satisfies the PC with respect to V.- (b,,b:!,b,} 

0 

From Theorem 2.6 and 2.7, it is obvious that the algorithm below 
generates all Boolean functions in B. that satisfy the PC with respe<:t 
toallbutthreenonzerovectorsandthatisnotperfectlynonlinearfrom 
all Dooleanfunctionsin PC. _,(n-2) for even n;, 4 

Algorithm2.2 

input p E PC._1(n- 2), b1,b::z E V. for even n;, 4 

output fto.oJ, f(o,l)./{l,o)./tl,l) E 13~ that satisfy the PC with respect 
to V.- {b,,b:z,b, illb:z} 

procedure 

1 L<lt (c,d) E{O,l} 2 anda\<·il,. ,a~~~\E{O,lfsuchthat 

and, for everyi such that 1 ~ j ~2•-2, 
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2.Let 

wherefi,,,4J ""W(j(,_4Jl 

3. Let[/(,,41]=~[t(•.4J] H. 

For Algorithm 2.2, F(, . .o(O) ""0 only if(c,d) F (0,0). Thus, /(<.4) is 
ba.la.nced i!(c,d) F (0,0) a.nd not bala.ncedotherwise. 

The following corollary presents the relationship between the num­
ber of balanced Boolean functions satisfying the PC with respect to 
all but three elements in V. and that of perfectly nonlinear BooleiLII 
functions in Bo-7· 

Corollary 2.11 Let n 01: 4 be even. T he number of balanced Boolean 
functions in B. satisfying the PC with respect to all but three elements 
in V. is 2•-1C2IPC.-2(n- 2)j. 0 

2.4.3 Examples 

This section gives examples of Algorithm 2.1 and Algorithm2.2. 

Example 2.3 Two Boolean functions in Bs are constructed that sat· 
isfy the PC with respect to all but one nonzero vectors. 

LetpE PC,(4) be 

Letb : (0, 1,1.1,1 ) 
The elementsw's in {O,l}s that satisfy b·w ""0 are 

0,1,6,7,10,ll,l2,13,18,19,20,21,24,25,30,31, 

whereeachofthenumbersrepresentsdec(w). Thus, 

[Po] "" [0,0,8,8,8,-8,0,0,8,8,0,0,0,0,8,-8, 

8,8,0,0,0,0,8,-8,0,0,-8,-8,-8,8,0,01. 
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[io[ = ~[to[ H, 

"" [l, l , l ,-1,1, - l,l, l , 1,1,- l ,l,l,-l,-1,-1, 
1, 1,-1, 1, 1, - 1, -l,-1,-1, -I, -1, 1, - 1, 1, - 1, -1] 

Thealgebra.icnorma.lformof /ois 

/o(z!,. ,z~): :t"tX7 $ l:tZJ $ XzX~ $ XzX~ $ XlX$. 

flcanbegeneratedin thesa.mewaya.stheabove 

/!(" 1, •• ,x$) = x 7 $x1x7 $x1x 3 G>x1 x• Gtxzx,$:r,xs 

= xz$/o(x~. ... ,x,). 

The tru th tables of /o and flare shown in Figure 2. 1. /o is balanced, 
while / 1 is not balanced. / 0,/1 E PC5(3) since they satisfy the PC with 
respect to V,- {(0, 1,1,1,1)}. For b = (O,l,l,l,l), 

fo(x)Elfo(xfllb) 1, 

!J(:z:)$/!(r$6) = 0. 

Example 2.4 Four Boolean functions in Bt are constructed that sat· 
isfy the PC with respect to a!\ but th ree nonzero vector!!. 

Letp E PC,(4) be 

Letb1 = (1,1,1,1,0,0),~ = (O,O,l,l, l ,l) and b3 = (1,1,0,0,1,1). 
Theelementsw's in {0, 1}1 t ha t satisfy b1· w= bz ·w = bJ·W = 0 

0,3,12,I:i,21,22,25,26,37,38,41,42,48,51,60,63, 

whereeachofthenumbers representsdec(w). Thus, 

[fta.o)] = [16,0,0 , 16,0,0,0,0,0,0,0,0 , 16,0,0, ~ 16 , 
0,0,0,0,0,16,16,0,0,16,-16,0,0,0,0,0, 

0,0,0,0,0,16,16,0,0, 16,-16,0,0,0,0, 0, 

-16,0,0,-16,0,0,0,0,0,0,0,0,-16,0,0, 16] 
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00 
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[i.[ blt. •.• ,[ n, 
[1 , -1, 1, -1, -1, -1 , 1, 1, 1, 1, -1, -1,-1, 1, -1, 1, 

1,1,1,1,1,-1,-1,1,1,-1,-1,1,1,1,1,1, 

1, 1,1,1,1, -l,-1,1,1,-1,-1,1,1,1,1,1, 

-1, 1, -1, 1, 1, 1, -1, -1,-1, -1, 1, 1, 1, -1, 1, -1]. 

Thealgebraicnormalformoffto.o)iS 

/(o,o){:z: 1, .. ,:z:~) = :z:1$:z:3$:z:1:z:3 $:z:1x3 $:z:1x, $X1X, $ 

XJXJ$XJXJ$XJ:Z:f$XJX1$XJXI• 

/(o,l)•/(l,o)and/(!,!)Can be generated in thesa.me wa.yastheabove. 

fto,!)(:z:h .. ,:z:6) = X!XJ $ X2X3 $ X 1X , @ X2X• @ X1X3@ 

XJXJ ffi XJXf til XJX~ til X>Xo 

x1 tilx1 til/(om(x1, ... ,x1). 

/(0,1) /(l.oJ and /(1,1) are balanced, while /(o,o) is not balanced. The 
truth table of !(1,1) is presented in Figure 2.2. /(o,o), !{o,1J, /( 1,o). /(l,l) 
E PC,(J) since they satisfy the PC with resped to v, - {b,,b:!,hJ} and 
the llammingweigbt.sofb~ob:!,b3 are al\4. Ta.ble2.1 shows the values 
of/(,,,,,J(x)til/(<>.o,J(x$6;) for(c, c2) e {0,1}2 and i= 1,2,3. 0 
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x.r'.sx6 ., X:zXJ 000 001 011 010 110 11 1 101 100 

000 I I 

001 I I I I I I 

011 I I 1 I 

010 I I I I 

'"IF I 

Ill I I I I I I 

101 I 1 I I 

1110 I I I I 

Figure2.2:Truthtableoff(L.Ll 
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2.5 Boolean Functions Satis fying the PC 
of D egree n - 2 

2.5.1 Boolean F unctio ns wit h a n Eve n N umber 
of Variables 

In this section, it is proved that, for every even n ;<!: 4, PC~(n- 2) = 
PCK(n) 

First, we present a simple lemma. Foru E {0, 1}2" and a E {0, 1}", 
let [u] .. denote the (dec(a) + 1)·thclementofu. 

Lemma 2.8 Letn ~ 2andb1, •• ,b.,b•+t E {0,1}". Letb; = (1, ,l,b 
,!, ... ,!)for every i such that I :10; i :10; nand b•+l =(I, .. ,1). For 
v•, ,v•·•• and a= (a~o ... ,a.)E {0,1]", 

• ifiV(a)iseven,then 

[u~ . ,) .. = I, 

[v J = J I if a ; =0 
1·" \ -1 if a,= 1, 

• ifW(a)isodd,then 

[v •• ., ] .. = - 1, 

Table 2.1: The value of J,,,,,,j(.t) III/r.,.<>1(x $ b;) 

~ 
/o.o 0 
lot 0 1 l 
/1.0 1 0 1 
/,., 1 1 0 
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I I - ( 1 if a-;= 1 
v~,a - -1 ifo,=O, 

(Proof) This lemma can be proved from thefa.ct that, 

aud,forea.chisuchthatl"i"n, 

Theorem 2.8 For every even n ~ 4, PC.(n - 2) = PC.{n) 

(Proof) Let b; = {1, .. . , 1,0, 1, ... , 1) E {0, l}" for every i such that I :!;; 
i ~ n and b.+J "' (I ,. , I) E {0, 1}". Suppose that j E PC.{n - 2). 
T hen, c1(a ) = Ofor every a E {0, 1}" such that I::;; W(a)::;; n-2 

Thus, [t 1] isabletoberepresenteda..s 

Let u0 = "oT and u,"' (v0T + v~,T)/2 for every l :!;; j ( n + l. Then, 

[.F1] can be represented as 

where 

co = C1(o) - (C1(b!)+ ···+C1(b-+ 1 )), 

c, "' 2C,(b,) 

From Lemma2.8,foranyodd3such that 1 :!;;3"11 and i1 , •• ,i,such 
that 0 ( i 1 < · · · < i, ( n -1, 
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and, for any event such that 1 't' nand j 1, .. ,j, such that 0' 
iJ < ··· <i,' n-1, 

' ' F1(_[; 2") =eo + c, + · · · + '•+' - {; c;, ... ,. 

Thus, for every pair of odd integers 3 and t such that 1 '~.t' 
nand ~+ t' nand i~o .. ,i, and j 1, .. ,j, such that {i1, ... ,i,} n 
{j1, ... ,j,) =!lando, i1 < ... < i , ' n-1 and 0 'il < ··· < j,' 
n-1, 

fl{O) + f:'l(~2;') + f:'l(~2;.) + f:'l(~2; • + t2i') 

= 4eo + 2(c1 +·· · +c .... l) 
= 2"+7. 

Sine~ n+2 isev:n, from ~mma 2.1, 2.5, 2.6, all of /:'7(0), /:'7(~2;' ), 

f:'1 (~2i'), rq;2;' + ~2j') are equal to2", or only one of them is 

equalto2"Ha.nd theothersareequa.lto0. 
Intheformercase,/isperfectlynonlinear. 
In the latter case, if /:'1(0) = 2•+l, then f:'(w) = 0 for every w # 0, 

which contradicts that L: f:'1(w) = 21". 

wE{G,l)~ 

If /:'7(0) = c0 +c1 + ·· · +c . ... ,= 0, then eo= 2"+1. For this Cas<l, 

f:'7(1,0, .. . ,0)+.fr'l(O,i,O, ... ,O)+fr1(1, 1,0, ... , 0) 

= (eo+c!)+(co +cl) +{co+cJ+ ""·+c .... J) 
= 2eo+{co+c1 + ·· ·+c . ... 1 ) 

= 2"H. 

From Lemma 2.1, 2.5, and eo= 2"+1, there are following three cases: 

C-1. c, = 2"+1, C1 • -2•+1, Co+ c1 + · · +co+l "'0, 

C-2. c, = -2"+1, c1 = 2"+1, eo + c3 + ··+c .... ,= 0, 

C-3. c, = -2•+~, c1 = -2•+', eo+c1 + - · +c .... ,= 2"+1. 
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~Since 

f'1(0,0,l,O, ... ,0) + fr1(0,0,0, 1,0, .. ,0)+ fr1{l,l,l,l,O, .. ,0) 

(CoJ+cJ)+(co+~)+(co+c~+ .. +c.+d 

= 2co+(co+cJ+ .. · +c.+t) 
= 2"+2, 

thesameargnmentastheaboveoneshowsthat 

C-1.1. cl = 2"+', ~ = -2"+', Col +cJ + · · +c.+l = 0. 

C.l.2. c3 = -2"+', c~ = 2"+', co+ c~ +···+c ... , = 0. 

ForC-1.1, 1.2and 1.3,thefollowingthreeequationscan be derive.:!, 
respectively, 

p:{l ,0,1,0,0, .. ,0) =co +c1 + ·· · +c.+t- (c1 +c1) = -2"+1, 

f'2(1,0,0,1,0, .. ,0) =co +c1 + ·· · +c.+t- (c, +~) = -2"+1, 

f-1(0,1, 1,1,0, .. ,0) =co +c1 +cl +c• = -2•+1, 

which are contradictions. 

~This case can be prove.:! in the same way as C-1 

~Sincec0 + cJ+···+c.+ 1 =2"+2 , 

i'1(0,0,l,O, ... ,0) + i'1(0, 0,0,1,0, ... ,0) + i'1(1, 1,1,1,0,. ,0) 

(co+cJ)+(eo+~)+(co+c$+ .. +c.+J) 

From Lemma 2.1, 2.~. there are following three {Me!! 

C-3.2. CJ = -2• +', c.= 2"+1. co +cs+ ·· · +co+I = 2"+1, 
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ForC-3.l,3.2and3.3,thefollowingthreeequationsc:a.nbedcrived, 
respectively, 

F1(0,0, l, 1,0, .. ,0)"' c0 + c1 + · · · + cu 1 - (cJ +eo)"' -2~+1. 

which are contradictions. Hence,the theoremhasbeen proved. 

Since perfectly nonlinear Boolean functions are not balanced, the 
following corollary can be derived. It presents an upper bound of the 
degree of the PC of balanced Boolean functions with an even number 
of inputs 

Corollary 2.12 Foreveryevenn ~ 4, thedegreeofthePCofbalanced 
Boolean funct ions is less than n-2 0 

As for the lower bound, thefollowinghaa been proved. 

Proposition 2.8 [SZZ93) Let n ~ 4 be even. Suppose that n = 31 +c, 
wherec"' O, l , or 2. Then, there exist balanced Boolean functions in 
B~ that satisfy the PC of degree 2t- l when c - 0, l or 21 when c = 2 

D 

Table 2.2 shows the bounds of the degree of the PC of balanced 
Boolean functions. Theboundsaretightforn"' 4,6. 

2.5.2 Boolean Functions with an Odd Number of 
Variables 

In this sect ion, it is shown that, for every odd n ~ 3, every f E PC. (n-
2) satisfies the PC with respect to all but one elements in v •. 
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Table 2.2: Bounds of the degree of the PC of balance<! Boolean func 
tions 

numberofvari:a.bles 6 8 lO 12 14 16 IS 20 22 24 
upper bound 3 ~ 9 ll 13 1~ 17 19 21 
lower bound l 3 4 7 8 9 11 12 13 1~ 

Lemma 2.9 Let x,y, z ~ 0 be integers and m ~ 0 be a.n even integer 
x~ + y~ + z1 = 3 · 2,.. if a.nd only if x = y = z = 2'"0. 

(Proof) x,y,~ un be represented as 

(i) If we assume that y = z = 0, then x2 = 3 · 2"', which contra.diels 
thatxisanintcgcr. 

(ii) Suppose that x # 0, y # 0, z = 0. Then, 22' 1q12 + 21' 1q/ • 3· 2'". 
Since, without loss of generality, we ca.n assume that e2 ~ e1 ~ 0, 

If e1 = e1 , then q11 + q11 is a. multiple of 2 but not of 4. This implies 
that m- 2e1 = 1, which contradicts that m iB even. 

If e1 < e2, then the left· hand side is odd and m - 2e1 = 0. Thus, 
q12+21(<>-hlq12 = 3, which implies that 2(e1- e1) = l. This contradicts 
that e1 antle1 areintegcrs. 

(iii) Suppose that none of x,y,~ is 0. Without loss of generality, we 
maya.ssume thatO,s;;el,s;; er,s;; eJ. 

21''9tr+2l''q/+2r''qtr 3·2'" 
q,J + 2~(•• -•dq1l + 2l(•o- •dq12 = 3. 2'"-2''. 
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If we assume that e1 .;. e2 and e1 # e1, or e1 "" e2 = e1, then the 
left· hand side is odd. This implies that m- 2e1 = 0 and 

Since q~,q2,q3 ~ 1, e , = e2 = e, = m/2 and q, = 92 = 9J = L 

If we assume that e1 - e1 and e1 f. e1, then q12 + 'h2 = 3 . 2"'-1"-
22!••-••lq32 . Sinceq12 +ql is a multiple of 2 but not of 4, m- 2e1 = 1 
or 2(e1 -el) =I. This situation cannot occur because m is even 

Hence, the lemma has been proved. 

T heorem 2.9 For every odd n) 3, iff E PC.(n- 2), then, for some 
bE {0, l}" such that W(b)) n- 1, f satisfies the PC with respect to 
v. - {b}. 

(P roof) Suppose that f E PC~(n- 2). Then, C1(o) = 0 for IJVery 

a E {o,tr whose Hamming weight is at most n-2 [PJ is able to be 
represented as 

[F1] ""CQUo + c1u 1 + · · · + c . ... ,u•-+-1> 

where, for every 1 " i' n+l , 

Uo = tiQT, 

II; = (v0T +v1,T)/2, 

co = C1(o)- (C1(bt) + .. + c1(b .... l)), 
c, = 2C1(b;) 

Hence, from Lemma 2.8, for every i, j such lhat 0 :E> i,j :E> n- 1 
and i#j, 

f 1(2') =eo+c,+l• 

f 1(2' + 2i) =eo+ c1 + ·· ·+c . ... ,- (c, ... , + c;H)· 

T hus, for every i, j such that 0 :E> i,j !0; n -1 and j # j, 

t 7(0) + t 7(2') + t 7(2i) + t 1(2; + 21) 

4eo+2(c, + · · +c .... 1) 
- 2•+7 
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Since n + 2 is odd, from Lemma 2. 1, 2.5, 2.6, two of frl(O) , .f"1(2;), 
i 1(2i) and f""l{2; + zi) are equal to 0, a.nd two of them are equal to 
z~+' 

If i"2(0) = ~ + c1 + ·· · + c~ + l = 0, then c0 = 2 ~ + 1 . For every i, j 
suchthatO:;;;: i,j:;;_; n-1 and i #j, since 

.F1(2 ' ) + f'1(2; ) + f'1{2 ' + 2;1 

= 2GJ +{co+ c, + · · · + '~+•) 
= z~+1, 

each of i"1(2 ' ), i"2(2i) and f'l{2; + 2i) is equal to 0 or z•+l Thus, 
each of c1, ••• ,c~ is equal to Oor -2-+ 1• Since, for every i, j such that 
0:!0; i,j :!0; n-1 and ifoj, 

f 1(zi + 21 ) = - (CHJ + C;+J) 

i~eq ua.l to 0 or z•+l, at most only one of ct.·· ,c. is equal to -2-+1, 

and the others arc equal to 0. If one ofc1, ..• ,c. is equal to -2"+ 1 , 

then c ... , = 0, otherwise, '•+l = -z•+L, bKause co = z•+L and co+ 
c1 + · · · + co+l = 0. Hence, one of c1, ••• ,c,+L is equal to -2•+1 and 
theothersareequaltoO 

If frl(O) = ec + c1 +···+c . .. , = zo+J, then ec = 0. Thus, for every 
i suchthatO :S;i:S; n-1, i"1(2;) = c, .. 1, andc;+J is equal to0or 2"+1. 
Since, for every i , j such that O:S;i,j :!0; n-1 and i #j, 

fl(2; +2i) = 2"+ 1 -{c, .. , +c;+1), 

atmostoneofc1, ... ,c0 is2.-. 1. If oneof c1, ... ,c.isequa.l !.o 2"+1, 

then Co+l = 0, otherwis-e, C0 +J = 2o+l, because GJ = 0 and GJ + CJ + 
••· +co+! =2"+1 

From theabovediscussion,thereexist90meisuchthatl :;;_;i:S;n+l 
and C1(a) = 0 for every a E V.- {b,}. Hence, f sa.tisfieg the PC with 
respKtto allbut one elements in v.. 0 

The following corollaries can be derived from the above two thea-

Corollary 2.13 For every odd n;;;,: 3, 

IPC. (n- 2)1= 2(n + 1)I PCo- 1(n -1) 1, 
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and the number of balanced Boolean functions in PC~(n - 2} is 
(n+l}jPC0 _ 1(n - l}j. 

(Proof) There exist n + 1 elements in V~ whose Hamming weight is 
at least n -I. For each bE v •. there exist 2jPC._,(n- l) j Boolean 
functionsthatsatisfythePCwithrespecttoV.-{b),andhalfofthem 

-~-~ 0 

Corollary 2.14 For every odd n ;<l 3, the nonlinearity of Boolean 
functions in PC~(n- 2) is 2"-'- 2(•-•J/2 0 

2.6 Relationships Between the PC and 
the SAC 

This se.:tion presents some relationships between PC.(k) 1Lnd SAC. (m). 
Rothaus[Rot76] presented a few methods for constructing Boolean 

bent functions. Oneof themgivesDooleanbentfunctionsoftheform 

/(z 1,. ,:tO.)=~x,x .. +;$g(x1, •• ,x .. ), 

where n = 2m and g is an arbitrary Boolean fun ction with m variables 
l t is apparent, from definitions of the SAC and the PC, that Boolean 

functionssatisfyingthePCofdegree 1 also satisfy theSACoforderO 
We show the relationships between SAC.(l) and PC.(k). 

ThcfollowingtheoremshowsthatperfectlynonlinearBooleanfunc­
tionsdo not necessarily sat isfy theSACoforder I 

Theorem 2.1 0 For every even n ;<l2, PC. (n) 1/,_ SAC. ( I). 

{Proof) Let n;2m and 

*•• .. ,<.) e§! ' •'•.O· 

Then/ E PC.(n),and 
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Thus, 

11 •• -l(x~o .. ,x._!)fil 

/l .... !(x~o ... ,x,._l,x,.$1,:r;,.H•·· ,x._!)=.l. 

This implies that I¢ SAC.(l) 

The following theorem shows that, for every odd n ~ 3, all the 
Boolean functions with n variables satisfying the PC of degree n- 1 
satisfy the SAC of order 1, while t hose satisfying the PC of degree n-2 
necessarily not. We prove the theorem by using t he following lemma 

Lemma 2.10 [ForOO] For any I E D., I E SAC.(!) if and only if, 
IE SAC.(O) and 

:[ f(~o~)f(~o~fila)( - 1)"'· = 0 
'"'€10,1)" 

for every a E {0, It whose Hamming weight is 1 and every i such that 
thei-th bitofaisO. 0 

Theorem2.11 Foreveryoddn~3, 

1. PC.(n -1) <;:::SAC.( ! ), 

2. PC.(n- 2) ~ SAC.(l) 

(Proof) 1. Suppose that IE PC.(n - 1). It is clear from the defin ition 
that I E SAC.(O). If n is odd, then f(w) = 0 either for every w E 
{0,1}" whose Hamming weight ill even or for every wE {0, 1}" whose 
Hamming weight is odd. For any a E {0, 1}" whose Hamming weight 
is!, f(w) = 0 or f(~o~ela) = 0, because the Hamming weight of either 
~o~orwelaisodd. Thus, 

:[ F(~o~)f(~o~E!la)(-1)"' ; = 0, 
.. ~10.1 ) " 

which implies that IE SAC.(l). 

2. Let m = (n -l)/2andpE D1,. snch that 
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For b = (0, 1, .. , 1} e {0, l}K and oh ... ,al"-' e {0, 1r such that 
0!0; dec(od < .. < dec(a,.-,) ~ z•-tandb·o;= 1 fori ,;;;; i .;;;z•- l, 

'" . ( ziHll/1P{i -1) if w =a; 
F ("-') = 0 otherwise. 

Let I= w-'(i'). Then, IE PC.(n -2), be<:ause I e B. and I satisfies 
the PC with respect to v. - {b) from Theorem 2.4. 

Since 

1> · (0,1<.'2, .. , w. )=b-(1 . ~ •. ...... ), 

foro =(l , O, ,o)e{o.w, 

f (a?;-dfr(o,H $o) = F(n:?i - di'(a?;) 

- ( z•+• i"' I, ... ,z•-l 
- -z•+l i"" z•-l+ l, ... ,z•-'. 

The n-th bit of a,. is equal to 0 fori = 1, .. ,z•-1 and equal to I for 
i = 2"-1 + l .... ,z•-1. Thus, 

2: F(w)f(w eo)(-1)""· = z•+'z•-l + (-z• -+-~ )(-t)z"- 1 

"'E{O,l)" 

This i mpli~ that J ¢SAC.(!). 

Example 2.5 We present an example of Boolean functions in B. that 
satisfy t he PC of d~ree n- 2 and that do not satisfy the SAC of order 
1 

Let u = 5. Let pE PC.(4) such that 

p(z-1,xl, x3,x•)= x 1x. ex1 x3 , 

and b = (0, 1, 1,1,1) . Let f(w, ,w,) be defined as in the proof of 
Theorem 2.11. Table 2.3 shows the f (w1, •• ,w,). 
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Table 2.3: F of Example 2.!i 

(wl, '-"l o~, w.,ws) F (wl•'-"~•~•wt ,wl) F 
(0, 0,0, 0,0) 8 (0,0,0,0,1) 0 
(1,0,0, 0,0) 8 (1,0,0,0,1) 0 
(0,1,0,0,0) 0 (0,1,0,0,1) 8 
(1,1,0,0,0) 0 (1,1, 0,0,1) -8 
(0,0,1,0,0) 0 (0,0,1,0, 1) 8 
(1,0,1, 0,0) 0 (1, 0,1,0,1) -8 
(0, 1, 1,0,0) 8 (0,1,1,0,1) 0 
(1,1 , 1,0,0) 8 (1,1 , 1,0,1) 0 
(0,0,0,1,0) 0 (0, 0,0,1,1) 8 
(1,0,0,1,0) 0 (1,0,0,1,1) - 8 
(0,1,0, 1,0) 8 (0,1,0, 1,1) 0 
(1, 1,0, 1,0) 8 (1,1 ,0, 1,1 ) 0 
(0,0, 1,1,0) -8 (0, 0, 1,1,1) 0 
(1 ,0,1,1,0) -8 (1,0, 1,1,1) 0 
(0,1,1,1,0) 0 (0,1,1,1,1) -8 
1,1, 1,1,0) 0 {1,1,1,1,1) 8 
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IE PCs(3) because I satisfies the PC with respect to Vs-{(0, I, I, I, 1)}. 
L« 

Then, 

l(i,Xl,XJ,Xt,Xs) = XlXJ@X2:t'• @:t'J.t. Gl:rs 

~~ g(x2,xJ,x4,zs). 

g(xl,zs,x4,xs)Glg(zl,zJ,:rl,zsE91)::::::1, 

and g does not satisfy the SAC. Thus, I ¢SACs( I). 

The f<1Uowing theorem shows that, for every odd n ~ J, Boolean 
functions with n variables satisfying the PC of degree n -1 do not 
necessarily satisfy the SAC of order 2. The proof of this theorem uses 
the following lemma. 

Lemma 2.11 [For90) For any I E B~, I E SAC. {2) if and only if 
IE SAC.{ I ) and 

L f(w )f(wea)(-1)"'' = 0 
"'E{O,ll" 

for every a E {0, I}" whose Hamming weight is 2 and every i such that 
thei-th bit<1fa isO 0 

Theorem 2.12 For every odd n ~ 3, PC.(n -I ) g; SAC.(Z). 

(Proof) If n = 3, then PC3(2) # 0 and SAC,(Z) = 0. 

For '';;;,:~. let m "'{n- 1)/2 and p E B2,. such that 

Foro,, . ,Oz.-t E {0, I}" such that 0 .::;; dec(o1) < · · · < dec(o2 •• ,) .::;; 
2" - I and the Hamming weights of them are odd, 

f"(w) = J 2(•+1)/1P(i- I ) if w = ':; 
\0 otherWise 
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Let j = w-' (f'). Then, f E PC.(n-1), beuusef E B. and f sa.tisfies 
the PC with respect to V.- {(1, ... , 1)} from Theorem 2.4. 

Since 

W((O,O,~, ... ,w.)) = W((l, l ,~, .. ,w.)), 

IV((O,l,~, ... ,w.)) = IV((l,O,WJ, .. ,w.)), 

for o=(1,1,0, .. , O) E{O,JV, 

i'(o:j-tli'(a,i- 1 $a) = i'(o:,i_t)i'(o,i) 

_ J z•+' i = I, ... ,z·-.' 
- \ -2•+' i =2"- l+I, . ,2•-2. 

The n-th bit of a, is equa.l to 0 for i= 1, ... ,z•-2 and equal to 1 for 
i = 2"-:+ 1, ... ,2•-1. Thus, 

L i'(wJi'(w eoJ(- IJ"'· 2u-'2"- 2 + (-2 .... 'J(-IJ2"- 2 
"'tjO,l)" ,,. 

This implies that f ¢SAC,.(2) 

Example 2.6 We give an example of Boolean functions in B. that 
sa.tisfy the PC of degree n- 1 and that do not sa.tisfy t he SAC of order 
2 

Let n = 5. Let p E PC. (4) such that 

p(x~oXJ,XJ , xi ) =x,x. Gl:z:l:z:J. 

Let i' (w1, •• ,w5) be defined 3.'l in the proof of Theorem 2.1 2 Table 
2.4showsthc i'(w1, . • ,ws) 

f E PC5(4)becausej sat isfies the PC with respect to V5-{( l, 1, 1,1,1)} 
L« 
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Table2.4: f'ofExample 2.6 

(wl,Woj,W:!,Wt,wl) F (wl,!o.>j,W,,wt,Ws) F 
(0,0,0,0,0) 0 (0,0,0,0,1) 8 
(1,0,0,0,0) 8 (1,0,0,0,1) 0 
(0,1,0,0,0) 8 (0,1,0,0,1) 0 
(1,1,0,0,0) 0 (1,1 ,0,0,1) -8 
(0,0,1,0,0) 8 (O,O,i,O,I) 0 
(1,0,1,0,0) 0 (1,0,1,0,1) 8 
(0,1,1,0,0) 0 (0,1,1,0,1) -8 
(1 ,1,1,0,0) 8 (1,1,1,0,1) 0 
(0,0,0,1,0) 8 (0,0,0,1,1) 0 
(1,0,0,1,0) 0 (1,0,0,1,1) 8 
(0,1,0, 1,0) 0 (0, 1,0,1,1) -8 
(1,1,0, 1,0) 8 (1, 1,0,1, 1) 0 
(0,0, 1,1,0) 0 (O,O, l,l,I) -8 
(1,0, 1, 1,0} -8 {1,0,1,1,1) 0 
(0,1, 1,1, 0) -8 (O,l, l ,l,l) 0 
(1,1, 1,1,0) 0 (1,1,1,1,1) 8 
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Then, 

and g does not satisfy the SAC. Thus, I tf. SACs(2). 

Lemma 2.12 [PLLGV91] Let n ;<!: 3 and IE !1 0 • Suppose that the 
nonlinear order of I is 2. I satisfies the SAC of order m such that 
O:<;;m:<;;n-2ifa.ndonlyifeveryvariablex;occursin atleast(m+l) 
secondordertermsofthea.lgebra.icnorma.lformofl. CJ 

lt is obvious that SAC.(n- 3) S:: SAC.(O) .. PC.(1). his implicitly 
described in [PLLGV9l] that SAC.(n-2} S:: PC. (n-1). For SAC.(n-
3)and PC.(2), the following theorem holds. 

Theorem 2.13 SAC.(n - 3) ~ PC.{2) for every n ;<!: 3. 

(Proof) Let 

g(<,,. ,<.)~ Ell •.• , 
1(•<)(•.•(•-1 

It is sufficient to show that g tf. PC.(2) because g E SAC.(n- 3) from 
Lemma2.12. Since 

fora= (0, . ,0,1,1), 

g(x1, .. ,x.)$g(x1$a1 , .. ,x. ea.): O 

Hence, gtf.PC.(2) 

Figure 2.3and 2.4 show the relationships het,.-een the PC and the 
SAC. In the two figures, if a directed path erisu from the set A to the 
set D. then the set A contains the set D. 
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PC,(!)-- - SAC,(O) 

I I 
PC,(2) SAC, (! ) 

I I 

PC, (n-3) SACn(n-4) 

I I 
PCn(n-2) SACn(n-3) 

I --------Pc,<n-1) SAC ,(n-2) 

I 
PCn(n) 

Figure 2.3: Relationships between the PC and the SAC (n is even) 
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PC , (I) - - - SAC, (O) 

I I 
PC,(2) SAC,(!) 

J,;.J .. , 
PC , ;n-2) SAC,I(n-3) 

I I 
PCn(n-1) - - -SACn(n-2) 

Figure 2.4: Relation5hips between the PC and the SAC (n is odd) 
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2.7 Conclusion 

This chapter discussed thepropertiesofnonlinearitycriteriaa.nd the 
relationships among them. It focused on the PC, the SAC, and the 
nonlini'arity. 

first,wediscussedBooleanfunctionswithn variables satisfying the 
PC with respect to all but one elements in V.,andthosesatisfyingthe 
PCwithrespectto allbutlinearlyindependentelementsinV •. Second, 
wediscus:o:;ed the construction of Boolean fun ctions satisfying the PC 
with res]>ect to all but one or all but three elements in v •. Third, we 
shov.-ed that the Boolean functions with n variables satisfying the PC 
ofdcgr<Jen- 2 are perfectly nonlinear for every even n;;:;, 4, a.nd that 
theysatisfythePCwithrespecttoallbutoneelementsinV.forevery 
odd n;;:;, 3. Finally, Some relationships were presented between the PC 
and the SAC. Different relationships were proved between for Boolean 
functiouswithan evennumberofvariablesa.ndforthosewithanodd 
number of variables 



Chapter 3 

Complexity of Boolean 
Functions Satisfying the PC 

3.1 Introduction 

In thi' chapter, complexity of Boolean functions satisfying the PC is 
discussedonseveralcomputa.tionmOOels 

F'irst, some relationships are presented between the unatenessand 
thedegrecofthePC.Itisshownthat,forn 0:: 4,everyBooleanfunction 
with n VIUiallles satisfying the PC of degree 1 is unate in at most 
two of its variables and that, for 11 <:: 4, there exist Boolean functions 
with n variables that satisfy the PC of degree 1 and that areunatein 
two of their variables. The proof of the latter implies the method of 
construction for such functions. It is also shown that every Iklolean 
function satisfying the PC of degree 2 is not unate in any one of its 
variables. 

Second, inversioncomplexityofperfectly nonlinear Boolean func­
tions is discussed. Theoptimallowerbound llognj -lisobtainedfor 
everyperfectlynonlinearBooleanfunctionwithnvariablesconstructed 
bythemethodofMaiorana(Rue91]. 

Third,itismentionedthattheformulasize ofeveryBooleanfunc· 
tion with n variables which satisfies the PC of degree I is at least 
n2/4 - I. This lower bound is almost optimal for every perfe<:tly non­
linear Boolean function. 
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Fourth, the area-time-square(AT1) VLSI complexity[Ul\84) of per­
fe<:tly nonlinear Boolean funct ions with multiple outputs is discussed 
The main result of this topic is that, for every perfectly nonlinear 
Boolean function with ninputsandn/2outputs,eachofwhoseoutput 
functions is constructed by the method of Maiorana, AT~ complexity 
of any VLSI implementation is !1(n1). 

Finally, the size of ordered hi nary decision diagrams(OBOOs)[Bry86) 
is considered. Arelationshipispresentedbetweenacombinatorialprob· 
!em and the OBDD size of perfectly nonlinear Boolean functions in a 
subset of those each of whose output functions is constructed by the 
methodofMa.iorana. ltisalsornentionedthat,foranyvariableorder­
ing and for every perfectly nonlinear Boolean function with n inputs 
and n/2 outputs constructed by t he method of Nyberg[Nyb91), there 
existsomeoutputfunctionoftheperfectlynonlinearBooleanfunction 
such that the OBDD size of the output function is exponential in the 
numberofitsinputs. 

Computationmodelsconsideredin thischapterispresentedinSec­
tion 3.2. Section 3.3 discusses perfectly nonlinear Boolean functions 
with multiple outputs. Theunatenessandtheinversioncomplexityare 
discussed in Section 3.4. Section 3.[1 mentions the formula size. The 
AT 1 complexity of VLSl circui ts and the OBDD size are considered in 
Se<:t ion3.6andSection3.7,respectively. 

3.2 Computat ion Models 

3.2.1 Combinationa l C ircuits and Formulae 

A comLinational circuit is defined as an acyclic directed graph whose 
uodescorrespoudtothegates,theinputterminalsortheoutputter 
miuals of the circuit and whose edges correspond to the wires of the 
circuit. A basis isasetofoperations of gates constructing combina­
tional circuits, where a operation of each gate is a Boolean function 
withasingleoutpul. 

A combinational circuit on a basis B is an acyclic directed graph 
with the following properties 

l. Nodeswithfan-in(thenumberofincomingedges)zeroareinput 
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nodes.E:itheraninpulvariableoraconstantisassignedtoeach 
input node. 

2. Nodeswithfan-out(thenumherofleavingedges)uroandfan-in 
one are output nodes. An output variable is assigned to each 
output node 

3. Theothernodesarecomputationnodes. A k-inputfunctionin D 
labelaacomputationnodewithfan-ink. The incoming edges of 
acomputationnodearenumhered. Iftheoutputofthefunction 
labelingacompulationnodedoesnotdependonthenumhering 
of the inputs, we may withdraw the numbering of the incoming 
edgesofthenode 

A combinational circuit on a basis B is called aD-circuit. 
The fan-in and the fan-ou t of a circuit are the maximum fan-in 

and the maximum fan-out of the computation nodes in the circuit, 
respectively. 

A formula is defined lobe a circuit whose fan-out is one. 
A Boolean function fEB .... can be computed by a combinational 

circuitCifChasexactlyormorethanninputnodesandthereisa 
many-to-one correspondence between xlo····x~ ,O, l and input nodes, 
Chasexactlymoutputnodesandthereisaone-to-onecorrespondence 
be\WI!ell Yh···oY,. and output nodes, and, for every (x~o .,x.) E 
{o,Jr,(y" .. . ,y,.J=/(xt .·· ,x. ) 

A basis Discompleteifall theBooleanfunctionscan be computed 
by circuits on the basis B. For example, {V,A,-.) is a complete basis, 
while {V,A} is not complete. 

3 .2.2 VL SI C ircuits 

Thegridmodel[Ull84)isadoptedforVLSJcircuits. 
lnthegridmodel,are<:tangulargridisassumed. Wires run along 

the grid lines. The spacing of grid lines can be viewed as the minimum 
repetition rate at which wires on a certain layer can run and it is a 
fixed constant. Thereareoneormorelayersand thenumberofthem 
is some fixed constant . E:a.chlayerhasatmostonewireoneverygrid 
line. 
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Cir~uit elements, such as input/output pads, conta.cts, logic ele­
mentsaudsoonarelocatedonthegridpoints. Twoormoreinputsor 
outputscanbefedtooneinputpadoroneoutputpad,respectively. 
Wiresthatmeeta.gridpointoccupiedbyacircuitelementa.reinputs 
oroutputsoftheelement. Ifmorewiresa.reneededbyacin:uitelement 
tha.ncancouuecttoasinglegridpoint,thecircuitelementmayberep· 
resented byarectanglecoveringasmanygrid points as needed. The 
fan ·inofacircuitelemeutisassumedtobelimitedbyafixedconsta.nt, 
whilethefan-outofacircuitelement unbounded. !tis also assumed 
that wires carry signals in only one direction. 

Allthecircuitsareassumed tobeconvexa.ndtheareaofa.circuit 
is defined tobethatofthesma.llest rectanglewhosesidesa.reongrid 
linesandwhichcoversthecircnit. 

The unit of time is defined. Each input/output appe&r on some 
input/outputpadduringauuitoftimeandsigua.lspropagateonwires 
inaunitoftime. Thecomputation timeofa.circuitisdefinedtobethe 
numberofunitsoftimebetweenthefirstinputa.ndthelastoutpui 

3.2.3 Ordered Binary Decis ion Diagrams 

A binary decision diagra.m(BDD) isa.na.cyclicdirectedgraph that has 
onesourcenodea.nd two sink nodes. Each node except two sink nodes 
are labeled bya.n input variable and hastwooutgoingedgeswhich axe 
labeledbyOa.nd I, respectively. TwosinknodesarelabeledbyOa.nd 1, 
respectively. Forea.chinputvariab!ethatoccursa.sa!abe!inaBDD,it 
appea.rsa\mOiitonceonea.chpathfromasource nodetoasinknode 

A BOD represents a Boolean function f(x~o ... ,x.) E B. if, for 
every(b1, ••• ,b.)E {0,1}", thepa.thfromthesourcenodetracingeach 
edgeoutgoingfromx;a.ndla.beledbyb;leadstothesinknodelabeled 
by /(bh····b.). 

An ordered binary decision diagra.m(OBDD) is a BOD in which the 
orderoftheoccurrenceofthevariablesonea.chpatharedetermined 
byatotalorderingoftheva.ri&bles.Ifa.va.riablex;precedesava.riable 
x,inthetota.!ordering,thenx;a.ppea.rsbeforer;oneverypaththat 
conta.insx;andx; 
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3.2.4 Notat io ns 

When the computational complexity of Boolean functions is discuS5d, 
not each definite function but >;equencesoffunctions {!~If~ E a .... for n E 
N} are treated. The asymptotic behaviorofthecomplexityof {f. I/. E 
B., .. forn EN) is considered 

Definit ion 3.1 Let p; N ..... R .and q N...., R such that p(n) > 0 
andq(n) > Oforlarge n. 

• lfthereexistsomeconstantc>Oandn, >Osuchthatp(n)/q(n),;:;; 
cforeveryn > n,, thenp = O(q). 

• If, for any constant! >0. thereexistssomeconst&ntn, >Osuch 
thatp(n)/q(n) < e for every n > n., then p=o(q). 

• !fthereexistsomeconstantc>Oandn, > Osuchth.at q(n)/p(n) ~ 
cfor every n > n., thenp=fi(q). 

• If, for any constant! >0, thereexistssomeconstantn, >Osuch 
that q(n)fp(n) < e for every n > n, then p =w(q). 

• If p"' O(q) and q = O(p), then p = 9(q). 

3.3 Perfectly Nonlinear Boolean Functions 
with Multiple Outputs 

ThedefinitionofperfectlynonlinearBooleanfunctionscanbeextended 
tothosewithmultipleoutputs. 

Definition 3.2 [Nyb91] j E B~ ... is perfectly nonlinear if and only 
if, for every a E V~, f(:r:) $ f(:r: $ o) is b&lanced, that is, for every 
bE{O.i}'", 

l{r E {0,1}~1/(r) lll /(:r: dl o) = b}l = 2"-'". 
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Nyberg [Nyb91] presented a ne<:essa.ry and sufficient condition for 
perfect nonlinearity 

Proposition 3.1 [Nyb91 ] j = (h, .. ,/,.) E B .... is perfedly nonlin­
earifa.ndonly if,foreveryc ={cJ. .. ,c,.) EV,., 

c·f=cdJGl ··· $c,.j,. 

isperfectlynonlinea.r. 

It i~ obvious from Proposition 3.1 that n is even if j E B .... is per­
fectly nonlinear. The following proposition presents the upper bound 
ofthenumberofoutputs 

Proposition 3.2 [Nyb9l] If j = (/1 ,. ,j,.) E B., .. is perfectly non· 
linear, then m~n/2 0 

Perfectly nonlinear Boolean functions exist in B.,.n· The upper bound 
in thea.bovepropositionisoptimal 

A method of construction of perfectly nonlinear Boolean functions 
was presented by Maiorana ]Rue91]. Let g e B~ be any Boolean func­
tion and ,. E Bt.~ be any permutation. Then, j E B1~ represented 

f(;c,y) = lf{;t;) ·y $g(;c) 

is perfectly nonlinear, where ;c = (;c1, ..• ;c~) and v• (1J~o ... ,y,). 

Proposition 3.3 Let n = 2k. Let j = (/1 , • • ,j,.) E B., .. and, for 
everyisuchthat l.;::; i,;::;m,/;isrepresentedas 

j,(;c,y)= lf;(:t) ·y $g,(;c), 

where ,., E Bt.l is a permutation and g; E B,. Then, j is perfectly 
nonlini'arifandonlyif,foreveryc=(c1, •• ,c,.)EV,., 

is a permutation 



3.4. Unatenessand Inversion Complexity 

(Proof) Since 

c · f(z,y) 

cdJ(:t,y)$···$c,.f,.(:t,y) 

., c 1 (~r 1 (:t) ·y $g1 (:t))$···E9c,..(lr,.(:t) ·y $g,(:t)) 
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: (CJ1f 1(:t)@• ·· @C,.1f,.(.t))·y@(clgL(:t)@ ··· @c,.g,.(.t)), 

for every c ., (cJ. ... ,c,.) E V,.., if c1>T1 E9 · · · E9 c.._ll".., E B;,l is a 
ptrmutation,thenc·fisperfecllynonlinear. 

Iff is perfectly nonlinear, then, for every c: (c1, .. ,c,..) E V,., 
c · f is perfectly nonlinear. If c ·f is perfectly nonlinear, then 

c·f(z,y)@c·f(:t,y$b) 

~c,f,(:t,y)@~c,f,(x,y@b) 

= ~(c,f,(x,y)E9c,f,(x,y$b)) 

= ~(c,(,.,(x)·y@g, (x))E9c,(,.,(x) · (yE9b)E9g, (x))) 

= (CJ11"J(.t)E£I ··· @C,.ll",.(.tj)·b 

is ha.lanced for eveL"y bE V; . Thus, c1 11"1$ ·· ·$c,.71",. is a permutation 
foreveryc: (c1, ,c,.) E V,.. This completes the proof. Cl 

Let n = Zkand m:.;:: k. Let 

( I f: U~> ... ,f,) E PC., ... (n) and, for each i l 
P .... = f such that 1 :5i :5 m, f ,(x,y) - 11",(.t)·y@g,(:t), . 

where,., E Bt.A is a permutation and g, E B;. 

For simplicity, P.,1 "' P. 

3 .4 Unateness and Inversion Complexity 

3.4.1 Unateness 

Webeginbydefiningtheunatefunctions[Koh78]. 
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J:1X2 :~: , vx1 
Y!x2 r,vx1 
;~;,l) ;~;,VI) 

Yli"i X!V"fi 

Figure3.1: Boolean functions in P~(2) 

Definition 3.3 A Boolean function /(:t~o .. ,:t~) E B. is sa.id to be 
positive(negative)inavariable;~;; ifthereexistsadisjuncti,·eexprCSI!ion 

off in which;~;, appears in uncomplemented(complemented) form. If 
fispositive(negative)ina.l.lofi tsvariables,then/issimplysaidto[J(l 
positive(negative). D 

Definition 3.4 A Boolean function /(:~: 1 , ,z.) E B~ is said to be 
unateinavariable;~;1 i f/ispositiveornegativein;~;1.If/isunatein 
allofi tsvariables,then fissimplysaidtobeunate. 0 

For example,/(:r 1,J:?,J:!) =x 1 x1Vi"ifjisunateiu x 1 and X3 and 
notunatein:r1. 

:~~~~ji~~~:~ ~ ·;I,~;. fEB • . /(x1, •• ,x.) is positive in x; if an~ 

Proposition 3.5 Let f E B~. /(x" ,:~:.)is negative in x ; if and 
only if Jl, ,. o ~ /1. .• 1. 0 

Figure 3.1 and 3.2 give all Boolean fun ctions in PC1(2) and PC1(2), 
respe<:tively. Fromthesefigures,itiseasilyobservedthat both PC1(2) 
and PC!(2)containunatefunctions 

Suppose that /(:t 1 , ••• ,x.) E B. is tmate in x •. Then, for every 
(a~> . .. ,a._,) E {0, 1}"-1, /(o1,. ,o._1 ,0) = 0 if /(o,, , . ,o~-~o 1) = 
Oor /(o~o ... ,a•-lo l) = 0 if /(o,, .. ,a.-~oO) = 0. This regularity does 
not s~m compatible with the PC. In the following, this conjeo:ture is 
shown to be correct for f E B~ when n ?: 4. Before showing the re.~ults, 
severallemmasarepresented. 

For /ED .... and c E {0,1}'", let 

r'(c) = {(;~;h ... ,x.) l/(xh ... ,x~) = c) 
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XtX:V:r:tXJVX:XJ 
ZtZ:V:r:tXJV:r:l'!'i 
ZtX';VXtXJVJ:iz3 
Y)x 1 VYj:r:, V :r:1:r:J 

Zt Yi:fi"VYj:r:::r:J 
Zt?"iXJV:fT:r::Yi 
Zt:r::l'JVYj'fj":r:J 

Xi"F;XJV:r:t:r:::r:l 

Tj'fj"V?[l'JVYil'i 
YiYiV'fl:r:JVYi:r:J 
"fl:r::V"fLXJV:r::XJ 
Zt~V:r:tYJVY]Tj 

Yj~VXt ZJVX:l'i 

l!"j~VYjx3 V:r: 1 x2 

l!JX2 V Xt XJ VYil'J 

ZtX';VX"jXJ V :r:?XJ 

Figure3.2: Boolean functions in PCJ(2) 
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Lemma 3.1 Let n ~ 2 and IE PC.(l). Then, for every i such that 

1 :5 i :5 n, l(xt.····x•) is positive in :r:; if and only if i'(O, ... ,o,i 
,0, ... ,0}=2•-l 

(Proof} Suppose that i = n. Since I E PC.(l), l(xt. .. ,x.- 1,0) 1!1 
l(x1 , ... ,x.- 1,l )isbalanced,thatis, 

Thus, 

Jl(xl.-t l/l. •• o FJI, •• tH=2"-2 • 

F(o,. ,o,t) 

L Ar:J<- tr· 
• EjO,t)" 

l.: 1n •. ~ -it ..• o~ 
(•)._1Ej0,1]" - 1 

21{(:r:)._ 1 111 •• - o =0./l ••• , = l}l-
21{(x)._1 1/1..-o = l,f!. • • t = 0}1 

2"- 1 - 41{(:r:)._1 111 •• -o = l ,f!. • • t = 0}1. 

H!!nce, F(O, ... ,O,l) = 2"- 1 if and only if l(x) is positive in x •. The 
samearguwentcan beappliedtotheca.sewhere1:5i:5n-l. D 

Th!! following lemma can be proved in the same way as Lemma 3.1 
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Lemma 3.2 Let n ?: 2 and f E PC~( l}. Then, for every i such that 

1 :5 i :5 n, f(:r~o ... ,x.) is negative in :r, if and only if f(O, ,O,i 
,0, ... ,0}= -2~- • . 

Lemma 3.3 Let fEB •. Then, f E PC. (k} if and only if 

foreveryaE {O,l}~suchthat I :SW(a):Sk 

(Proof) f E PC~(k) if and only if, for every a E {0, 1}" such that 
I:SlV(a):Sk, 

c,(a) = ~ "'E~l]" f 2(w)( -l )"""' = 0. 

Thus, 

I, F0(w) = .~, F0(w) . 

The lemma holds be<:ause L i 7(w) = 22" for every fEB • . 
"'E\0,1)" 

From Lemma 3.1 and 3.2, if f(:x:~o . ,:x:.) E PC. (l) is unate in x , 
then 

From this fact , it is immediately derived that every Boolean function 
satisfyiug the PC of degree lis unatein at most 4 of its variables. A 
morestrictresultisgiveninthefollowing. 

Theorem 3.1 Let n ~ 4 Iff E PC.(l), then f is unate in at most 
tv•oofitsvariables 



3.4. Unatenessand Inversion Complexity 

(Proof) Wi thoutlossofgenerality,it ca.nhea.ssumedtha.tl (x1, .. ,xa) E 
PCa(l) is unate in X~o :1:1 and x3 . Then, from Lemma 3.1 and 3.2, 

i'2(i,O,O,O,. ,0) + i'2(0,1,0,0,. ,0) + i'1(0,0,l,O, .. ,0) 
"' 2l(•- l)+2"l{a- 1)+2l(a- l) 

"' 2lo-l +21.-l. 

Since l(x~o. , :ta) E PC. ( I), from Lemma 3.3, .. ~o i'1("-') "' 21.- l, 

which causes a contradiction. 

Theoptimalityoftheaboveresultca.nalsobeproved. The following 
theorem presents an exact characterization of a Boolean function in 
PC.(1) that isunatein two of its variables. 

T heorem 3.2 Let n ~ 4 and IE PC. (! ). l(x~o ... ,xa) is unate in x; 
and xi if and only if I satisfiesoneofthefollowingtwo conditions. 

I . 1 ( 2·-' if ... e w-' 2j-l 2· _ 2;_, -1 2· _ 2i- * -I} 
• F(w) = 0 otherwise ' ' ' 

andoneorthreeofnonzero i'(w)'sare positive. 

· IF( ... I- ( 2•-l if we{2i-',2i-',2~-1.2~-2'- ' -2i- '-l} 
} - 0 otherwise 

andoneorthrli.'ofnonzero.F(...,)'sarepositive. 

(Proof)Weprovethetheoremonlyforthefirstcondition. It can be 
proved in thesamewayforthesecondcondition 

SuppO!iC that IE PC.(!) is unatein x 1 and x2 • Then, 

1(1,0,0, .. ,0), (0,1,0, ... ,0), ) 
...,# (1,0,1, .. ,1), (0, 1, 1, . .. ,1), ~ i'("-') "' 0. 

(0,0,1, .. ,1), (1, 1,1, ... ,1) 
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f(1,0,0, .. ,O)=ft. f(0,1,0,. ,O)=fo, 
f(l.0,1, .. ,1 ) = f 10, .f'(O,l, 1, . , 1) = Po~o 
f(O,O,l,. ,l)=f[l(., P(1,1,1, .. ,l)=fu. 

t.;., +Pit = f~o + N1 =f.;.,+ f~o = t;, + Ptt .. 21 (~-l). 

From Lemma 2.1, there are following two ciiSC:'l· 

C-1 jt,.j ~ jt.,j ~ 2•·•, jt.j = jt,j = 0, 

C-2. 1t.1 ~ 1t .. 1 ~ , • . •• v .. 1 ~ 1t .. 1 ~ o. 
ForC-1, let 

b, = (1,0,0, ... ,0), ~ = (0, 1, 0,. ,0) 
bJ = (1,0, 1, .. ,1), b~ = (0,1,1,. ,1) 

Then, [f] can be represented as 

Iii ~ ~jtjn. 
~ ~ (t, li..l + t, [i,j + t,. [i.,J + t., [i •. j). 

Sinceb 1 6l~6l~$b~ = (0, ... ,0), foreveryJ: E {0,1}• , an even number 
of i1, (1:), i.,(J:), i.,(J:) and ii, (:t) a r.e eq_ual ~o 1, and_ the others are equal 
to -1. Thus, an odd number of F0, F~o F10 and F01 must be equal to 
2•-' and the others must be equal to -2•-t since/E B •. 

Conversely, if an odd number of f 0, f,, f 10 and fo1 are equal to 
2•- t and the others are equal to -2•-1, then f E PC.( I) and f is unate 
in1:1 andJ:1 

The same argument as the abov~J one can be applicable to C-2. D 

Corollary 3.1 Let n ~ 4. For every i, j such that 1 .;:; i < j .;:; n, 
there are 16 /(J:~o ... ,r.)'sin PC.(l) that are unate in r; and r,. 0 
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TheproofofTheorem3.2 givesamethodofconstructionforDoo\ea.n 
functions satisfying the PC of degree 1 a.nd are unate in two of their 
variables. Thismethodcanconstructeverysuchfunctions. 

Example 3.1 Four Boolean functions are given tha.t are in PC,{l) and 
tha.ta.repositivein :t: 1 and :t:z.Let 

Then, 

Thus, 

[fu] [0,8,8,0,0,0,0,0,0,0,0, 0,0, -8,8, 0], 

[t, ] = [0,8,8,0,0,0,0,0,0,0,0,0,0,8,-8,0]. 

[i.] &IF•J n, 
[1, 1, -1, - 1, 1,-1, 1, - 1, 1, - 1, 1, - 1, I, 1, - 1, -1], 

[j,[ & [t,[ H, 

jl, -1, 1, -1, 1, 1, -1, -1, 1, 1, -1, -1, 1, -1, 1,-q. 

/u{:t:1,x2,x3,x, ) z 1r,z, Vz1z3l'fVx1z3z, Vx1Yj"T;" 

z 1(x3 $z0)Vx1(z3 Wx 0 $1), 

/J{x1.x2 ,x3 • :t: , ) r 1:.: 3z, V :t: 1:r)Y4V x1Yj"z , V r 1 :.: 3r. 
x,(x,wx, lll l)Vx2(:t:,lllx,) 

The other two fun ctions can be constructed in the same way a.s the 
above. Theya.re 

g0(z~ox 2 ,:.: 3 ,x,) x1x1 Vx,r,:x, Vx1x3X.Vxzfix, Vxzx,r. 

.. x 1xzV(x1 Vxz)(x,$;r,), 

g1(;r,x1 , x3, x,) = x 1x 1 V x 1x3x, V x,r;r;v xzx,x, V xz:fiY< 

= X1X1 V (zl V Xz)(XJ $ X o $ 1). 

The truth tablesoftheabovefunctionsarepresentedin FigureJ.J 
0 

The following theorem is on non-unatenessoftheDoolea.nfunctions 
satisfying the PCofdegrce2. 
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x1x4 x 1x4 

xTX2 X/X2 "r'=-r~--"--,C:-, 

,, ,, 

Figure3.3: Functions in PCi(l ) and positive in x1 and x2 
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Theorem 3.3 Let n ;;J: 4. Iff E PC.(2), then I is not unate in any 
oneofii.Svariables 

(Proof) Suppose that I e PC.(2) is unate in x1 • Then, 

f1(J,0, ... ,0)=21(o-l)_ 

Let i, j be any integefl! such that 2 ~ i < j ~ n. Since IE PC.(2), 

..,>;o f2(~..~) z2•-'. 

L f2(w) "" z1•- '. 
1.'; •0 

L f1(w) = z1•-' 
... ,i!'o-, .. 1 

Thus, 

From this cquuion, if F(w) # 0, then at most one ofWj, .. ,w. isO or 
w : (1,0,. ,0} 

If n = 4, then, for every I E PC~(2), I is perfectly nonlinear and 
F'l(~..>}"" 16for every wE {0,1 )', which is a contradiction 

Forn ;;J: 5, 

F 2(0,l, .. d,t, .. ,l} + F 2(0,l, .. ,l,ll,l, .. , 1}+ 

F2(t , t . .. ,t.O,t •.• tl + F2(t,t ... ,t .b.t , .. ,1) 

Thus,fromLemma2.1,2.5,2.6,foreverywE {O,i}"suchthatonlyone 
of "-'l, ... ,w. is 0 and F(w) # 0, F1 (~..~) = 22" - 1. For everyw E {0,1r 
suchthatonlyoncof"-'2, ·· ··w•isO,since 



SO Chapter 3. Complexity of Boolun Furn::tions Satisfying the PC 

and 

fr2(l,O,. ,0) = 21{~- 1 l, 

atmostthrecof fr1{~.o~)'sare21•-l,while,since 

.... ~-~ fr1(~.o~) = .... f.~ f'2(w) = zh-1' 

uleastfouroff'l(~.o~)'sare22•-2 • This causes a contradiction. Thus, 
thetheorcmhasbcenproved Q 

3.4 .2 Invers ion Complexity 

Thissectionshowsthat{II,V,-.}-circuil.s tbatcomputeaperfectlynon· 
linear Boolean function in P. requires many-.-gates. 

ltiseasytoseethatthefactthatfis notunateinanyoneof its 
variablesdoesnotnecessarilyimplythatfhashighinversioncomplex­
ity. For example, f(:r. 1 , • • ,:r..) = :r. 1 · · · :r.. V"fi" · ··"f;can be computed 
withonlyonenegationalthoughfisnotunateinanyoneof:r.1, 

Definition 3.5 The inversion complexity[Mar58] of a Boolean func­
tionf,/(f},isthesmallestnumberof -.-gatesnecessarytocomputef 
by {A, V,-.}-circuits. Q 

Let a'"' ( a~o ... ,a.), b"' (b~o ... ,b.) anda,b e {O,lr. a~ bif 
and only if a; ~b; for every isuch that 1 ~ i~ n. a <bifandonly if 
a .:;;banda, <b; for some i such that I~ i ~ n. 

Definition 3.6 [Mar 58] Let C - (Q 1, ... ,Q ~ ) be a sequence such that 
Q, E {0,1)" for l .S: i:::; kandQ; <Q;+l for l :::;j:::; k-1. Cis called 
sign-variablechainoflcngth kof fEB. if and only if 

j(Q;) , J l ~f ~ ~s odd \0 lfllSeVCil 

forevery i suchthatl:::;i:::;k. 

Definit ion 3.7 alt(f) is the length of the longest sign-variable chain 
off o 
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lnversion complexity /(/)iscomplttelycha.racterizedbyolt(f). 

Lemma 3.4 [llla.r58] For every fED~, 

1 _ ( 0 ifaltU.J =0 
(/)- [log2 alt(f)J otherwtse 

Thtfollowingpropositionistrivialfromthedefinitionofolt. 

Proposition 3.6 For every fEB~, I (f)~ [log2(n + 1}j. 

Lemma 3.5 For every f E P~, 1(/) ~ [log2 nJ- L 

81 

(P roof) Let n = 21:. / {z,y) = ~(z) · y $ g(z), where II" E lh.t be a 
permutation and g EDt-

Sincc 1r is a permutation, for some v E {O,l )l , ~r(v) = (1, .. ,1) .,, 
f(v,y)=y, $ ··· $ Yt$g(v). 

LetC=(a1, •. ,o.t)suchthato'=(v,~, O, .. ,O)E{O, l }1lfor 

every isuchthat 1 :S: i :S: k. If g(v)= 0, then 

/(a')= ( I ~f i ~s odd, 
0 tf>ISeVell 

and Cis & sign-variable chain of f. It also can be shown that there 
exists a sign-variable chain of length k +I off if g(v) = L This 
completestheproof. 0 

Theorem 3.4 For every f E P., [log2nJ -1 :S: ! (/) :S: [log2(n+ l)J. 
D 

The following two examples show t hat the bounds of Theorem 3.4 
a.reoptimal. 

Example 3.2 For /(z, y) = z,y, Ell · · $ Zt!ll • f E Pu and !(/) = 
[iog2kJ. 0 
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Example 3.3 Let n = 2k and I E B. such that 

l(:~:,y) = I $(ZJ $ ··· $:&t )$ (:&JYI $ ·· $:&t Yt). 

Fori,;;; i:s;; n + l, let 

et , =(~,O, .. . , O) E{O,l}" 

Then, a;< a;+t for every j such that I :s;;j,;;; n,and 

( 1 ifiis odd 
l(a,) = 0 ifi is even 

Thus, olt(f) = n + 1 and every circuit that computes I requires 
Llog1(n+I)J negations. 0 

3.5 Formula Size 

lnthissection,alowcrboundoutheformulasizeofanyEJooleanfunc­
tion in PC.(I ) is obtained with the use of the method of 
Krapchenko[Kra71]. 

Somenotationsaredefinedinthefollowing definition. 

Definition 3.8 [Weg87] Let Q,S ~ {0, 1} " and fEB •. Let H(Q,S) 
bethesetofncighborsin(Q,S),i.e., 

'" 

1 I (q,•) E (Q,S) "' ""'"'""'m' i ) 
H{Q.S) = (q, ~) such that 1 :5 i :5 n, q;"' ~;and q; = ~; . . 

for every ) such that I :S J :S na.ndJ F• 

Lemma 3.6 [W<?g87) For every Boolean function! , Lu(f) ?: K(f)-1, 
where U = B1- {$, E) 0 
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Theorem 3.5 For CV('ry IE PC~(I), Lu(/) ~ n2/4 -1 

(Proof) Suppose that IE PC~( I) - Then, 

}((!) ~ Il,.,(ll.J•'(o): u-1(1)\~22:-2~; 1(1)1) > n2/4. 

This completes the proof 

The lower bound in Theorem 3.5 is almost optimal even for p('rfectly 
noulin('JUOoo\can fun(tion s. For the perfectly nonlinear Boolean func­
tion I in Example 3.2, Lu(/) :S: n2 /2 -1 when n is a power of 2 

For the same I, Ls,(f): n - 1. On the formula model, e and 
:::is essential for the efficient computation of the Boolean fu nctions 
satisfying the PC. 

3.6 VLSI Complexity 

This section gives some results on AP complexi ty of VLSI circuits 
computing IE P~ .... 

Lemma 3.7 [UHS4] Let I be any set of input variables and C a VLSI 
chip.lfnomorethanonethirdoftheinputsinlarefedintoaninput 
padofC,thcnalinewithasinglejogcanbedrawnthatdividesCinto 
two parts ea.<: h of which includes betw('<ln one third and two thirds of 
the inputs in I. 0 

The proofs of the resu lts make use of the information flow 
argument]Ull84]. Let C be a VLSJ chip of area A and timeT com· 
putingsomefunction,and\etLbealineonCsatisfyingthecondition 
oftheabovelemma. If some of the outputs on aside of £depend on 
someoftheiuputsontheotherside,thensomeamountofinformation 
must be transferred across Lduring the computation. If the amount 
oftheinformationisprovedtobeat\ea.st l, then,\- 1(,/A+.\)T;?:J. 
Thus, AT2: flW). 



84 Chapter 3. Complexity of Boolean Functions Satisfying the PC 

Theorem 3.6 Let n = 2k and f E Pz<,t· For every VLSI circuit that 
computes/, 

(Proof) Let f = (/1, ,/t) E P • .i such that, fo r 1 :!0; i :!0; k, 

f ,(.:,y)=,.,(.:) ·y @g,(z), 

where ~r , = (,..,, , .. . , ,..,,.~) E Bt,< is a permutation and g; E Bt 
If some input pad accepts k/3 = n/6 or more inputs , then T ~ n/6 

and AT2 = fl(n2 ). 

Suppose that each input pad accept less than k/3 inputs. Then, 
Lcmtua 3.7 implies that the chip can be split in two parts by a line of 
length at most JA +>.so that each of the sides has between 1/3 and 
2/3of the input.s y = (y1, ••• ,y,), where>. is the spacing of grid lines 
\Vithoutlossofgenerality,itcan beassumedthattheleftsideofthe 
chip contains at least half of the outputs. Letr = rk/3l Chooser of 
theinputsyontherightsideofthechipand rof theoutputsonthe 
leftsideof thechip. Without loss of generality, we canassumeth<'ot 
theyarey, ... ,y,and/t, ... ,/, 

ForceV., let 

,g = ("~, 1 •.. , ~r~.tl = Ct lft $ ·· · $ c,:r:, . 

Siuce,,jisapermutationforeveryceV., 

li•l•• .. l•l· ·· · •••.. l•l. 'll· ,,_, 
Thus, 

ThereexiBtsa E {0,1} " such that, foranycE V,, thercclristssomej 
such that 1 :S;j :!0; rand ,..O,(a) FO. Hence, 

(•,,,(o), ... ,,,_,(o)), .. ,(•,,,(o), ... ,,,,,(o)) 

arelinearlyindepeudent. 
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Thus, foreverypairof (y),,{!l'), E {0,1}' such that (v), # {y'),, 

(h(a,(v),,b), .. ,j,(a,(y),,b))#(f1(a,(y'),,b), ... ,j,(o,(v'),,b)), 

where bE {O, l }•-•. 

Fromtheabovediso:ussions,duringthecomputation,atleastrbits 
of information mu~t be transferred across the line splitting the chip 
Hence, .\-'{JA + .\)T ~rand AP"' O(n2). 0 

TheproofofTheorem3.6ca.n beea.silyextcndedtoprovethefol­
lowingcorollary 

Corollary 3.2 Lett be a constant such that 0 < t.;;: l /2 Let j E 
P•,l••J· For every VLSI circuit that computes j, 

It is considered to be more rea.listic that in~ut/output pads are 
located on the boundary of a VLSI chip. The following theorem can 
alsobeprovcdin thesamewaya.sTheorem3.6. 

Theor em 3.7 Any VLSI circuit that receives inputs on the boundary 
ofthechipandoutputsj E P .... requires 

AT 1 =ll(mn). 

The above result has some implication for the VLSI implementa· 
tionofcryptographictransformations. Fornonlinearelemen!.!linseeure 
cryptographic transformations, their area-time-square VLSI complex­
ity is expected to grow at least in proportiontothenumberofinputs 
andthatof t heoutputs. 
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3. 7 OBDD Size 

In this section, we consider the OBDD size of perfectly nonlinear Boolean 
functions in a subst!t of P~ ... -

Forevery perfectly nonlinear Boolean function, its outputs change 
independently ofea.chother ifanychangeofinputsoccurs. This in­
dependenceinduccsaconjecture that,foreveryperfectly nonlinear 
Boolean function, there exist no variable ordering such that all of the 
output functions can be representOO by OBDD's of small size 

Weconsiderfoo(fl, ... ,ft) EP7t.tSUchthat,foreveryisuchthat 
1$ i$ k, 

/ ,(r,y)=( P.rT)·y $g,(r), 

where P; is a k x k {0, !}-matrix and g; E Bt. For every (c1, .. ,c~.) E 
V1, c1P1 $ ·· · $ c*P* is non-singular . Let P~ .* be the set or such 
functions. 

Let A be a matrix. Let rank(A) denote the rank of A and let 
A[i1 , •• ,i, ][i,, ... ,j~J denote an a x b matrix wh~ (u,v)-element is 
(i. , j.)-element of A, where i• # i, and j, # j 1 for every p,q and &, I 

such that I $ p < q $ a and 1 :::; & < t :::; b, respectively. 
The following theorem gives a relationship between the ODDD size 

of a perfectly nonlinear Boolean function in P:f,,t and a combina torial 
problem 

Theorem 3.8 Let f "'(!,, .,/.. ) E r:t. and, for each i such that 
t::;:i::;:k, 

where P, isa k x k {0,1}-matrixandg; E 9 1. Let 

r(f) <l£ ~~ ·~ .. ~~~i1~m~*/~f'ti. ronk(P;{i1, ••• ,ir•mlliJ , .. ·ir•mll-
'~"·-- · Jr•t• l ~* 

Then,foranyvariableordering, thereexistssomcisuchthat l < i < k 
and the OBDD size of/; is 0(2•(11) ~ -

(Proof) Foreachisuch that 1 :$i:::; k, f,(r,y )= yP;rT$g,(z). 
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lnavariableorderiugof(::.:,y),supposethalx.,precedcsx.,and 
y., precedesy., ifl :5p<q :5 k. 

Supposethatx.1, 1, 1 precedcsy,1, 101 • Then,forsomedsuchthatl :5 
d :5 k, rank(~)~ r(f), where ~ = P4[VJ•/1J+h .. . v.J[u, .. , Ufi /1]]. 
Thus, 

!tala= PW,be {O,t} 1'1llll ~ 2•(fl. 

Let 71 = (::.:.1, ••• ,::.:. 1, 1,1 ) andy' = (y,1,1,1, 1, •• ,y.,). Let g' = 
g[ •• 1,1, h 1 •...••• , .o. Then, 

is a sub-function of /~ constructed by substituting O's for 
x. 1, 11 1+ 1 , •• ,x., and y.,, ... ,y•t•m· For the variable ordering 
(x.1, •• • ,x.1, 1111 y.1, 1, 1, 1, • •• ,y., ), the OBDDsizeof /~is fl(2•(fl). Thus, 
theOBDDsizeof [4 isfl(2•(f)) i£::.:.1, 1'1 precedesy,1,1,1 

For the case wherey.1,/ll precedes ::.:. 1,/ll, the thwremcan be prov~l 
inthesameway. 0 

Weconjecturethatr(f)~ lk/4J for every [E P~.~ 
A method of construction was proposed by Nyberg[Nyb91] for per­

fectly nonlinear Boolean functions in P~.l"· Let R be a k x k matrix 
whichexpressastatetransit ionfunctionofa linearfee.:lba.ckshiftreg­
ister(LFSR) of length k with a primitive feedback polynomial Let 
f = ([J , ,f.) E Bn.i such that, for ea.ch i such that 1 ~ i ~ k , 

j ,(x,y) = (R' - 1xT)·y$g,(x), 

where g, E B,. Then, f E P~r_. 

Example 3.4 Let p be a polynomial over G F(2) such that 

p(x) = x•+::.:+ l. 

p(x) is a ptimitive polynomial. The LFSR of pis in Figure 3.4 The 
state transition func tion of the LFSRisdcscribed by R such that 

R = I 0 0 0 [
0 01 '] 

0 I 0 0 
0 0 l 0 
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The following theorem can be immediately derived from the proof 
of the ODDD size of integer multiplication in [Bry86] 

Theorem 3.9 Suppose that f = (h, .. .J~) E P:l,.l is constructed 
with the 1nethod of Nyberg. Then, for any variable ordering. there 
exists wrne i such that 1 :S: i :5 k and the OBDD size of j; is n(2l/l'). 

0 

3.8 Conclusion 

This section have discussed the complexity of nonlinear Boolean func­
tionsonsevera.lcomputationmodels. 

first , una\enessandinvcrsioncomplexity havebeendiscusscd. It 
has been shown that there exist Boolean functions which 5atisfy the 
PC of degree 1 and unate in two of their variables and that Boolean 
functions satisfying the PC of degree 2 is not unate in any one of its 
variables. lnversioncomplexityofperfectlynoulinearBooleanfunctions 
hasbeenprovedtobealmostmaxirnum. 

Secoud. we have mentioned that the formula size of the Boolean 
fuuctions satisfying the PC of degree 1 is at least n~/4- l and that 
thelowerboundisalmostoptimaleven forperfectlynonlinear Boo\ean 
f•mctions. 

Third,thearea-timetradeoffofVLSI has been discussed. For every 
Boolean fu nction in a subset of perfect ly nonlinear ones with multiple 
outputs, AT~ of VLSI computing the fu nction has been proved to be 
O{n1). 

Finally, the size of OBDD has been considered. For any variable 
ordering, every perfectly nonlinear Boolean fu nctions constructed by 

Figure3.4: Thelinearfeedbackshift registerofp 
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themethodo!Nyberghassomeoutputfunction such that the size of 
ODDD representing the function is exponential in the num~r of its 
inputs. 
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Chapter 4 

Circuit Complexity of 
Homogeneous Boolean 
Functions and Their Slices 

4.1 Introduction 

In this chapter, we consider the circuit complexity of slice Boolean 
functionsandhomogeueousDooleanfunctions 

l tisknownthatforanyk-homogeneousBoolea.nfunction,its (k+l)· 
thsliceisnotmuchmoredifficulttocomputethanitsk-thslice[Dun86] 
Ontheotherhand, itha.sbeenprove.:lthatthere existk-homogeneous 
Boolean functions such that the monotone complexity of their k-th 
slicesismuchlargerthanthatoftheiru(>k)-thslices[Weg86J. One 
topicisanimprovementofthelatterresult. Theoptimal\owerbound 
isobtaine<lonthemonotonecircuitsizecomplexity ofthek-thslices 
forconstantk. 

TheothertopicisthehomogeneousBooleanfunctionswhosecircuit 
sizecomplexityandmonotonecircuitsizecomplexityarealmostequal. 
Forthesehomogeneousl3ooleanfunctionswithnvariab!es,theirmono­
tonecircuit sizecomplexityislargerthantheircircuitsizecomplexityat 
mostbyaconstantfactorandanadditivetermofO(n(logn)1). Hence, 
a]o,.'Cr bound ofw(n(logn)1) on themonotonecircuitsizecomplexity 
impliesthesamelowerboundonthecircuitsizecomplexity 

91 
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In thenextsection,wedefinecomplexitymeasuresofBoolea.nfunc­
tionsonthecircuitmodel.Seo::tion4.Jpresentsthedefinitionsofslice 
Boolea.nfunctionsand homogeneousBooleanfunctions,andshow thcir 
Lasicproperties. InSection4.4, wepresentthek-homogeneous Boolean 
fun ctionswhosek-thsliceismuchmoredifficulttocomputethantheir 
other slices. Section 4.5 presents a class of k-homogeneous Doolean 
functionssuchthatncga.tionispOI0.1ltlessforcomputingthem. Section 
4.Gis thecondusionof thischapter 

4.2 Preliminaries 

4.2.1 Complexity Measures for Combinat ional 
Circuits 

The complexity of comhinational circuits is measured hy their size, 
depth, and soon. In thischapter,wediscuSilon]ya.houtthesizeofthe 
circuit s. The size of a. circuit C, Si~e(C), is the number of the gates in 
thecircuitC 

From the practical pointof view,it may be necessary to hound the 
fa.n-inandthefan-outofgatesbysomeconsta.nts. Bounding the fan-in 
ofthegatesina.circuitbysomeconstantrmeansthatalltheBoolean 
functionsinthebasisofthecircuithaveexa.ctlyorlessthanrinputs 
andthattheba.sisisfinite 

For any finite and complete bases Band B', each Boolean function 
in B' can be computed by a constant size circuit on B. Thus, for 
any Boolean function/, each gate in a B'-circuit computing f can be 
replaced by a constant size B-circuit 

Proposition 4.1 Let Band B' be finite and complete bases. Fora.ny 
Boolean function/, if a B-circuit C computes f, then there exists a 
B'·circuitC'computingfsuchthat 

Size( C) 10 c ·Size( C), 

wherecisaconstant depeudingon ()and B'. 

Forany/,thesizeofacircuitcomputing/isnevergettinglarger 
asthcfan-outofthecircuit isgettinglarger. The following proposition 
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sa.ysthatifaDooleanfunctionjcanbecomputedbyanunboundedfan­
outcombinationalcircuitConafinitebasisB,jcanalsobecomputed 
by a combinational circuit C with fan-out t (?: 2) on B whose size is 
larger than thoseofthecircuitCatmostbyaconstantfactor 

Proposition 4.2 [HJ(P$4] Let f be a Boolean function and B be a 
finite basis. For any unbounded fan-out B-circui t Ccomputing f , a 
B-circuitC'withfan-outt(?:2)computingjcanbeconstructedsuch 
that 

SIZE(C') !0; c - SIZE(C) + ~ =:, 
whereqisthenumberofoutput node!landc isaconstant whichdepend 

- · ~· 0 

4.2.2 Circu it Complexity 

The computational complexity of a Boolean function is measured by 
the complexity of circuits computing the Boolean function. A Boolean 
function can be computed by infinitely manycircuitsvaryingincom­
plexity. The computational complexity of a Boolean fu nction is mea­
sured with the complexity of optimal circuits computing the Boolean 
function. 

Definition 4.1 The circuit size complexity of a Boolean function f on 
a hasis B, C8 (f), is the smallest size of B-drcuits computing f D 

In this chapter, we discuss the circuit complexity of single-output 
Boolean functions on fini te bases with unbounded fan-out 

Proposition 4.3 [Sha49[ Let E,. o; B. and [E.[ = 2•(•) for some e : 
N _, N . Then . for almost all Bool('an functions, g's, in E., 

( •1•1) 
C(g) =fl loge(n) · 
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In the above proposi tion, "almost ali" mea.nsthat 

.I!!~I{g E E. I C(g)., n(e(n}/loge(n))}I/ IE.I., I 

This proposition mea.ns that, for almost all sequence~~ {g.l g. E E. for n E 
N) ,thccircuit sizecomplcxityofea.chg. inthesequenceisfi(e(n)/loge(n}). 

4.3 Slice Boolean Functions and Homo­
geneous Boolean Functions 

4.3.1 Monotone Boolean Functions and Monotone 
C ircuit Complexity 

HomogeneousBooleanfunctionsand slice Boolean functions are in the 
class of monotone Boolean functions. We first de fi ne monotone Boolean 
functi onsandshowthcirpropertiC!I. 

Definition 4.2 Let a,b E {0,1}". A Boolean function fEB. is 
monotone if and only if a~ b implies f(a) ~ f(b). 0 

M. denotC!I the set of all n-input monotone Boolean functions. M. 
coinci\leswith the set of positive Boolean functions. 

Monotone Boolean functions are also defined a.s Boolean functions 
which can be computed by circuits on the ba.sis 1.-1~ = {V,A,O, 1). The 
M~ · cin:uits a.rc called monolone circuits. The circuit size complcxity 
of monotone Boolean functions on the ba.sis M1 is called monotone 
cit·cui t size complexity. For any monotone Boolean function f, Cu,(f) 
is<leuotedasC.,.(f) 

We define pseudo-complements of monotone Boolean functions. First, 
wedcfinesta.ndardcircuits 

Definition 4.3 A standard circuit is a monotoue circuit with 
negat~-d inputs permitted. o 

If f(x,. .,x. )ismonotone,foreach variablex, some monotone 
Boolean functionpe; repla.cesl;of standard circuits computing f. 
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Definition 4.4 Let j E ~~~ ~- A Boolean functionpc,(x 1, .. . ,x.) EM. 
is a p$t udo-eomplemeutforx , with respe<:t to j(x 1, ••• ,x~) ifarirtuit 
obtainedbyreplacingtheinputT,bypc,(x1, •• ,x.)ofanystandard 
circuitcomputingjstillcomputesj. D 

For j E M~, consider a size optimal 8 2-circui t computing f. The 
size of the drcuit is C(/). From Proposition 4.1, for thisdrcuit, a 
circuitS on the basis {V,A, -.} computing j can be constructed whose 
sizeisO(C(j)). Astandardcircuitcomputingjcanheconstructedby 
applying De Morgan's Laws to this circuitS. The size of this standard 
circuit is at most twice larger than that of the circuitS, and it is 
O(C(j)). Since the size of size optimal standard circuits computing 
j E 111. is O(C(f)), the following proposition follows 

Proposit ion 4.4 For j E M., let pc, E M. be a pseudo-complemeut 
for x; with respect to/ . Then, 

C(j):s;;C,.(f):s;;O(C(f))+C ... (pc1, •• ,pc.) 

C,.(pc., ... ,pc. ) = C,.(pc), where pc is an n-input n-output mono­
tone Boolean function such thatpc(x1, •• , x.) = (y1, ••• ,y.) andy, = 
pc;(x~o·· ,x.) for every i such that 1 :s;; i :s;; n 0 

For some monotone Boolean func tions, their monotone circuit com· 
plexity is much larger than their circuit complexity. Fora bipartite 
perfectmatchingBooleanfunction, itscircuitsizecomplexityispolyno· 
mialiuthcnumberoftheinputvariables,whileitsmonotonecircuitsize 
complexity is super-polynomial, that is, nopolynomialsize monotone 
circuit com]mtes the bipartite perfect matching Boolean function [RazS[l). 
lngeneml, thelowcrboundonC,.{j)doesnotimplyanylowerbound 
on C(j) 

From P1oposition 4.4, for any monotone Boolean function /, if j 
has pseudo-complements easy to compute, then its monotone circuit 
complcxi tyisnot nHIChlargcrthanitscircu itcomplexity. In this case, 
ifw(C,.(pc1. ,pc.))lowerbouudon C,.(j)canbeproved,it implics 
thesamclowerboundonC(j). 

SliceOoolcau functionshavepseudo-complcments that are easy to 
compute. 
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4.3.2 Slice Boolean Functions 

Definition 4 .5 fEB~ is a k-slice Boolean function if and only if 

I{ ) _fo if:r:,+ ···+ :r:~<k 
"'~>· · · "'• - \1 if:r: 1 + · · · +x~>k. 

s: denotes the set of k-slice Boolean funct ions with n variables. 
T!isak-thresholdfunctionwithnvariablessuchthatr."(z1, •• ,x.)"' 

lifandonlyifkormorethankofx1, •• ,x.areequa.ltol 

Definition 4.6 U,t f E B • . /~ = /A r." V T~+l is the k-th slice of f. 

From the above definition, for any /E B., 

if :r:, + ··+:r:. < k 
.,:r:.) ifx1 + ··+x. = k 

if x1 + · · + x. > k 

0 

f~ is a k-sl ice Boolean function. For a.ny k-slice Boolean function g E 
B., there exists some fEB. such that/~"' g. s: is equal to the set 
ofk-thslicesof Doolean functions in B. 

The following proposition is on thepseudo-complementsofk-slice 
Boolean functions. 

Proposition 4.5 1Weg87] Let f E s: and I .;;; k .;;; n. A pseudo­
complemcntforx;ofthek-thsliceof/(x1, .,x.)is 

T~_,(x 1 , •• ,x.). 

The following proposition is immediate from Proposition 4.4 and 
Proposition4.S 

P roposition 4.6 For every fEB. and every ksucb that 1.;;; k( n, 

C,.(!•) ( O(C(!~)) + C ... (T~_ 1(X t ), .. . , T!_,(X.)), 

"·hereX,= (:r: ,, .. ,x,_,,:r:;+1 , •• ,z.) forevery isuchthat I o;;;i(n. 
0 
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Proposition 4.7 1Weg85, Val86] For every k such that Is;; k s;; n, 

C,.(T!_,(X,), .. , T~_,(X.)) = O(n min{k, n- k, (logn)2 }). 

It is shown in Proposition 4.5 and 4.7 that slice Boolean func­
tions have pseudo-complements ca.sy to compute. For any I E B., if 
C,.(/•) = "'(n(logn)2 ), thenC(/•) = 6(C,.(r)). Thll.'l,if"-'(n(logn) 2 ) 

lower bound on C,.(/l) is proved, then it implies the same lower bound 
onC(/l). 

Weshowsomerelationshipsbetl''eencomputationalcomplexityof 
a Boolean function and that of its slices. First, we show the upper 
boundsonthecomplexityofthresholdfunctions. 

Proposition 4.8 Let 1 s;;k s;; n. 

1. C(T~) =O(n) for every k. 

2. If k or " - ~· are constant, then C.,.(T~) • O(n), otherwise 
C,.(T~) = O(ulogu). 

3. C(T~ •.. , r:J = O(n). 

4.IAKS83]C,.(T~ . .. ,T;)=O{n logu). 

Proposition 4.9 For every IE B., 

l. C(f)s;;CUO . . ,/")+O(n), 

2. ctr . .. , I") s;; C(/) + O(n), 

3. if I is monotone, C,.(fk) ( C,.(f) + O(n · min{k,n- k,]ogn}), 

From the part 1 and 2 of Proposition 4.9, if IE B. depends on all 
of its n nriables, then C(/) = e(C(jO, ... ,f")). If I is difficult to 
compute,thensomeofitsslicesaredifficult,and viceversa. 
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4.3.3 Homogeneous Boolean Functions 

Definition 4.7 f EM~ is a k-homogeneous Boolean function if and 
onlyifa!ltheprimeimplicantsofjcontainexactlykvariables. D 

H~ denotes the set of k·homogeneous Boolean functions with n vari· 
a_bles: IH:I"" 2•c• -l since the number of the products of k posi­
tlVehteralsis . Ctandeach /;-homogeneous Boolean function isanon­
emptydisjunctionofsuchproducls. FromProposition4.3,thefollowing 
proposition can be proved 

Proposit ion 4.10 For almost all Boolean functio!U f's in H~, 

C(f) O(. C,flog.C, ), 

C .. (f) "" O(.C,flog~C,). 

Proposition 4.11 Let H~ ... be a set of It-input m-output Boolean 
functions such that, for each 1 "" (fl, ... ,l,.) E H~ .... 1, E H~ for 
every i such that I !0; i (Ill. l.e;t C,.(H~ ... ) = max{C,.(f) I IE H:, .. }. 
Then, 

I. (Sav7G] C,.(H~ ... ): O(n7jlogn), 

2. C,.(H~ .• J !0; n · C,.(H~), 

3. C,.(H!) !0; C ... (H!;,l) + 2n -1, 

4. (Weg87J fork:?: 2, C.,.( H!J "" O(n1/logn). 

From the above proposition, the lower bound in Proposition 4.10 is 
optiutalforconstantk:?;2 
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4.4 Circuit Complexity of Slices of 
Homoge neous Boolean Functions 

In this section, wecomparethecomputationa.lcomplexi tyofthek·th 
slice with that of the U· lh (u > k) slice of some fi n H~. T he following 
tv.'Oresultshavebeenobtainedbefore. 

Proposition 4. 12 [Dun86] For every J E H~ and every c such that 
1 ~ c~ ~~~k, 

Proposition 4. 13 [WegS6[ Let 2 ~ k < n. There exists some f E H~ 
such that 

C..,(fl)=fl(~). 
log~- ~C.t - l 

and, for every u such that k <u ~ n, 

C.,.W)=O(nlogn) 

Proposition 4.12 shows that, for every f E H:, the monotone circuit 
sizecomplexityof/"isnotmuchlargerthanthatof/"- 1 foreveryu 
such that k < u.;;;: n. Proposit ion 4.13 claims that there exists some 
f E H: such that the monotonecircuitsizecomplexityofj" is much 
smallertha.ntha.t ofrfor k< u~n 

Proposition 4.13can be improved 

Theor em 4.1 For every k such that 2 .;;;: k < n, there exists some 
f E H~ such that 

C .. (t) = fl (_6_), 
log . C.; 

andforeveryusuchthatk<uo;;;u , C,.(f")=O{n logn) 
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The lower bound in Theorem 4.1 is optimal if k is constant from the 
part 4 of Proposition 4.11 and C,.(f~),;;; C,.(/) + O(n logn). 

For every 1.:-slice and k-homogeneous Boolean function I e H: n S~. 
C ... (/")= O(nlogn) since 

f" =IAT; VT;+'=T; 

for every u such that k < u ,;;; n. And I = 1~. Wegener[Weg86l 
obtained Proposition 4.13 from Propooition 4.3 by proving jn~ n S~~ = 

2•-•c•-•. ~~~ ~ n S~ j = 2•c• is proved in this section. 
Wefirstprovetwolemmasofthetheorem. 

Definit ion 4.8 Let N = {1,2,. ,n}. For every k such that 1,;;; k,;;; 

Q, ~' [U,, ... ,i,)}(i,, ,i,)' N}, 

and, for every /such that I,;;; I ,;;;n-1 and P£Q1, 

Aug(P) <g,t {{j~o ... ,jt+ 11\{h, .,j,+l} £ N, 

and for some { i~o .. ,i,) E P, 

[{j,, . . it+d -{ih .. ,it} I= 1}. 

The next lemma shows an upper bound on the minimum number 
of the elements in P £ Q~ such that Aug(P) = Q~+l• that is, for every 
dement I in QHJ, there exists some element I' in P such that [I-I'[= 1. 
Wedefiuei'concealslif[l-1'1 = 1 

We divide N into two sets N1 and N1 such that N1 n N1 =~and 
N1 UN, = N. For every element in Qh there exists some i such that the 
element has i elements in N1 and (k- i) elements in N2 . Any element 
I' E Qo+J such that [I'n Nd = i + 1 and [I'n N1[ = k- i is concealed by 
some element I e Qt such that ll nN 1[ = i and [InN1[ = k-i. And 
any element I" E Qt+1 such that [I"nN1 [ = i and ll"n N2 1 = k- i +1 
is concealed bysomesuchelementinQ1 . 
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Lemma 4.1 Let nand I; be integers such that 2 ~ k < n. Then, 

min{IPI I P ~ Q, and Aug( P) = Qud I }(. Ct +( -lj•t:. /lcl/1) ifnandka,reeven 
t.Ct + .nC• ifni.s even and k is odd 
~ (.Ct + (-l)tl?l• /?)Ctt2) if n is odd and k is even 

t(.c.+(-l JL•/2J1•121c 1•121) 
+t•/2JCt if nand kareodd 

(Proof) Let N1 = {1, . . , ln/ 2j}, and N: = {ln/2]+1, ... , n}. Suppose 

that 2 ~ k ~ ln/2] . Let P be constructed in the following way; 

1. when k is even, P =Po U ··· UPon. where 

for every j such thatO~j ~ k/2, 

2. wh•m k is odd, P = P0 U ··· U Prt/11 • where 

for every j such that 0 ~j ~ lk/ 2J, and 

\VeshowthatAug(P)= QH,· For m=O, l, .. ,k +l,lct 

T,. ={{i~o. ,it+t}~NII{i], ,it+J}nN,I =m }. 

Obviously, QHl = To U ·· · U Tk+J· Aug(P,) = T1; U T21+1 for every 
j such that 0,;;;: j,;;;: lk/2J, and THJ ~ Aug(P[t/ll ) when k is odd. 
Thus, 

Aug( P) = Aug(Po) U · · · U Aug(Prtm) 



102 Chapt~r 4_ Compl~xity of Homog~neous Functions and Their Slices 

Next, we evaluate the number of the elements in P. When k is 
even, IP,j: l•/lJ<;, "I•/21Ct-2i for every j such that 0 ~j' k/2 and 
P,nP, = ¢if ii'j. Thus, 

•t• 
IPI::; 1•/ljCl;. f•I21Ct-2j· 

When k is odd, jP1 j ,. l•nJCl; · f•/llCt-1; for every j such that 0 ' 

j' lk/2J and IPr•ml,. l• /lJCt. P; n P; =¢if i i' j. Thus, 

ll/2) 
IPI,. :; l•/lJ<;; · 1•/llCt-1; + L•llJCt. 

for the calculation ofjPj,seeAppendix 
Fork> ln/2J, it is clear that we obtain the same results from the 

wnstruction ofP. D 

The following lemma shows an upper hound on the minimum num· 
her of prime implicantsof k-slice and I.-homogeneous Boolean func· 
tions. For every f E 8 0 , PI(!) denotes the number of prime implicants 
off 

Lemma 4.2 Foreveryk suchthat2' k < n, there exists some/ e H~ 
such that 

/AThl ,. Tt+l 

IPI(.f)l' d;F).c~+o(.c.). 
(Proof) From Lemma 4.1, there exists P ~ Q1 such that 

Aug(P) : QH,, 

IPI ' G+¥).c.+o(.C1) 

For such P, consider the following f E H~ . 

Jl<, , ...•• ). v ,,, .. ,,, 
\Oo,. . .,,,)~P 
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Then, it is dear that jP/(/)j =I Pl. And since Aug(P) = Qhh for any 
product:~:1 , · · ·x,. :~:1 .. ,,thereexistssomeprimeimplicaut:r;,·· ·:r,, of 
fsuchthat:~:1 , · · ·:~:;,., :os;;:~: ; , · · · :r ,, , wh ichimplies 

Now, we prove Theorem 4.1 

P roof of IhNrem 4 ]·From Lemma4.2, there existssomeh E H~ such 
that 

hi\THJ .. T HJ 

j P/ (~h)l ~ d+.~).c.+o{.C. ). 
Let G~ = {f\/E H~ and h :!:0 !}. Then, since k ~ 2, 

Thus, from Proposition 4.3, for almos t all f E G~. 

• ( .c. ) c .. (! )= fl log.c. · 

For every /E G.aud k < u ~ n, sinceh :!:0/, 

which implies 

C,.(f") = C,.(T;) = O(nlogn) 
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4.5 Homogeneous Boolean Functions for 
Which N egation Is Powerless 

lu this section, we present a set of homogeneous Boolean functions 
whose monotone circuit complexity is almost equal to their circuit com· 
plexity. 

For every IE H:, there exists some J E Mo+l such that 

l(x,, .. ,x.)= J(/1 ,x~o ... ,x.). 

ltimplicsC,.(f) :$i; C.,.(Jk)+C.,.(J). SinceC(/).;;; C.,.(f) andC,.(jk).;;; 
O(C(/))+O(n(logn)2 ), 

C(f).;;; C .. (!).;;; O(C(f)) + C .. (J) + O(n(logn) 2). 

Hence, if J is easy to compute by some monotone circuit, we can con­
clude that the circuit size complexity and themonotonecircuitsize 
complexity of f arc almost equal. All Boolean functions in R~,c f; H: 
defined in the following definition haveJwhichiseasy tobeoomputed 
by monotone circuits 

Definition 4.9 Let X,= (x1, .,zr.f21). X7 = (zr~nl+~>· · ,x.). Let 
fl;!: 6, 3 :$i; k.;;; ln/2J, and c be a constant such that I :$i; c :$i; k/3. 
fER~·' if and only if IE H~ and there exist 2c integers p1, ,p, and 
q,, .. ,q,suchthat 

1. P1 ~ 2, 

2.q;;!:Oforeveryisuchthatl:$i;i:$i;c, 

3. p, + Q; + 3,.;; PJ+l for every j such that I.;;; j.;;; c -1, 

4. p,+q, ... J.:-1, 

5. for every jsuchthatj E {0, 1, .. ,k+l}-;Q{p,p,+l, .. ,p,+q,} 

T{.121(X!) A r(.i~J;(X2 ) :$i; f(x~o .. ,x.), 



4.5. Homogeneous Functions for Which Nega tion Is Powerless lOS 

6. for every i such that I~ i ~ c and for every I such that -I~ 
J ~q .. 

LetT!~ aud T.~: denote Tl~m(XJ) aud "If~111 (X1), respectively 
The following theorem guarantees that R~.< # 0. 

Theorem 4.2 R~-" # 0. 

(Proof) Let 

/(;c~> . ,;c.) = ~o (rt A r;~~o) v •• Y<+, (r;, 11. r;~·). 
It is shown that fE R~"' 

For the ab-ove/, let p; = 3i - I, q; = 0 for every i such that 
i =I, ,c. Then, it is clear that p1, .,p, and q1, .. ,q, satisfy I 
through 4 iu Definition4.9. 

For 5 in Definition 4.9, since j E {0, ... ,k + l}- {p1, • ,p,J, the 
followingthreecasesunbeconsidered; 

C-1. j =3i for every isuch that i = 0,1, .. ,c-1, 

C-2. j = 3i + 1 for every i such that i = 0, 1, ... ,c-1, 

C-3. 3c:<::;j :<::; k + I 

fu.C:.l. For every i such that 0 :<::; i :<::; c-1, since f(;c)VTi'; A rx~'; = 
/(•), 

f(;c) A (7t A T.~:l-l;) 
/{;c) A (J:~', A rx:H•) V (Ti', A T.t:~.) A (Ti', A Tii'-'') 
/{;c) A (rj; A r;;•-';) V T_t A r;;! -l; 

"' Ti;,A ~:I-l•. 
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This implies that Tt A T{:'-l• ,;; f(x). C-2 and C·J can be proved in 
the same way. 

For6in Ddinition 4.9,since 

PI (f)"' u PI (117 A 7t;3") U u PI (JX, A~~;·), 
•• o ••l<+l 

forevery isuchthatl:;;i::<;c, 

PI(!) n PI (T.~',- 1 A r!;ll•-ll) 
PI(/) n PI (11•,-1 A r!;(l•-ll) 

Hence/ E Jl!·'. 
~louotone circuits computing f E R!" can be constructed from 

monotone circuits computing f' and additional O(nlogn) gates com­
puting Boolean functions in M2 • The monotone circuit size complexity 
offER~" is larger than that of its k-th slice at most by the additive 
termofO(nlogn). 

For the proof of the following theorem, we received a hint from 
1Dun89]. 

T heorem 4.3 For every fER!", C.., (f):;; C..,(!')+ O(nlogn). 

(Proof) Let 0 = {O,l, ... ,k + !} - .~{p, .. ,p; +q;}. 

/\r) = /(x) A T:(x) V r:-+'(x) 
/{z)VT~ ... ,(x) ... 
f(r) v ':L TX, A 'Jt;'-• 

f(x) v V r;, A r;; '-• v \; \; r;;+i A 7'!~'-lr.+JJ 
•EO o• IJ • O 
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Thus, 

/•(.t) A (T~',+"+J v r;;l-") = 

f(x) A (r_~ .... , .... v r;;1-'') v 

.~1 ;~o Tt+i A r;;r-(,.~;l A (T~•,+to+l V r;; l-ro) 

Fortheright-handsideoftheaboveequation,thenextthreeequa­
tionshold. 

1. /(:.:)A (T.~',+"+r v r;;l-ro) = /(:.:). 

2. For every p .. i'Pr , 

= v T_t+i A rx;Hr-+il A (T~•,+to+l V r;;l-,,) 
;-o 

= vr_t+ifl.r::;l-(,.,.+j) 
i •O 

3 v T.~•,+• A ~; l-(,,+rl A {rx',+"+' V -r;:;1-'') 
i• O 

" - " = V T.{',+to+l I\ r;;l-(,,+r) V V ?x•,+i I\ r;;l-,. 
r•O i•O 

F'irst , theettuation l is proved. Forcveryi such that 1 ~ i ~cand 
foreveryrsnchthat -1 ~ r:t;q, 

Pl(/) n P!(T~·,+< I\ r;~(f;+') ) = 0 

Thus,foreachprimeimp!icantlof /, thereexistssome5suchthat5E 

{0, 1, .. ,k}- .01{p; -1, ,p, +q,) and t = .t1,1 ··XJ,,.tl ,l' ··xl,(l-•l• 

where 

{.tJ,Jo .. ,.tr .• ) {x,, .. ,.tf•OJ}, 

{xl,r. .. , :tl,(t- •Jl {.tl•nl+t• .,.t.}. 



lOS Chapt~ r 4. Compl~xity of Homog~neous Functions and T heir Slices 

IfO~ 3 ~p1 -Z, then 

Z2 ,1" ··Z2,(l - >) 1\ rx:l -ro = Z2,1 · · · X~.(t-•)· 

Thus, 

t 1\ (r;•,+to+l V rx:2-••) = t A T_t+t•+> V t = t. 

!fp1 +q1 + 1 ~ 3 ~ k, since 

The"'<!uation I has been proved 
The "'<!nation Z holds because if p,. < p,, then p,. + q,.. < PI and 

r;;H,~+il A rx:l-,, = r;;Hr~+il, 

and if p,. > p,, then p,. > p1 + q, + 1 and 

Forthc"'<!uation 3,it is apparent that it holds. 
From!, 2 and3, 

/~{z) II (11',+1'+1 V rx:2-") 
f(x) v v 1!',+"+1 1\ rx:l-(r,+J) v v r;•,+i 1\ rx:2-r, 

; - o ; .. o 

v .. ~,;Yo rt+;"' -rx;1-(l• .. uJ 

/{z) v v v rt+i 1\ ~;1-(.o .. +il 
"'"'i•O 

because,forcveryjsuchthMO~j~q1 , 

T.~•,+ t•+> A r!;'-(r,+iJ ~ J!•,+t•+' A ~;1-(.oo+t,+LI ~ f(z), 
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Hence, 

Since 

Thus, 

/'(<)A!:. (Tl','"" vT;;'-") 

= ,6 f\r)ll (r;',+"+l v'T!;-1 -~') 

~ II (tl•l v v v ,-:-," A r::·-·····) 
/oo l HII• • O 

f(r) V ,6 (Y.Yo 7t+; 11 ~;H•;+; )) 
/(r)V 

I,.Y.,, (,~o rt+; II Ti;H,.+•J) (9o 11~+; II r;;~-t .. +i>) 

/(r) V l 'f, .Y.,, 1t, II rx:H,.+t.). 

Because C,.(T_~,+tr+ l) = O(n logn), C,.(r;;-2-'') = O{n !ogn) and c is 
&constant, 

C,. (f),; C.,.(!~)+ O(nlogn) 
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The subsequent two corollaries follow from Theorem 4.3. Coral 
la.ry 4. 1 ~haws that, for every I E R!-' whose monotone circuit size 
complexityisw(nlogn), itisdifferent from thecircuit sizecomplexity 
oftatmostbyamultiplicativeconstant. If w(nlogn)lowerbound 
on themonotonecircui t sizecomplexityofl(r)isproved,itimplies 
thesame lower boundonthatoflk (J) 

Cor ollary 4 .1 For every f ER~-'. i! C,.(f•) = w(nlogn) or C.,.{/) = 
w(n logn), then C,.(f) = e(C,.(jl)) 

(Proof) This corollary is immediate from T heorem 4.3 and the fact that 
C .. (rl 10; C,.(f ) + O(nlogn) o 

Corollary 4.2 For every I E R!-'. if C,.(j) = w(n(log n)2), then 
C(f) = 9 (C.(f)). 

(Proof} For every I E R!-', from Theorem 4.3, C,.(f) ~ C,.(ft) + 
O(nlogn). Since C,.(il} ~ O(C(il)) + O(n(lognf) and C(/t) ~ 
C(/) + O(n), 

C(f) ~ C,.(f) ~ O(C(f)) + O(n(logn) 2). 

Hence, if C,.(f) = w(n( lognj2), then C(!) = e(C,.(f)). 

The above corollary claims that , for every Boolean function in R~·< 
whosemonotonccircuitsizecomp\exityisw(n(logn)2 ), it islargerthan 
the circuitsizecomplexityof lat most by a constant factor. lfC,.(f) 
is pro,·edtobew(n(logn)2), thenweobtainthesame\owerboundon 
C(f ) 

4.6 Conclusion 

Thecircuitsizecomplexityof slice Booleanfunctions andhomogeneous 
Boolean functions has been discussed. 

InSection4.4,thccircuitsizecomplexityofhomogeneous Boolean 
functions andtheirsliceshasbeendiscussed.lt isknownthatthereex­
istk-homog«neous Booleanfunctionswhosek-thslicesaremuchharder 
tocomputethan theirotherslices. Wehaveimprovedthelowerhound 
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onthecomplexityofthek-thslicesofsuchhomogcneous!looleanfunc· 
tions. Theitnprove<llowcrbound is optimal for constant k. 

In Section 4.5, homogeneous Boolean functions whose circuit size 
COUljllcxityand monotonedrcuitsizecomplexityisalmostequal have 
b!!<!n prescnte<l. Foranyofthesehomogcueous!loolean functions with 
nvariab!es,i f itsmonotonecircuitsizecomplexityisw(n(logn)1j,thcn 
it differs from the circuit size complexity of the Boolean function at 
mostbyamultiplicativeconstant. 

ForsliccDoolean funct ionswithnvariab!esandhomogeneousDoo!ean 
functions with n variables presente<l in Scction 4.5, a lower bound of 
w(n(lognjl) on their monotone circuit size complexity implies the same 
lower bound on their circuit size complexity. This approach gives us 
chancestoproveanonlinear lowerboundonthecircuitsizecomplexity 
ofsomeexJilicitlydefine<l Boolean functions. 

Appe ndix 

S u pplement o f t he Proof o f Le mma 4.1 

(1) \Vhenniseven, . 
~ •11C; •0C~-· = .Ct 

:t(-lY C C = ( (-!Jtll•/lCt/l if I; is even. 
, . 1 " 12 ' •/1 ~ -; 0 if k is odd 

Ifk isevcn, 

., 
IPI = {;•/2C,j ~f2C>. -2j 
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lfkisotld, 

l~/l) 

[PI = f; l•/lJ <;i J•m Ct-1; + •tlCt 

"" i (~.nC; •/lCt-; + t(-lt.0 C; •0 Ct-.) + •llCt 

~.G.!+.nCt. 
(2)\Vhennisodd, . 

~ l•flJC; 1•/llC,_; = .Ct 

and 

t.( I)' C C f (-l)'/1j•llJ Ct/l 
,. , - t•/7! ' 1"111 t-• "' \ (-1)1' 1 1t•mCttflJ 

lfkiseven, 

'" [PI f;t•mC~, 1•/llCt-l; 

lfkisodd . 

[i/lJ 
IPI '" [; t•mG.!; l•m c,_~, + t•nJ C• 

ifkiseven 
ifkisodd. 

'( ' . ) 2 L t• llJC; f•/llcH + ~]-l)' 1.mC; 1•/llc,_, + 
•- o ,.n 

L•/lJCt 

~ (.c~ + (- J)ltflJt•fli Clt/lJ) + t•/lJCt 



Chapter 5 

Conclusion 

lnthisthcsis,lloolea.nfunctionsrelatedtocryptography,that is,non-
1inear Boolean functions, homogeneous Boolean functions and slice 
Boolean fu nctions have been discussed. 

In Chapter 2, properties of nonlinear Boolean functions andre­
lationships among nonlinearity criteria were discussed. The PC, the 
SAC and the nonlinearity were mainly investigated. Exact character­
izations of Boolun functions satisfying the PC of degree n -1 and 
n - 2 were presented. In particular, Boolean functions with n vari­
ablcssatisfyingthePCofdegreen-2areperfe.::tly nonlinear for even 
n OJ: 4. An('Cessaryand suflicientcondi tionwa.spreseutedforaBoolean 
function tosa.tisfythePCwith respedtoa.ll but linearly independent 
elements. The methods of construction were shown for Boolean func­
tions satisfying the PC with respect to all but one or three elements 
in {0,1}"-{ (0, ... ,0)}. Themethodscangenerateallsuchfunctions 
from perfc.:tly nonlinear Boolean functions. Relationships between the 
degree of the PC and the order of the SAC were aloo discussed. These 
resultsarcexpected tobeafoundationofthedesignofprivatekey 
cryptosys tems 

!t is an op-en question whether there exist balanced Boolean func­
tions satisfying the PC of degree n- J for even n. Future work is to 
investigatcproJiertiesofBooleanfunctionssatisfyingother nonlinearity 
criteria 

In Chapter J, complexity of Boolean function s satisfying the PC 
was discussed. First,itwasshown that every Boolean function sat isfy-
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ingthePCofdegree I isunatein at most twoofitsvariablesandthat 
cvery&oleanfunctionsatisfyingthe PC ofdegree2isnotunateinany 
one of its variables. Second,theoptimallowcrboundof llognj-lwa.s 
obtainecl for the inversion complexity of perfect ly nonlinear Boolean 
functions constructed by the method of Maiorana.. Third, the nearly 
optimal lower bound ofn2/4-l was presented for the formula size of 
every &olean function which satisfies the PC of degree 1. Fourth , a 
lower bound of fl{n 2) was obtainecl for the AJ'l VLSI complexity of 
perfectly nonlinear Boolean functions with multiple outputs. Finally, 
an e::q>onentiallower bound was obtained for the 0800 size of per· 
fectly nonlinear Boolean functions with multiple outputs. &>me of the 
aboveresult5wereobtainedwith theuseofnoveltechniquespreviously 
proposed 

Openquestionsarethelowerboundson the inversion complexity, 
the AT' VLSI complexity and the OBDO size of every perfectly non­
linear Boolean function 

In Chapter 4, the maximal complexity gap was obtained for the 
monotonecircuitsi:oocomplexityoftheslicesofhomogeneousBoolean 
Junctions. There exist a k-homogeneous Boolean function with the 
property that the monotone circuit size complexity of its k-th slice 
is fl(.Ct/log 0 Ct) and that of its u(> k) -th slice is O(nlogn). A 
set of homogeneous Boolean function s with circuit size complexity and 
monotone circuit size complexity almost equal were presented. For 
every B.ooleaufunctioninthisset,alowerboundof...,(n(logn)2 )on the 
monotone circuit size complCJtity implies the same lower bound on the 
circuit size complexity. 

It isleftasa.futurework to get asuper-linearlowerboundon the 
circuit complexityofsomecxplicitlydefined Boolean function. 
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