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Chapter 1 

General Introduction 

In the present thesis , the author investigates theoretically the static and dynamical sol

vent effects on chemical reactions in solution , and proposes the new procedure to treat 

the nonequilibrium process in solution. As the static solvent effects , two problems are 

studied : (1) solvent effects on the keto-enol tautomerization of formamide and the rela

tion between the calculated solvation free energy and the empirical solvent parameters 

in aprotic solvents, (2) solvent effects on the thermodynamical properties and the large 

geometric change in the keto-enol tautomerization of acetylacetone in polar or nonpolar 

solvents. 

Also, as the dynamical solvent effects, the solvation dynamics of benzonitrile at the 

vertical excitation and solvent effects on its process are investigated . In addition , the time

dependent reference interaction site model self-consistent field approach are proposed. 

On the study of chemical equilibria and reaction processes in solution, it is one of 

the rnain subjects to understand the properties of solvents that play an important role , 

in addition to the detail of solute molecules. In the equilibriun1 state, it is considered 

that solvent effects appear through the soh·ation structure , go\·erned by the short range 
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property such as hydrogen bonding and the long range one such as the electrostatic 

potential. For the latter, many theoretical methods have been developed , and it could 

be treated well by the dielectric constants which are macroscopic properties of solvent. 

For the former property, however, those are not enough since the short range property 

in solution depends on the microscopic interaction such as the solute-solvent one. The 

dielectric continuum model does not take the solvent geometric aspects into account, and 

therefore, it is unable to describe the local solute-solvent interaction. Statistical mechanics 

of liquids has been developed by using the integral equations. The reference interaction 

site model (RIS!vi) [1] enable us to treat the solute and solvent molecular shape and, in 

the extended RISNI (XRISi\'I) theory[2]-[4], the Coulombic interaction was included by 

setting parial charges on each atomic site. The RISlVI equation is given as the following, 

h = w * c * w + pw * c * h, (1.1) 

where h and c represent the total and direct correlation function in the matrix form, 

respectively. w is the matrix representation for the intramolecular correlation function 

that defines the molecular geometry. p is the solvent number density. Also, the asterisk 

denotes the spatial convolution integral. 

The XRIS1vi theory can describe the local solute-solvent interaction such as hydrogen 

bonding, and the detailed solvation structures at the equilibrium state are obtained from 

the site-site radial distribution functions ( rdfs). Also the solute electronic structure 

changes due to the solvation compared to that in the gas phase, and, therefore, the solute 

site charges are altered. In order to take this effect into account, it is important to 

consider the solute electronic structure. Recently, the RISJ\I self-consistent field (RISi\I-



SCF) method[5, 6] has been proposed. This is an ab initio electronic structure theory 

taking the field caused by the solvent around the solute molecule in molecular detail 

into account, and, by using this method, the solvation free energy and solute-solvent 

interaction can be analyzed from the microscopic point of vie\v. 

In nonequilibrium processes in solution, during the change from the previous equi

librium state to the new equilibrium one, the solvent distribution function around the 

solute molecule is represented in the time-dependent form. Then, if it is assumed that 

the alteration of solute electronic structure is much faster than the relaxation of solvents 

around the solute, it is considered that the solvent relaxation process mainly determine 

the nonequilibrium process. Therefore, to understand it , it is necessary to proceed the 

discussion based on the characteristic properties defined as the nonequilibrium ensemble 

average of selected dynamical variables. 

In the chapter, for introducing to the subsequent chapters, rev1ews of theoretical 

treatments for solvent effects in the equilibrium state and in the nonequilibrium process , 

taking into the geometric aspects of solute and solvent molecules, are given. 

In the chapter 2, the solvent effect on keto-enol tautomers of formamide in aprotic 

solvents by using the reference interaction site model self-consistent field (RISl\1-SCF) 

method is studied. The solvation free energy, solvation structures, and solute electronic 

structures are analyzed precisely with the RISi\11-SCF method. From a microscopic point 

of view, the relation bet\\·een calculation results and the empirical solvent parameters 

representing solute-soh·ent hydrogen bonding is discussed . 

In the chapter 3, a prototype /5'-diketone, acetylacetone, is chosen as the solute 

molecule , and the keto-enol tautomerization of acetylacetone in H20, dimethyl sulfox

ide (Dl\1SO) and carbon tetrachloride (CC14 ) is studied. The geometrical change of the 
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tautomers due to solvent effect taking the solute electronic structure into account is an

alyzed with the RISl\II-SCF method. The electron correlation energy of solute molecule 

and solute vibrational energies are considered. Based on the calculated solvent-solvent 

and solute-solvent total correlation functions, the thermodynamic analysis for the free 

energy differences between both tautomers obtained is carried out. Decomposing them 

into the enthalpy and entropy terms, solvent effects on tautomerization of acetylacetone 

is discussed considering solvent property. 

In the chapter 4, the procedure to obtain the time-dependent radial distribution 

functions for describing the nonequilibrium process is shown based on the theory by 

Raineri et al.. Combining ab initio calculation method, a new treatment for treat the 

evolution of the solute electronic structure in solution, the time-dependent RISl'vi-SCF 

approach, is proposed. This procedure is applied to the solvation dynamics of benzoni

trile (C6 H5 CN) after the 2 1 A 1 ~1 1A 1 vertical transition in H20, methanol(CH3 0H) and 

acetonitrile (CH3 C1 ). The solvation time correlation function and the solute charge time 

correlation function are calculated and analyses for them are carried out. Solvent dynam

ical property is discussed through the study of solvent relaxation processes considering 

t he evolution solute electronic structure during the solvation . 

1.1 Solvent Property 

1.1.1 Solvent Parame t e rs 

There are many standards for determining soh·ent characters. Density, ,·iscosity, heat 

capacity and so on ha,·e been measured and re,·ised for pure soh·ents . On the other 

hand , the standards that indicate functionalities of soh·ents in solution have been pro-
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posed, too. (15] The solvent dielectric constants regard solvents as a continuum, and it 

is only one of the properties representing the long range interactions. The parameters 

to determine character of not only the long range but also the short one are needed. Of 

those standards, solvent parameters are famous standards , and various kinds of them have 

been determined. Some empirical parameters of solvent polarity are known, and , above 

all, solvent parameters by Taft et al. (8] are one of the reliable parameters and they have 

been determined for various kinds of organic solvents . The method applied by Taft et 

al. is interesting. They classified solvent parameters into mainly three types, a, {3 and 

1r*. The a and {3 parameters represent the ability of solvents to donate and accept a 

proton in solute-solvent hydrogen bonding, respectively. Also, 1r* parameters indicate the 

empirical solvent dipolarity /polarizability. These three parameters are obtained from the 

experimental values of the equilibrium constant and so on . The remarkable point in the 

empirical parameters by Taft et al. is that solvent parameters representing the local inter

action such as hydrogen bonding are defined and determined in addition to the parameter 

for the dielectric property. Though these empirical parameters are used to explain, for 

example, the energy differences of the keto-enol tautomerization and the chemical equi

librium, solvent parameters are still recognized as a phenomenological character. The 

physical meanings for solvent parameters themselves have not yet been analyzed from a 

microscopic view point. 

Above-mentioned solvent parameters are often determined based on the equilibrium 

constant, i.e. the free energy differences. Therefore , it is necessary to evaluate the free 

energy and solvation energy in solution by the microscopic theory. The detail of such 

theory will be revie\\·ed belO\\ .. 
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1.1.2 Solvation Process 

\Vhen a solute molecule is dissolved in solvent, solvents have an effect on a solute , that 

is , solvation effect. In the solvation process , it is considered that the solute molecule in 

the gas phase is transferred into the liquid phase. Therefore, solvents have to move and 

make a space ( often called a cavity ) for a solute immersed. Then, the solvation energy 

is composed of the solute-solvent interaction energy and the cavity formation ( solvent 

reorganization ) energy due to solvation. The stability of solvation energy is enhanced by 

the intermolecular interaction such as hydrogen bonding bet\veen solute site and solvent 

one , and its degree depends on the charges on solute and solvent atomic sites and the 

molecular shapes. In addition, the cavity formation energy have to be treated based on 

the site-site representation. 

The solvent reorganization energy is estimated by taking the derivatives of site-site 

total and direct correlation function with respect to the solute density Pu, at the infinite 

dilution. This is evaluated by the following equation : 

(1.2) 

where Pv is the solvent density and a and r denote the interaction sites in solute and sol-

vent molecules. nu and nv denote the numbers of sites in the solute and solvent rnolecule , 

respecti\·ely. Uo., and U,,, are the solute-soh·ent and soh·ent-solvent site-site interaction 

potentials. go., ( r) is the site-site radial distribution function. bp)11 1 , ( T) is the first-order 

isothermal density deri\·atives. The first tern1 in the right hand side of Eq.(1.2) represents 

the solute-solvent interaction energy Eut· and the second is the ca\·ity fonnation energy 
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Ecav, which represents the solvent reorganization energy due to solvation. 

Yu et al.[9, 10] proposed the method to obtain oPuh,,,(r) or oPuh,,,(r) based on 

the XRISi\1! theory. From the first-order isothermal density derivatives to Eq. (1.1), the 

following relation is given, 

where h, c and w represent h, c and w in k-space, respectively, with { s, s'} = { u, v}. The 

corresponding relation to the HNC closure is given by: 

(1.4) 

~ ~ ~ 

where 'rJ represents u or v, and Dp'1c* =oPTic- cjJTJ, cjJTJ = DprycP· cjJ represents the Coulombic 

interaction. 

The enthalpy term ohu,sot is calculated by the following equation, 

6.hu,sol = 6.f.u ,sol + T Civ,P { 6.J.-iu ,sol 

+ (1.5) 

where av,P is the isobaric thermal expansion coefficient of the pure solvent. Also, the 

excess chemical potential is represented as[11, 12] 

" - !!...._ ~ ~ rX> 4~ 2d· ·(h2 - ·) - h ) 
~f.-iu - ? L L Jn 11 T 1 cq -Ceq o.,co., . 

~/3 o.Eu rEv O 

(1.6) 

where /3 = 1/ k8 T with k 8 being the Boltzmann constant and T being temperature . ho., 

and Ceq are total and direct correlation function, respecti,·ely. Frorn these equations, the 

soh·ation entropy is defined by 
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6.Su,sol = ( 6.hu,sol - 6.f1sol) /T. (1. 7) 

As shown in above-mentioned equations , the solvation energy and solvation enthalpy 

depend on the site-site correlation functions and solute-solvent or solvent-solvent interac

tions. Therefore, by using the results obtained with the interaction site model, it enables 

us to discuss solvent effects on the thermodynamic property considering the geometric 

aspects of solute and solvent molecules. 

1.1.3 Solute Electronic Structure on Solvation Processes 

In the transfer process of a solute molecule from in the gas phase to in solvents, the solute 

electronic structure is affected by the field coming from solvent distribution around a 

solute molecule. Along with the change of the solute electronic structure, the variations 

of charges on solute atomic sites can occur. Therefore the solute-solvent interactions 

have effects on the solvation structure. In order to take the solute electronic structure 

into account, many procedures have been proposed and the some methods which attempts 

to treat solvents with the shape have appeared . Recently, the RISTvi-SCF method[5, 6] 

has been developed and applied to some chemical systems. The outline of the RISi\t!-SCF 

method is summarized below briefly. 

In the RISi\~I-SCF theory, the total free energy of the system is defined by, 

G = (w I Hgas + ~Msol I w)' (1.8) 

where W is the solute electronic wa\·e function and Hgas is the solute electronic Harnil toni an 

in the gas phase. 6[1sol is the operator that detern1ines the excess chemical potential due 
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to the solvation , Eq.(l.6). From the variation of Eq.(l.8) vvith respect to the solute 

molecular orbitals and the correlation functions , the Fock equation is obtained as , 

(1.9) 

where Fsol is the solvated Fock operator. Fsol is defined in the form 

Fsol = h + 2J- K- L Vaba , (1.10) 
Q 

A A A A 

where h, J and J( are the usual one electron , Coulomb and exchange operators and ba is 

the population operator which generates the partial charge on the solute atomic site a . 

The averaged electrostatic potential acting on the site a is given by 

(1.11) 

where ga1 (r) is the radial distribution function. 

Also, under the variational condition, the RISl\I Ornstein-Zernike ( OZ) equation: 

(1.12) 

and the hypernetted chain (HNC) closure relation is obtained . In Eq.(l.12) , the indices 

u and v denote the solute and solvent, p is the number density of solvent. w is the 

intramolecular correlation function that defines the rnolecular geometry. The solvent-

soh·ent correlation function, hvv, is determined from the RISi\1 OZ equation for the pure 

soh·ent: 

(1.13) 
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1.2 Solvent Dynamical Property 

1.2.1 Surrogate Theory 

In order to describe the nonequilibrium process such as solvation dynamics, Raineri et 

al. [13]-[15] have proposed the surrogate description. In the equilibrium states , the Hamil-

tonian in the equilibrium that governs the solvent in the field of the solute is described 

as 

H = Hw + ~* + ~t, (1.14) 

where Hw is the Hamiltonian of the pure solvent. ~* and ~l are the short range and the 

long range parts of the solute-solvent interactions, respectively. In the surrogate theory, 

they modify above Hamiltonian and define the following one as the surrogate Hamiltonian , 

(1.15) 

where ~E represent renormalized solute-solvent interaction. The supersubscript P denotes 

the precursor state which is the equilibrium state before a sudden change of the solute 

charge distribution and S represents the new equilibrium states at t = oo. 

Based on the surrogate Hamiltonian, Eq. (1.15) , the nonequilibrium distribution 

function of the state r at time t, is given as 

(1.16) 

where the superscript h denotes the hor11ogeneous approximation. [13]-[15] Here f 5 is the 
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equilibrium distribution at S state and f~ is that for the homogeneous solvent. E is the 

surrogated energy gap and defined as 

(1.17) 

Here , the renormalized pair interaction , ~E, is chosen so that a dynamical variable, Q, 

satisfies the following equation, 

(1.18) 

where((-· ·)) is the nonequilibrium ensemble average with Eq.(l.l6). (-··)is the equilib-

rium ensemble average with f~. 

Raineri el at. [13]-[15] chose the site number densities of the solvent as the dynamical 

variable, 

(1.19) 

where the summation runs all over the solvent molecules , and they defined ~E in the 

following form, 

(1.20) 

Here , renormalized pair interactions ¢~>. ( r ) is not defined. They showed that the 

following relation was confirmed under Eq. (1.18), 

(1.21) 
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where c~-' ( r) is the direct correlation function, evaluated by using the XRISi'vi equation. 

It is in advance of the computer simulation that, in the surrogate theory, the calcu

lation of the nonequilibrium ensemble average can carried out easily with the equilibrium 

distributions. The surrogate theory are applied to the problem of solvation dynamics 

in some systems, and it shows the good agreement with the nonequilibrium molecular 

dynamics (1viD) simulation. However, in this theory, since it is difficult to take solute 

site charge variations during the solvation process into account , the detail information of 

solute-solvent interactions at every time step can not be obtained. Therefore, in order 

to the changes of solute site charges at every time step, it is necessary to calculate the 

time-dependent solute electronic structure of the solute molecule . 
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Chapter 2 

Molecular Theory of Solvent Effect 

on Keto-Enol Tautorners of 

Forrnarnide in Aprotic Solvents: 

RISM-SCF Approach 

2.1 Introduction 

Solvent effects on chemical equilibria and reactions have long been one of the important 

subjects in physical organic chemistry. Several empirical relations have been proposed 

to characterize the properties of \·arious pro tic and aprotic soh·ents . [1] Among them, the 

solvent parameters that Taft and co-workers[2] determined taking solute-solvent hydrogen 

bonding and soh·ent polarity into account have been applied to rationalize experimentally 

obsen·ed solvent effects. Although these parameters ha\·e been qualitatively related to the 

physical properties of soh·ent rnolecules such as hydrogen bonding and solvent polarities 

18 



1n their studies, it seems still far from satisfactory to interpret them on the basis of 

microscopic information of the solute-solvent interaction and solvation free energy. In 

particular, the theoretical interpretation based on statistical mechanical treatments of 

solute-solvent systems is virtually nonexistent to our knowledge. In this respect, it would 

be worthwhile to carry out theoretical studies on the solvent effects for various protic and 

a pro tic solvents from a unified microscopic point of view. 

There has been remarkable progress in the electronic structure theories of solute 

molecules in solution in the last two decades. Various versions of self-consistent reaction 

field (SCRF) methods have been advanced[3] to utilize them in interpreting the effects of 

polar solvents on chemical phenomena. However, many of these methods[4] employ the 

dielectric continuum model for solvent, characterized by the dielectric constants, and are 

unable to describe the local solute-solvent interaction such as hydrogen bonding. 

Statistical mechanics of liquids has been developed by the approach with the integral 

equations. The reference interaction site model (RIS~I) by Chandler and Andersen[5] 

takes the geometric aspect of molecules into account \vith the site - site representation 

for intra- and intermolecular interactions. The extended RISi\I (XRIS!vi) theory[G]-[8] has 

been further devised to include the Coulombic interaction between molecules by setting 

partial charges on each atomic site. 

Recently, the RISrvi self-consistent field (RISl\I-SCF) method[9]-[11] has been devel-

oped by combining the electronic structure calculations of solute molecules with the RISl\I 

theory for solvents and applying it to various proble1ns in solution chemistry. [12]-[14]. This 

method describes the solute-soh·ent interaction as the sum of site - site interactions be-

tween the constituent atOins in solute and soh·ent molecules and thus has an ad\·antage in 

providing a rnicroscopic vie\\. of solute-soh·ent interaction. It is noted that the RIS~I-SCF 
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method has been applied so far only to the aqueous solutions. [12]-[14] 

l\'lany examples of the solvent effects on chemical equilibria and reactions have been 

observed. Among them, the solvent effect on the keto-enol tautomerism has been exten

sively studied. [15, 16] Experimentally, it is known that the keto-enol equilibrium constants 

change depending on the solvent polarity in solution . [17]-[20] Theoretical studies of the 

specific systems such as 2-pyridone[1, 21] ,formamide[1, 21, 22] have been reported, but, in 

most of them, the solvent was treated as a dielectric continuum and little information was 

obtained on the structure of solvents around the solute . In these studies, the solvation free 

energy has been interpreted in relation to the dielectric constants, which are macroscopic 

properties of solvents and could not be treated from the viewpoint of microscopic picture. 

In this article, we present a theoretical study on the keto-enol tautomerism of for

mamide in a series of aprotic solvents. \Ne adopted six aprotic solvents including carbon 

tetrachloride (CC14 ) and carbon disulfide (CS 2) as nonpolar ones, and dimethyl ether 

(DlVIE), tetrahydrofuran (THF), acetonitrile (CH3 CN), and dimethyl sulfoxide (DiVISO) 

as polar ones. vVe carried out RISTvl-SCF calculations to obtain the geometries and solva

tion free energies of the keto and enol tautomers of formamide in these aprotic solvents. In 

the following section, the details of calculat ions are presented. In Sec. 2.3, we present the 

results of calculations and the origin of the energy difference between the keto and enol 

tautomers is discussed by relating the solvation free energy to the characteristics of sol

vent molecules. v\ e further give a microscopic interpretation of Taft's solvent pararneters 

based on the present calculations. The conclusion is given in Sec . 2.4 . 
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2.2 Method 

(a) Calculation of the Total Correlation Functions of Pure Aprotic Solvents 

In applying the XRISrvi theory to the solute - solvent systems, it is necessary to 

solve the RISJ\I Ornstein-Zernike equations: 

(2 .1) 

(2.2) 

where the asterisk denotes the spatial convolution integral, h and c stand for the site-site 

intermolecular pair correlation functions and the direct correlation functions, respectively, 

and p is the number density of solvent. The indices u and v denote the solute and sol

vent, respectively. w is the intramolecular correlation function that defines the molecular 

geometry. As the total correlation function, hvv, for solvent in Eq.(2.2), the solutions of 

Eq.(2.1) for pure solvents are used . 

The total correlation functions of pure aprotic solvents were obtained by solving 

Eq. (2 .1) with the hypernetted chain (HN C) approxirnation . The geometric parameters, 

the partial charges on the sites, and the parameters of the 6-12 type paten t ial functions of 

aprotic solvents were those used in the computer simulat ions .[23]-[29] All the parameters 

employed in the present calculations are summarized in Table 1. The Lennard-] ones 

parameters of solute atoms[30, 31] are also included in Table 1. 

(b) RIS~I-SCF calculation 

The details of the RISl\I-SCF method have been presented in previous papers. [9]-[11] 

In determining partial charges on the solute sites, we generated grid paints based on the 
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Voronoi polyhedrons[32] and applied the least square fitting procedure to the electrostatic 

potential coming from the solute charge distribution. All the ab initio calculations were 

performed at the restricted Hartree-Fock (RHF) level by using the double zeta plus po-

larization (DZP) basis set.[39] The geometry of the solute molecule was optimized using 

the analytical energy gradient technique[ll] in each solvent studied. 

The solvation free energies were calculated with the equation for HNC closure[34, 35]: 

(2.3) 

and the total free energy was defined by 

Etotal = E 501 (solute) + 6.FHNC (2.4) 

where E 501 (solute) represents the electronic energy of the solute in solution. In solution, 

the solute electronic structure changes from that in the gas phase due to the solute-solvent 

interaction. The energy change associated with the relaxation in the geometry and the 

electronic structure of the solute is defined as the follO\\·ing: 

(2.5) 

where E 9a
5 (solute) is the solute energy in the gas phase . 

2.3 Results and Discussion 

2.3.1 Solvation Structure 

(a) Pure Soh·ent Radial Distribution Function 
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vVe carried out RISi'd calculations to obtain the radial distribution functions (rdfs) , 

the total correlation functions, for six aprotic solvents. vVe used the potential parameters 

listed in Table 1. The geometric parameters were taken from the literature for all the 

solvents. [23)-[29, 36) The temperature was set to be 295.15K for CC14 and 298.15K for 

other solvents except Di\IIE, respectively, and that of DiVIE was 248.35K. Although the 

RISiVI calculations have been reported previously for CC14 , CS2 , the partial charges on 

the sites were not taken into account in these calculations . [23) Therefore the results of the 

present calculations are different from those in the previous ones. 

Since the present calculations of solvents are aimed to use in the calculations for 

solutions, we only discuss here the results for THF and DiviSO . In Figure 1, the calculated 

rdfs for pure THF and Di\IISO are shown and are compared with the computer simulation 

results for pure THF[27) and Dl'dS0[29]. For THF, the positions and heights of the 

first and second peaks are in qualitative accord with those obtained by the computer 

simulation. The rdf for D:lviSO is rather complicated as seen in Figure l(b), but the 

positions and heights of three peaks and the \vhole profile are similar to those by the 

computer simulation. Also in both cases, the long range behavior which appears in the 

simulation results is reproduced. 

(b) Radial Distribution Functions of Solvent around Solute 

Some of the rdfs betv\een the solute hydrogen atoms, H(4) and H(5) in Figure 2, 

and solvent atoms are shown in Figure 3( a) - 3( c). The rdfs in polar aprotic soh·ents show 

distinct peaks representing the first and second solvation shells. The height of the first 

peak is greater than that of the second peak . In solutions of nonpolar aprotic solvents, 

however, the first peak does not appear clearly and the whole profiles of the rdfs are 

structureless. In detern1ining the soh·ation structure, the Coulombic interactions bet\\·een 
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the solute and the solvents in the neighborhood of the first peak are very important. 

Especially, the hydrogen atoms with positive partial charges attractively interacts with 

the solvent atoms with negative partial charges and repulsively with the solvent atoms 

positively charged. Since, as seen in Table 2, H( 4) and H(5) of formamide have modest 

positive charges, the interactions with the nitrogen of acetonitrile and the oxygen of 

DiviSO, which have large negative charges, are attractive due to the Coulombic interaction. 

These attractive forces produce distinct peaks in the rdfs. Since the chlorine site of CC14 

has a small positive charge, the structureless behavior in the rdfs in CCl4 solution is 

caused by the repulsive interaction between positive charges on solute and solvent sites, 

and this behavior shows that the tendency of forming a solute-solvent hydrogen-bond is 

low. 

2.3.2 Solvation Energy 

(a) Comparison of Salvations for Keto and Enol Tautomers 

In Table 3, the optimized geometries of formamide and its tautomer in solutions 

are shown . In nonpolar aprotic solvents, the structures of both tautomers are very close 

to the gas phase ones due to weak solute-solvent interactions. In polar aprotic solvents , 

the C=O distance in formamide is stretched while the C-N bond is shortened. This 

structural change increases the solute dipole moment and results in a stronger solute

solvent interaction. 

In the enol form (formidic acid) the intramolecular hydrogen bonding bet,,·een the 

nitrogen and hydroxyl hydrogen atom is formed in the gas phase . Its strength seems to be 

weak, but it affects the distance between the nitrogen and hydrogen .. -\s seen in Table 3, 

theN·· ·H distance does not change con1pared with that in the gas phase in the nonpolar 
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solvents. However, the distance becomes longer in polar solvents than in the gas phase by 

about 0.05 A . This is because the intramolecular hydrogen bond is weakened because of 

the formation of solute-solvent hydrogen bonding. The 0-H bond and the OCN bending 

angle are slightly increased in polar solvents which enhance the solute dipole moment. 

The differences in the total free energies between the keto and enol tautomers at 

the optimized geometries, denoted by 6G, are shown in Table 4. For the solutions of 

nonpolar solvents, the energy differences between the keto and enol tautomers are almost 

the same as that in the gas phase. This is because the solvation free energies as well as the 

solute electronic reorganization energies are very small since the electrostatic potentials 

acting on the solute sites are very small in these solvents. 

On the other hand, in the solutions of polar aprotic solvents, 6G is larger than 

that in the gas phase . As seen in Table 4, the differences in the solvation free energies 

are larger than those in the solute reorganization energies in all solutions. Therefore it is 

considered that 6G is dominated by the solvation free energy differences. For the keto

enol equilibria, the keto tautomer is stabilized in comparison with the enol one, which is 

consistent with the larger dipole moment of the keto tautomer than the enol one. This is 

in qualitative accord with the experimental findings on similar tautomeric systems. [16, 18] 

(b) Solvation Free Energy Analyses 

In Table 4, the solvation free energies of the keto and enol form of formamide in 

aprot ic solvents are sho\\·n. In nonpolar aprotic solvents, the solvation free energies are 

of positive values. These are consistent \\·i th the tendency that the solubilities of polar 

solutes in nonpolar soh·ents are very low. In polar aprotic solvents, the magnitude of the 

solvation free energy does not increase n1onotonically as the solvent polarities increase. 

Especiallv: as seen in Table 4: the irregularity of the soh·ation free energy in acetonitrile 
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is remarkable both for the keto and enol forms. This irregularity in acetonitrile cannot be 

explained by the conventional dielectric continuum model, because the magnitude of the 

solvation free energy increases with the increase of the dielectric constant of solvents[37] 

(see Table 4). 

\Ne further estimated the solvation free energies with the assumption of Gaussian 

fluctuations ( GF) by Chandler et al. [38] Although the solvation free energies by the GF 

approximation are systematically larger than the H l C results in Table 4, the qualitative 

tendency is the same and the irregularity is also observed for acetonitrile . Therefore \ve 

will use the results by the H C equation for further analyses. 

In order to clarify the origin of irregular order of solvation energy, we carried out 

the decomposition analyses of solvation free energy. Since the expression for solvation 

free energy, Eq.(2.3), is ::formally)) a sum of the solute-solvent site- site interactions, \Ve 

define the contribution of solute atom, for example, atom a, to the solvation free energy 

by: 

(2.6) 

It should be noted that t:J.Ffj NC is not the same as the solvation free energy of atom a 

when the atom is placed in the solvent by itself. The results for t:J.FHNC are shown in 

Table 5. In the keto form, the stabilization energies assigned to the solute hydrogen sites, 

H(4) and H(5), are the largest. Also the soh·ation free energies for the solute carbon and 

oxygen sites ha\·e negati\·e values though the contributions are smaller than those of the 

solute H(4) and H(5) site . Although the solvation energ\· at the solute nitrogen site is 

positi\·e, the negati\·e \·alues for the rernaining sites rnake the total soh·ation energy to be 

negative. Sin1ilar results \\·ere obtained for the enol tautorner. These indicate that the 
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characteristics of the solvent effect are dominated by the hydrogen-bonding. 

(c) Characterization of Solvent Effect by Hydrogen-Bond 

The empirical solvent parameters derived by Taft and co-workers[2] are well-known 

as a measure of hydrogen bonding abilities of solvents. For various kinds of solvents, 

they determined the parameters for the ability of solvents to donate or accept a proton 

in solute-solvent hydrogen bonding, the a parameter (for donating) and f3 parameter (for 

accepting). Since we treat aprotic solvents here, it is appropriate to take the f3 parameter. 

The values of f3 parameter are reported to be 0.31 , 0.55 , and 0.76 for acetonitrile, THF, 

and D i'viSO, respectively[2], indicating that the strength of hydrogen bonding in THF or 

D1viSO solutions is larger than in acetonitrile . The f3 parameter for CC14 is zero. As seen 

in Figure 3(b), 3( c), the height of the first peak is smaller for the acetonitrile solution 

than that for the Di'viSO solution. This suggests that the hydrogen bonding ability of 

acetonitrile is weaker than that of Dl\ISO. Considering that the solute-solvent hydrogen 

bonding is represented by the first peak of rdfs and the peak height is related to the 

well-depth of mean potential , it would be appropriate to take the logarithm of the height 

of the first peak as a measure of the strength of hydrogen bonding. In Figure 4, we 

plotted the heights of the first peaks in the logarithmic scale against Taft's f3 parameters 

for CC14 , THF, acetonitrile, and Dl'viSO solutions. As easily seen, linear correlation is 

obtained both for the keto and enol tautomers . This indicates that the Taft's parameters 

are in fact good rneasures of hydrogen- bonding. It is not surprising that the solvation free 

energy in the acetonitrile solution shows a ren1arkable irregularity. \Vi th these relations, 

we could qualitatively explain the origin of en1pirical solvent pararneters representing the 

ability of the solvent to fonn hydrogen bonding at a rnolecular level. It is noted that the 

solvent geometric structures as \\·ell as the partial charges on the sites plav an in1portant 
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role in determining the solvent parameters. 

As seen in Table 3, the calculated solute dipole moments in polar aprotic solvents 

are larger than that in the gas phase while those in nonpolar aprotic solvents are not 

different from the gas phase value. It is observed that the dipole moment of the keto form 

is much enhanced than the enol form in polar aprotic solvents. The calculated solute 

dipole moments, in both of the tautomers, increase as solvent polarities increase. These 

tendencies show good correlation with the empirical solvent dipolarity / polarizability 

parameters, the 7r* parameter by Taft et al. They are 0.28 , 0.58, 0.75, and 1.00 for CC14 , 

THF, CH3 CN, and DMSO, respectively[2] . Therefore it is indicated that the enhancement 

of the solute dipole moment is related to bulk properties of solvents and our calculations 

also reproduce qualitatively the tendency of the 7r* parameter. 
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2.4 Conclusion 

By using the RISM-SCF method , the optimized geometries and solvation free energies of 

the keto and enol tautomers of formamide were calculated in six organic aprotic solvents 

( CS2 , CC14 , D lv'IE, THF, acetonitrile, and D rviSO) . From the analysis of the solvation 

free energies , it is shown that the sol~te-solvent hydrogen bonding largely contributes to 

them and that the ability of the solvent to form hydrogen bonding is very important. It 

is also shown that Taft's f3 parameters are well-correlated to the calculated well-depth 

of the hydrogen bonding. The results that the solvation free energies for both of the 

tautomers show the irregularity in the acetonitrile solution are in qualitative accord with 

the empirically determined solvent parameters. The empirical measure of the solvent 

ability to form hydrogen-bonding with solute is explained at a molecular level. 

The solvent effects on the energy difference between the keto-enol tautomers were 

examined. It is found that the keto tautomer is stabilized largely compared to the enol 

form. These tendencies are consistent with the experimental and previous theoretical 

results . In the both tautomers , the dipole moments of solutes are enhanced in polar 

solvents and the geometric structures are changed, so as to increase the solute dipole 

moment. It is found that the tendency of solute dipole moments is correlated to Taft's 

parameters with respect to the solvent polarity. 
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Figure captions 

Figure 1. (a) 0-0 radial distribution functions for pure THF. Circles indicates computer 

simulation results (ref 27). (b) S-0 radial distribution functions for pure Di\IISO. Circles 

indicates computer simulation results (ref 29). 

Figure 2. i'violecular form and site assignment of keto-enol tautomers of formamide. 

Figure 3. Radial distribution functions between the H( 4) and H(5) sites of the keto form 

(formamide) and solvent sites. (a) H-Cl (solvent: CC14 ) , (b) H-N (solvent: CH3 CN) , (c) 

H-0 (solvent : Di'viSO) . 

Figure 4. Plots of the logarithms of the heights of the first peaks in the rdfs against Taft 's 

{3 parameters . The abscissa is logarithmic scale. (a) For the keto form , the positions of 

the first peaks are 2.8 , 2.2 , 2.3, and 2.0 A for CC14 , THF, CH3 CN, and Di'viSO ( for the 

both H(4) and H(5) ) . (b) For the enol form, the posjtions of the first peaks are 2.9 , 2.0 , 

2.2, and 1.8 A for CC14 , THF, CH3 C , and Di'viSO (for the both H(4) and H(5)) . 
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Table 1. Parameters for aprotic solvents and solute 

solvent a site q a l A £ I kcal mol-l 

CCI4 c -0.1616 3.2 0.10 

Cl 0.0404 3.4 0.26 

cs~ c -0.308 3.2 0.101 

s 0.154 3.52 0 .395 

DME 0 -0.50 3.0676 0.179 

CH .1 0.25 3.8609 0.181 

THF 0 -0 .50 3.000 0.170 

CH 2a 0.25 3.800 0.118 

CH , ~ 0.00 3.905 0 . 118 

CH3CN CH ~ _1 0 . 15 3.775 0 .206 

c 0.28 3.650 0 .1 50 

N -0.43 3.200 0 .1 69 

DMSO 0 -0.459 2 .80 0.0715 

s 0.139 3.40 0 .238 

CH3 0.160 3.80 0.293 

a Data from ref 23 , 24 for CCL+, ref 25 for CS2, ref 26 for DME, ref 27 for 
THF, ref 28 for CH3CN, ref 29 for DMSO. 

solute site alA £I kcal mol-l 

Nb 3.25 0 . 170 

Cb 3.75 0.105 

Ob 2.96 0 .210 

He 1.78 0.02 

b Reference 30. c Reference 31. 



Table 2. Partial Charges on Atom Sites in CCl4, CH3CN, DMSO (Units in Electronic Charges) 

keto enol 

solvent c N 0 H(4) H(5) H(6) c N 0 H(4) H(S) H(6) 

CCl4 0 .74 -1.06 -0.60 0.47 0.44 0 .01 0.58 -0.87 -0.64 0.48 0.38 0.07 

CH3CN 0.75 -1.04 -0.67 0.48 0.46 0.02 0.63 -0.94 -0.68 0.51 0.41 0.07 

DMSO 0 .76 -1.07 -0.69 0.49 0.48 0.03 0.66 -1.00 -0.72 0.54 0.45 0.07 



Table 3. Optimized Geometries of Keto-Enol Tautomers in Solutions 

keto enol 

solvent 1 (C=O)a I (C-N)a dipoleb I (O-H(4))a 1 (N··· H(4))a iOCNc dipo1eb 

CCL+ 1.196 1.353 4.22 0.948 2.312 122.58 1.25 

cs2 1.198 1.351 4.38 0.949 2.321 122 .76 1.28 

DME 1.204 1.347 4.86 0.952 2.369 123.91 1.37 

THF 1.202 1.347 4.73 0.951 2.353 123.50 1.26 

CH3CN 1.206 1.343 4.99 0.952 2.351 123.23 1.43 

DMSO 1.208 1.340 5.21 0.951 2.358 123.28 1.51 

gas 1.196 1.353 4.23 0.948 2.309 122.54 1.23 

a In angstrom. bIn D. c In degree. 



Table 4. Total Free Energy Diffrences, Solvation Free Energies, and Reorganization Energies 

solvent tJ.G (keto-enol )~t.h tJ.F HNC (keto )h i1F HNC (enol)h 11Erc (keto )b 11Erc (enol )b £C 

CCL~ -12.60 2.39 2.33 0 .00033 0.0012 2.237 

cs2 -1'2.77 0.5 I 0.64 0.054 0 .040 2.643 

DME -13 .37 -4.95 -4 .1 9 0.74 0.69 5.02 

THF -14.41 -5.57 - 3.72 0.39 0 .28 7.58 

CH)CN -14.57 -2.51 -0.084 0.97 0.45 35 .94 

DMSO -13.35 -7.78 -6.81 1.70 1.41 46.45 

gas -1'2.66 

:t 6G is the di!lcrcncc or Eq .( 4) bet ween the keto and enol form. h In kcal I mol-l. c Dielectric constant for each solvent. Data from 
reference 36. 



Table 5. Contributions of Solute (keto) Atom to the Solvation Free Energies 
in CC1 4, CH 3CN. DMSO (Units in kcal I mol) 

solute site 

solvent c N 0 H(4) H(5) H(6) 

CCI4 1.00 -0.60 -0.4 7 0.86 0.97 0.63 

CH]CN -1 .64 I 1.34 -1.81 -4.38 -6.50 0.49 

DMSO -4.5 I 16.17 -2.37 -7.26 -I 0.24 0.42 
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Chapter 3 

Thermodynamic analysis of the 

solvent effect on tautornerization of 

acetylacetone : An ab initio 

approach 

3.1 Introduction 

Chemical equilibria and reactions in solution have been one of the most important sub

jects in theoretical chemistry and various methods have been developed for studying such 

a problem[l]. Computer simulation studies employing molecular dynamics and i\ ~Ionte 

Carlo techniques have provided a \Vealth of information on the therrnodynamic properties 

for various processes in solution. Analyses of the solvation free energies deri\·ed from these 

simulations ha\·e been utilized for interpreting the origin of thermodynamic stability of 

chemically equilibrium systems at a n1olecular le\·el[l]. It has been also emphasized that 
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the electronic structure of solute molecule and the geometry itself are largely influenced 

through the interaction with surrounding solvent molecules[2]. In this respect, quantum 

chemical methods incorporating the solvation effects in the electronic structure calcula

tions of solute have also been advanced to elucidate the importance of solute electronic 

polarization effect for understanding the mechanism of chemical equilibria in solution. [2, 3] 

The keto-enol tautomerization is among the most well-studied subjects both from 

experimental and theoretical points of view. Theoretical calculations have been so far 

performed for some specific systems such as formamide[4, 5] and 2-pyridone[5], and many 

of them have been based on the dielectric continuum model characterizing the solvent by 

the dielectric constant. In the present work, we performed a theoretical study on the keto

enol tautomerization of acetylacetone in polar and nonpolar solvents using the reference 

interaction site model self-consistent-field (RISi\!1-SCF) method[6, 7], which is an ab initio 

electronic structure theory taking account of the solvent reaction field in molecular detail. 

The keto-enol tautomerization of acetylacetone, a prototype ,6-diketone, has been 

extensively studied experimentally[8]-[13], and the attention has been paid to its solvent 

effect. Although the enol form is more stable than the keto in the gas phase due to the 

intramolecular hydrogen bonding, the equilibrium is known to shift toward the keto in 

solution as the solvent polarity increases .[l4]-[18] Several theoretical studies of acetylace

tone have been carried out . Dannenberg and Rios[l9] employed various levels of ab initio 

electronic structure methods to predict the geometries and stabilities of the keto and enol 

tauton1ers in the gas phase. Soh·ent effects on the tautomerism ha\·e been also stud

ied with the self-consistent reaction field method (SCRF) [20 ]- [22], in \V hich semi empirical 

level of electronic structure calculations \\·as used . 1\Iost in1portantly, Crarner and Truhlar 

predicted [23] that the keto form could cause a large geometric change so as to increase the 
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solute dipole moment in polar solvents. However , as mentioned by them , more elaborate 

ab initio calculations utilizing a microscopic solvent model would be required for further 

understanding the solvation effect since they employed a semiempirical level electronic 

structure theory with the dielectric continuum model. 

The purpose of the present paper is to provide detailed analysis to the thermo

dynamic property for the keto-enol tautomerization of acetylacetone in solution based 

on the ab initio electronic structure calculations. vVe chose H20 and dimethyl sulfoxide 

(Dl\IISO), and carbon tetrachloride (CC14 ), representing respectively protic polar , aprotic 

polar and nonpolar solvents. The solvation free energies in these solvents were analyzed 

by decomposing them into the enthalpic and entropic contributions based on the scheme 

proposed by Yu et al.[24, 25] The effect of changes in solute geometry and vibrations due 

to the solvation was also examined. The organization of the paper is as follows. In the 

following section, the theoretical methods employed are presented. In Sec . 3.3, we present 

the results of calculations. The solvent effect on the solute geometries and vibrational 

frequencies are discussed. The thermodynamic analysis of the solvation free energies in 

the tautomerization is performed to study the stabilities of the keto and enol tautomers 

in solution. The origin of geometric change of the keto form is also discussed . Conclusions 

are summarized in Sec. 3.4. 

3.2 Theoretical Methods 

3.2.1 RISM-SCF m ethod 

Since the details of RISi\ I-SCF method have been presented in the previous papers[6 , 7] , we 

only describe the outline of theory pertinent to the calculations of the electron correlation 
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energy of solute molecule and the thermodynamic analyses of solvation free energies . 

In the RISl\I-SCF theory, the total free energy of the system considered is defined 

by 

G = (w I Hgas + 6fLsol I w), (3.1) 

where W is the solute electronic wave function and Hgas is the electronic Hamiltonian 

of solute in the gas phase. The operator 6fLsol determines the excess chemical potential 

due to the solvation, which is the functional of the solute-solvent correlation functions 

ho:1 , the direct correlation functions co:1 , and the t-bonds to:~' Here, a and 1 denote the 

interaction sites in solute and solvent molecules. 

The variation of the free energy, Eq.(3 .1), with respect to the solute molecular 

orbitals (lviO) cPi and the correlation functions ho:1 , co:1 and to:1 automatically provides 

the Fock equation : 

(3.2) 

the RISi\II Ornstein-Zernike ( OZ) equation : 

(3 .3) 

and the hypernetted chain (H1 C) closure relation. In Eq . (3.3), the indices u and v 

denote the solute and solvent, p is the number density of solvent, and (3 = 1/ k8 T with 

k8 being Boltzmann constant. w is the intramolecular correlation function that defines 

the molecular geornetry. The solvent-solvent correlation function, hvv, is detennined by 

solving the RIS:\I OZ equation for the pure soh·ent : 
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(3.4) 

At convergence, the excess chemical potential[26, 27] is represented as: 

(3.5) 

The solvated Fock operator is given in the form: 

Fsol = h + 2J- K- L Vaba, (3.6) 
Q 

where h, J and k are the usual one electron, Coulomb and exchange operators and ba is 

the population operator which generates the partial charge on the solute atomic site a. 

The averaged electrostatic potential acting on the site a is given by 

Va = p L q1 47fr j ga~1 (r )dr, 
I 

(3.7) 

where ga1 (r), ha1 (r) + 1, is the radial distribution function between the solute site a and 

the solvent site ry with the partial charge q1 . 

To calculate the electron correlation energy of the solute molecule in solution, we 

employ the rvl¢ller-Plesset (rdP) perturbation expansion . \Ve consider here up to the 

second-order correction. The Hamiltonian is partitioned into 

(3.8) 

where the zero-th order Hamiltonian is defined by the sum of soh·ated Fock operators 

~ 
~ ~ 

and F corresponds to the perturbation. Since .6.ftsol and ba in the perturbation tenn II is 
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the one-electron operators , it is straightforward to sho\v that the second-order correlation 

energy is represented by 

E sol ( ) _ ~ ~ l(abllrs)l
2 

MP2 U - ~ 
4 b ca + cb - cr - c 5 a TS 

(3.9) 

where ca and cb are the occupied orbital energies, and cr and c 5 the unoccupied orbital 

energies , respectively. The integral ( abllr s) is the anti-symmetrized two-electron integral. 

All the ab initio calculations were performed at the restricted Hartree-Fock (RHF) 

level by using the (9s5p1d/4s1p)/[3s2p1d/2s1p] basis set, which has a valence double zeta 

plus polarization quality. [28] The geometry of solute molecule was optimized using the 

analytical energy gradient technique[29] in each solvent studied. The MP2 calculations 

were repeated at the RISM-SCF optimized geometries to estimate the electron correlation 

effect . 

All the parameters[30]-[32] employed for describing the solute-solvent interaction 

are summarized in Table I. Especially, for H20, the simple point charge (SPC)-like[33] 

model was used where the Lennard-Janes parameters, o-=1.0 Aand E=0.056 kcal/mol , 

were added on the H site . The Lennard-Janes parameters for the solute atoms[34] were 

also included in Table I. vVe used the standard combination rule to construct the solute-

solvent van der \Vaals interaction. The temperature was set to be 295.15 K for CC14 , and 

298.15 K for the other solvents . 

\Ve further calculated the hannonic vibrational frequencies of solute for estimating 

the zero point energy of solute molecule, E z p E ( u), and the vibrational con tri bu tion to 

the free energy, 6Gvib· The Hessian n1atrix was obtained by the numerical differentiation 

of analytically calculated gradients of RISl\I-SCF free energy at the optin1ized gcon1etry 

in each soh·ent. 
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3.2.2 Thermodynamic analysis 

The solvation free energy is defined as the sum of the solute term 6.Gsolute and the excess 

chemical potential 6.J.Lsol· The solute term is given by 

6.G solute = 6.Ere + 6.Z P E + 6.Gvib (3.10) 

where 6.Ere is the solute electronic reorganization energy given as the change of solute 

electronic energy from the gas phase to the solution, and 6.ZP E and 6.Gvib are the 

changes of the zero-point energy and vibrational free energy. It is noted that the change 

of solute electron correlation energy due to the solvation is included in 6.Ere· 

The enthalpy and entropy contributions to the excess chemical potential were cal-

culated using the method proposed by Yu et al .. [24, 25] Taking the derivatives of h and 

c with respect to the solute or solvent density, Pu or Pv, the solvation energy 6.Eu,sol and 

the enthalpy 6.hu ,sol are calculated with the equations by the following: 

(3.11) 

(3.12) 

where nu and nv denote the numbers of sites in the solute and solvent molecule, re-

spectively. U01 and U.n' are the solute-soh·ent and soh·ent-soh·ent site-site interaction 

potentials. o.v ,P is the isobaric thennal expansion coefficient of the pure solvent . In the 
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present study, the experimental data for av ,P[35], 2.57xl0-4K- 1 for H2 0 , 9.28xlo--t for 

DrviSO and 1.22 x 10-3 for CC14 , respectively, were employed. The first term in the right 

hand side of Eq. (3.11) represents the solute-solvent interaction energy Euv and the second 

is the cavity formation energy Ecav, which represents the solvent reorganization energy 

due to solvation. 

The solvation entropy is defined by 

t:J.Su,sol = ( t:J.hu,sol - !::J.P,sol) /T (3.13) 

Based on the extended RISNI theory[36)-[38), the first-order isothermal density 

derivatives to Eqs.(3.3) and (3.4) provide the relation: 

(3.14) 

where h, c and w represent h, c and wink-space, respectively, with { s, s'} = { u, v }. The 

corresponding relation to the HNC closure is given by: 

(3.15) 

~ ~ ~ 

where r; represents u or v, and Dp
77

c* = Dp
11
C- cjJTJ, cjJTJ = Dp

11
¢. 

The free energy difference between the keto and enol tautomers is defined by 

t:J.G(k- e)= t:J.Gsolute(k)- t:J.Gsolute(e) + 6p,soz(k)- fip,sol(e) + !::J.G9as(k- e) (3.16) 

where t:J.Ggas(k -e) is the free energy difference in the gas phase. \ Vith the free energy 

partit ioning scheme discussed above, the differences of the enthalpy and entropy terms 

between tautomers are easily derived. 

The soh·ation enthalpy is defined by 

-±2 



(3.17) 

and then, the enthalpy difference is calculated by 

6.H(k- e)= 6.Hsat(k)- 6.Hsat(e) + 6.H9as(k- e) (3.18) 

where 6.Hgas(k - e) is the energy difference in the gas phase including the vibrational 

energy. The enthalpy difference , 6.H(k- e), is related to 6.G(k- e) by 

6.G(k- e) = 6.H(k- e)- T 6.S(k- e) (3.19) 

where 6. S ( k - e) is the entropy difference. 

3.3 Results and Discussion 

3.3.1 Solute property. 

Figure 1 shows the geometries of the keto and enol tautomers of acetylacetone along with 

the site numberings. The optimized geometric parameters in the gas phase and in each 

solvent are summarized in Table II. 

For the keto tautomer , we found the two geometries in the gas phase; one with the 

dihedral angles, T3256 , of 140.4° and the other of 102.4° , respectively. The former is more 

stable than the latter by 1.87 kcal/mol at 1\IP2 level, which is consistent with the result 

by Dannenberg et al. [19), 1.1 kcal/rnol. \Ve also obtained t\\·o optimized structures in 

CCL1, and their geometries are ,·ery close to those in the gas phase as seen in Table II. 

Since the conforn1er with T3256 =140.4° is lo\\·er in energy by 1.35 kcal/mol than the other 
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with T3256 =101.6°, we consider only the former in later discussion. 

The geometry of the keto tautomer undergoes a drastic change in polar solvents. 

The stable conformer with a larger dihedral angle observed in the gas phase and CC14 

disappeared and the torsional angle, T3256 , significantly decreased to 56.4° in H20 and 

to 75.2° in DNISO. The calculated torsional angle in H20 is similar to the predicted 

value, 59°, by Cramer and Truhlar[23] with the semiempirical calculations. These results 

indicate that the dihedral angle changes so as to increase the solute dipole moment with 

the increase of solvent polarity. Table II shows that the C=O bond length in the carbonyl 

group becomes longer in polar solvent, though the average C-C bond length becomes 

slightly short compared with that in the gas phase. The bending angle, B245 , also increases, 

which is because the repulsion between lone pair electrons in the two carbonyl groups 

becomes large as the dihedral angle decreases and thus the bending angle becomes wide 

in order to reduce such repulsive interaction. The origin of these geometric changes in 

polar solvents will be discussed in Sec.III .D. 

In the enol tautomer, the geometric change due to the solvation is smaller than that 

in the keto one. All the atoms except for the methyl hydrogens lie in the same plane in all 

the solvents as in the gas phase. The change of bending angle, 8245 , is also small. As seen 

in Table II, R23 and R56 become longer in the polar solvents than in the gas phase, vvhile 

the change of their lengths is small in CCL1. It is considered that these changes occur in 

o~der to make the solute dipole moment increase in Di\ISO and H20. The distance R3 ... 12 

characterizing the intramolecular hydrogen bonding v,·as calculated to be 1.685 A in the gas 

phase, which is comparable to the experimental ,·alue, 1.626 . .\.[10] \Vhile R3 .. . 12 becomes 

slightly shorter in CC14 and Di\ISO compared ,,·ith the gas phase value, it is elongated 

by 0.04 .-\. in H20, indicating that the intran1olecular hydrogen bonding is weakened in 
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aqueous solution. The intramolecular hydrogen bonding in the enol remains intact even in 

polar solvents, these results being consistent with the experimental observation by Emsley 

and Freeman. [15] 

The calculated dipole moments in the solvents as well as in the gas phase are shown 

in Table III. The dipole moment of the keto is larger than that of the enol in the gas phase. 

This tendency agrees with the previous studies. [23, 13] In solutions, the dipole moment 

of the keto form is enhanced as the solvent polarity increases since the dihedral angle 

between the planes containing two carbonyl groups becomes smaller. For the enol, the 

degree of enhancement of dipole moment induced by the solvation is not so large , since 

such marked change in geometry observed in the keto form do not occur. The dipole 

moment, however, is appreciably larger in H20 than in gas phase. 

The harmonic vibrational frequencies were calculated in all the solvents considered 

as well as in the gas phase. The frequencies in CC14 were close to the gas phase values, 

while those in H20 changed appreciably from the gas phase ones. In Table IV, we only 

showed the vibrations which undergo large frequency shifts, more than 20 em - 1 , due 

to solvation . In the keto, the frequency of C2C4 C5 bending vibration decreases with 

increasing the solvent polarity, which is consistent vvith the result that bond angle B245 

becomes large by the solvation. The frequencies for C=O stretching are remarkably 

reduced by rv 100 cm- 1 in H2 0 . This is because the hydrogen bonding between the 

carbonyl 0 and water H atoms is formed in aqueous solution and thus the C=O bond 

distances lengthen. Experimentally, it was observed that the C=O stretching frequency 

was lower by about 100 cm- 1 in aqueous solution .[39]-[41] In the enol, the frequencies of 

C4 C5 and C20 3 stretching modes decrease in the polar solvents. In particular , the shifts 

of these frequencies are more than 100 ern -l in the aqueous solution, corresponding to 
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the significant increases of R45 and R23 distances as seen in Table II. The OH stretching 

frequency also decreases in the polar solvents. Although the frequency change is only 30 

cm- 1 in DMSO, it is reduced by 190 cm- 1 in H2 0, indicating that a strong hydrogen bond 

is formed between the water 0 atom and the H atom of OH group in the enol tautomer. 

3.3.2 Keto-Enol equilibrium 

Table V shows the calculated free energy differences between the keto and enol tau tamers 

along with the available experimental values . In H20, the free energy of the keto form 

was calculated to be lower than that of the enol by -1.37 kcal/mol, which is in good 

agreement with the experiment, -1.18 kcal/mol. For Di\IISO solution, the stability of two 

tautomers became comparable each other, 0.14 kcal/mol, as in the experiment. The free 

energies were also very close in CC14 , which is slightly different from the experiment where 

the enol form is more stable than the keto by 1. 76 kcal/mol. This discrepancy in the free 

energy difference in CC14 solution may come from the underestimation of solute electronic 

energy difference between the tautomers. In the present calculation, the electronic energy 

of the enol form is lower than that of the keto only by 1.04 kcal/mol in the gas phase, 

which provides the free energy difference of -0.69 kcal/mol. As shown by Bauer and 

\Nilcox[42), the electronic energy difference becomes larger by employing the complete 

basis set method. Considering that the solute geometries are very similar to those in the 

gas phase and the electric field is weak in CCl4 , the error in the gas phase energy is the 

origin of small difference in the free energies for CCL1 solution. 

\Ve further tabulated the components of free energy differences 1n Table V. The 

electronic energy difference, .6.Esol ( k - e), increases with the soh·ent polarity, which is 

n1ainly attributed to the geometric change of the keto form due to the soh·ation. It was 
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also found that the electron correlation energy becomes smaller in polar solvents than in 

the gas phase and such a solvent effect is remarkable in the keto form. This is because 

the electrostatic potential coming from the surrounding solvent enlarges the energy gap 

between occupied and unoccupied IviOs of the solute and thus the correlation energy 

is reduced for the keto due to strong solvation. As shown in Table IV, there are some 

solute normal vibrations whose frequencies are reduced in polar solvents and thus the zero 

point energy becomes smaller in solution than that in the gas phase. The calculated zero 

point energy changes due to the solvation were -0.07, -0.39 and -0.75 kcal/mol in CC14 , 

DiviSO and H20, respectively, for the keto, while those for the enol were -0.04, -0.34 and 

-1.12 kcal/mol. The relatively larger negative value of the enol ZPE attributed to the 

formation of the hydrogen bonding with H20 molecules is remarkable, which provides the 

smaller difference in ZPEs bet\Yeen the tautomers in water compared to the other solvent 

as well as the gas phase (Table V) . The solvent effect on the vibrational frequencies also 

changes the solute vibrational contribution to the free energy difference, 6.Gvib(k- e) . As 

shown in Table V, 6.Gvib( k -e) is negative in all the solvents as well as in the gas phase, 

indicating that the keto form has low frequency vibrational modes more than the enol. 

It is worth noting that the present calculations reproduced the experimental estimates of 

the free energy differences in the solutions fairly well by including the solute electronic 

reorganization energies and vibrational free energies. 

The keto-enol difference of the excess chemical potentials, f.lsat(k- e), becon1es more 

negative \vith the solvent polarity. This in1plies that the keto is rnore stabilized by the 

solvation, which is consistent ,,·ith large enhancement of the keto dipole mornent in polar 

solvent accompanied by the drastic geometric change. As seen in Table V the stabilization 

by f.lsol ( k- e) is comparable to the destabilization of solute electronic energy, .6.Esol ( k- c), 
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in the aqueous solution. 

3.3.3 Thermodynamic analysis 

The solvation enthalpies , 6.H50z, of the two tautomers in solutions are shown in Table 

VI. In DNISO and CC14 , the calculated values are comparable to the experimental ones. 

However , we found a large discrepancies between the calculation and experiment for those 

in H20. Although the calculated enthalpies are positive for both the tautomers , the ex

periments provided negative values of the enthalpies , which are close to those for DNISO 

and CCl4 solutions. Nioreover , the enol is enthalpically unstable than the keto by 6.5 

kcal/mol in the calculations , while the experimental estimate is reversed. 

In order to clarify the origins of such discrepancies in the enthalpies for the aqueous 

solution , we examined the components of 6.Hsol , -vvhich are included in Table VI. Accord

ing to Eq.(3.17) , the solvation enthalpy is composed of tv.to contributions ; one is 6.hu ,sol 

coming from the solute-solvent interaction and another is the solute term including the 

electronic and vibrational contributions as well as those from the translation and rotation 

in the gas phase. As seen in Table VI, the differences in the solute-solvent term 6.hu ,sol 

are rather small and are further cancelled out by the solute terms to give similar values 

of 6.Hsol for the two tautomers in DMSO and CCl4 . On the other hand, in the aqueous 

solution, there is a large difference in 6.hu ,sol between the tautomers, and the solvation 

enthalpies 6.Hsol of the enol is still larger than that of the keto even after including the 

solute terms. Considering that the errors in the solute terms are relatively s1nall because 

we estimated then1 by ab initio calculations, the discrepancies should be attributed to the 

solute-solvent term 6.hu ,sol· 

As in Eq.(3.12) , 6.hu ,sol is gi\·en as the surn of t\\·o tenns. The first term E50z, the 
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solvation energy, is further decomposed into the solute-solvent interaction energy Euv 

and the cavity formation energy ( solvent reorganization energy ) Ecav, i.e. Eq.(3.11). 

Yu et al. [43] pointed out that the RIS l\ti integral equation theory provides comparable 

results for Euv to the computer simulations, while Ecav is overestimated with the HNC 

approximation in aqueous solution. The present calculations yielded considerably large 

values of Euv in water in comparison with those in Dl\IISO and CC14 , indicating the 

existence of hydrogen bonding in solvent-solvent and solute-solvent in the aqueous solution 

causes an overestimation of Ecav, while such an effect is small in Dl\tiSO and CC14 , typical 

aprotic solvents, having a small ability of hydrogen bonding. It is noted that the second 

term in Eq.(3.12) might be overestimated in the present treatments, because this term 

also originated from the reorganization of solvent water. 

Only the overestimations of Ecav and the second term in Eq.(3.12) may not resolve 

a large discrepancy in the calculated solvation enthalpies between the tautomers because 

the error in Ecav is considered to be larger for the keto than the enol. As pointed out 

by Spencer et al.[l4], the enol tautomer can be enthalpically stabilized through self

association. Although the self-association of enol might be one of the possibilities for 

interpreting the discrepancy between the present calculation and the experiment for both 

the tautomers in the solvation enthalpies, we have not examined this possibility because 

such an effect is beyond the scope of the present study. 

The changes of the enthalpy and entropy terms caused by the keto-enol tautomer

ization are shown in Table V. The calculated results are cornparable to the experiments 

for Dl'viSO and CC14 solutions as in the case of solvation enthalpies discussed above. For 

the aqueous solution, the calculations ga\·e the enthalpy and entropy changes with the 

opposite signs to the experirnents. The calculated results implies that the keto forrn is 
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enthalpically more stable but entropically unstable than the enol , which can be easily 

understood considering the stronger solute-solvent interaction in the keto. 

3.3.4 Driving force for the geometric change of the keto tau-

tamer In solutions 

As shown in Subsec. 3.3.1 , the keto tautomer undergoes a large geometry change going 

from the gas phase to the polar solvents. vVe discuss here the driving force to cause such 

a change in geometry. For this purpose , the free energy 6.G and solvation enthalpy 6.Hsol 

calculated at the gas phase optimized geometry, hereafter denoted as a , were compared 

with those in the polar solvents, b, and the results are summarized in Table VII. For 

the geometry in the gas phase , we took the optimized one with a smaller torsional angle 

( T 3256= 102.4°). Note that the solute vibrational contributions were omitted in calculating 

6.G and 6.Hsol though the electron correlation energies were included. 

The free energy 6.G at b is more stable than that of a because the geometry b 

corresponds to the minimum free energy point in each solvent. However, the difference 

of the enthalpies betvveen a and b obtained with Eq. (3 .18), 6.H(b - a) , is positive in 

Dl\IISO, indicating that the geometry b is enthalpically unstable compared with a and 

thus the geometric change observed for D ISO solution is driven by the entropy term. In 

the aqueous solution , the situation is quite different from the D iVISO case: the calculated 

6.H(b - a) is -4.81 kcal/mol and the entropy change is also negative as going from a 

to b. \"Te can thus conclude that the enthalpy term is responsible to cause the geometric 

change in H2 0. 

In order to clarify such a difference of the driving forces for the geometric change 
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between the Dl\IISO and aqueous solutions, we examined the solvation structures , i.e. 

the radial distribution functions (rdfs). Figure 2 compares the rdfs between the 0 3 site 

of acetylacetone and the water H site obtained at the geometries a and b because the 

solute 0 3 and 0 6 sites participate in the solute-solvent interaction most strongly. In 

DiviSO, the height of the first peak is almost the same between a and b, as seen in Figure 

2( a). This means that the solvation structure around the solute does not undergo a 

large modification by the geometric change from a to b and the positive enthalpy change, 

b.H(b - a), is attributed to the increase of solute electronic energy. On the contrary, 

the solvation becomes stronger after the geometric change in the aqueous solution . The 

first peak is higher at b than a as illustrated in Figure 2(b), which implies that the 

hydrogen bonding becomes strong by the geometry change and the stabilization due to 

the increase of solute-solvent interaction energy overcomes the increase of solute electronic 

reorganization energy. The difference of solvation structures between the Dl\IISO and 

aqueous solutions can be rationalized if we see the change of the partial charges on the 

0 3 and 0 6 sites caused by the solute geometric change form a to b: the partial charges 

change from -0.74 to -0 .79 in H20, while the change in Dl\IISO is very small, from -0 .62 

to -0 .63 . 
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3.4 Conclusions 

In the present paper, we studied the keto-enol tautomerization equilibrium of acetylace

tone in CC14 , DNISO and H2 0 with the RISi'vi-SCF method. The solvation free energies 

were analyzed by decomposing them into the enthalpy and entropy contributions as well as 

the solute electronic and vibrational ones. The conclusions derived from the calculations 

are summarized as follows. 

(1) The geometry of keto tautomer undergoes a large change in polar solvents from 

that in the gas phase. Especially, the dihedral angle between the planes containing two 

carbonyl groups becomes small, 56.4° and 75.2° in H2 0 and DrviSO, respectively. In CC14 , 

the geometry was almost the same as in the gas phase. For the enol, the solvent induced 

geometry change was rather small even in polar solvents. 

(2) The calculated keto-enol free energy difference in solution was in good agreement 

with the experiments, including the vibrational free energy difference and zero point 

energy contributions as well as the electron correlation effect of solute. It was found that 

the equilibrium shifts to the keto form in aqueous solution while the enol is still dominant 

in CC14 as in the gas phase . 

(3) The calculated solvation enthalpies for both tautomers were comparable to the 

experimental estimates in CC14 and DrviSO. However, we observed a large discrepancy 

in the solvation enthalpies in H20 between the calculations and experiments, which was 

attributed to the overestimation of the cavity formation energy in water solvent. 

( 4) The origin of a large geometric change of the keto form in polar solvents ,,·as 

examined. It was found that such a geornetric change is driven by the enthalpy term for 

aqueous solution while the entropy term is irnportant in Dl\ISO. 
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Figure captions 

Figure 1. :Niolecular geometry and site assignment for tau tomers of acetylacetone (a) Keto 

form (b) Enol form. 

Figure 2. Radial distribution functions between the 0 3 site of the keto and the solvent 

sites. Arrows indicate the change of the first peak. (a) O-CH3 (solvent: Dl\!ISO) , (b) 0-H 

(solvent: H20). 
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Table.I: Parameters for Solvents and Solute 

solvent a site q (51 A el kcalmol- 1 

H 0.41 1.000 0.056 

0 -0.82 3.166 0.155 

DNISO 0 -0.459 2.80 0.0715 

s 0.139 3.40 0.238 

CH3 0.160 3.80 0.293 

c -0.1616 3.2 0.10 

Cl 0.0404 3.4 0.26 

parameter for solute site6 

(51 A el kcalmol- 1 

c 3.562 0.1499 

C( C2 and C5)c 3.296 0.1199 

0 2.850 0.1999 

H 2.450 0.0379 

a Data from refs 30 , 31 for CC14 , ref 32 for DNISO , ref 33 for H20 . 
b Reference 34. 
c See Figure 1. 



Table.II: Selected Geometric Parameters for Both Tau

tamers in the Gas Phase and Solutions. (Units: R in A, 
T and () in degree.) 

Keto form gas phase in CCl4 in DMSO in H20 

R~4 or 45 1.529 (1.529)b 1.527 (1.526)b 1.520 1.522 

Rt2 or 57 1.510 (1.508) 1.508 (1.506) 1.504 1.504 

R~3 or 56 1.195 (1.194) 1.195 (1.194) 1.197 1.213 

T3256 140.4 (102.4) 140.4 ( 101.6) 75.2 56.4 

()245 108.6 (109.9) 108.6 (110.0) 112.8 115.8 

R36 3.787 (3.259) 3. 783 (3.249) 2.940 2.763 

Enol form gas phase in CC14 in DWISO in H20 

R12 1.514 1.510 1.509 1.508 

R23 1.218 1.217 1.223 1.246 

R24 1.459 1.456 1.454 1.455 

R45 1.356 1.355 1.355 1.368 

R56 1.316 1.315 1.318 1.329 

R57 1.497 1.496 1.495 1.496 

()245 121.5 121.4 121.7 122.8 

Tl2-654 0.0 0.0 0.0 0.0 

R6-12 0.961 0.960 0.961 0.973 

R3···12 1.685 1.680 1.672 1.727 

a Averaged values . bParenthesises represent parameters for the other 

keto conformer. 



Table .III: Dipole Moment in the Gas Phase and Solutions (Units in D) 

CCl4 1.752 (3.767)a 3.186 

DMSO 6.014 3.928 

H20 8.863 5.311 

gas 1. 7 44 (3. 724)a 3.157 

a Values 1n parenthesis are for the other keto conformer( T3256 

102.4°) . 



Table .IV: Selected Solute Vibrational Frequencies. a 

Keto form gas phase in CCl4 in DMSO in H20 

c2c4c5 bending 152.3 153.8 128.3 106.0 

C=O anti-symmetric 1986.0. 1988.5 1964.0 1862.8 

C=O symmetric 2009.2 2011.8 2001.9 1923.6 

Enol form gas phase in CCl4 in DNISO in H20 

C4-C5 stretching 1779.2 1771.7 1751.9 1669.8 

C2-03 stretching 1904.4 1894.4 1862.7 1765.3 

0 5-H 12 stretching 3871.4 3871.2 3846.5 3686.8 



Table.V: Differences of Total Free Energies between the I<:eto and Enol and Their Cornponents. 

solvent 6G(k- e) 6H(k - e)a T6S(k- e)a 6Gexp(k- e)b 

H20 -1.37 -6.05 (2 .7±0.3) -4.68 (3 .7) -1.18(- 0.98) 

DMSO 0.14 0.55 (1.8±0.2) 0.41 (1.5) -0 .16( 0.29) 

CCl4 0.11 1.02 (2 .5±0.3) 0.91 (0.80) 1.76( 1.74) 

gas -0.69 - 2.20c 

Components of 6G(k- e). 

solvent 6Esol(k - e)d 6ZP E(k- e) 6Gvib(k- e) Msol(k- e) 

H20 17.71(11.57) -0.47 -1.08 -17.53 

DMSO 6.46( 3.08) - 0.89 -1.27 -4.16 

CCl4 1.00(-0.35) - 0.87 -0 .98 0.96 

gas 1.04(- 0.35) - 0.84 -0.89 

a Values in parenthesises are the experi1nental data in ref 14. b Data fron1 ref 15. Data in parenthesis fro1n 

ref 14. c Reference 13. d Values in parenthesis are the RI-IF level results . 



Tablc.VI: Solvation Enthalpy Terms. (Units in kcaljmol) 

Keto Enol 

solvent ~J-I~ol ~hu sol Euv 
' 

Ecav experimental ~H~ol ~hu,sol Euv Ecav experimental 

H20 5.02 -17.23 -84.72 35.67 -10.6 11.56 6.48 -46.60 19.81 -11.1 

DMSO -13.95 -17.88 -40.10 7.49 - 9.8 -14.01 -12.54 - 30 .63 3.97 -9.4 

CCl4 -5.38 -2.61 -18.56 1.47 -8.2 -5.91 -3.82 -19.40 1.63 -8.5 

a Values include MP2 energies. 



r 

Table.VII: ~G(b-a), ~H(b-a) and T~S(b-a) with a. the optimized geometry 
in gas phase and b. the optimized geometry in solution. (Units in kcaljmol)a 

solvent ~G(b- a) ~H(b- a) 6 T~S(b- a) 

DMSO -0.44 0.58 1.02 

-3.35 -4.81 -1.46 

a For all values , the electron correlation energies are included. 
6 ~Hgas(b- a)s are 0.67 kcal/mol in DMSO , 0.75 kcal/mol in H20. 
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Chapter 4 

Solvation dynamics of benzonitrile 

excited state in polar solvents: A 

time-dependent reference 

interaction site model 

self-consistent field approach 

4.1 Introduction 

The role of molecular propert ies of solvent such as the shape and polarity in solvation dy

namics has long received considerable attent ion from experime ntal and t heoretical points 

of view, because of its importance in understanding the dynamics of chemical reactions 

in solution . [1 ]-[3] Experimentally, \\· ith the recent development of u ltrafast laser spec

troscopy in a fern tosecond order , it has become feasib le to explore the solvation dynan1ics 
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in a short time scale initiated by the electronic excitation of the probe molecule, providing 

that the relaxation time scale of solvent molecules in the vicinity of solute molecule differs 

from that of the overall solvation process. [4]-[10] On the theoretical ground, many stud

ies including the approaches from molecular theories of liquids and computer simulations 

have been performed in order to clarify the importance of solute-solvent interactions in 

rationalizing the mechanism of solvation dynamics. [3]-[12] 

Niolecular dynamics (NID) simulation calculations have been carried out so far for the 

systems consist of atomic and molecular solutes in polar solvents such as water, alcohols 

and nitriles , for investigating the solvation dynamics induced by the change of solute 

charge distribution .[13]-[19] Although those studies have provided wealth of information 

on the solvent relaxation dynamics at a microscopic level in terms of the solute-solvent and 

solvent-solvent intermolecular interactions, many of them are based on the assumption 

that the charge distribution of probe molecule prepared just after the excitation does not 

change during the solvent relaxation. Considering that polarizable dye molecules with 1r 

electrons have been utilized as the probe molecules in many experimental measurements of 

the dynamic Stokes shift,[20] such an approximation seems to be too crude for describing 

the real molecular processes because the electronic states of the probe molecules are very 

sensitive to the external field originating from the solvent . In this respect, it would be 

worthwhile to pay more attention to the change of the electronic structure in the probe 

molecules caused by the solvent relaxation. 

Recently there have been noticeable progresses in ab initio electronic structure theo

ries for solute n1olecules in solution including the polarizable continuum (PCi\I) model, [21] 

reference interaction site model self-consistent field (RISi\I-SCF) n1ethod[22]-[2-1] and com

bined quantum Inechanics/molecular n1echanics ( Qi\I/~Ii\I) 1nethod. [25] Those ha\·e been 
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successfully applied to calculate solute molecular properties as \vell as free energy surfaces 

of chemical reactions in solution, which are obtained under the equilibrium solvation con

dition. In view of the importance of the solute electronic structure variation during the 

solvent relaxation as mentioned above, [19] it would be highly desired to extend those ab 

initio methods to be capable of dealing with the time dependent nonequilibrium solvation 

processes. 

In the present paper, we propose a method, referred to as a time-dependent RISl\I

SCF approach, by incorporating the time-dependent solute-solvent radial distribution 

functions (rdfs) into the RISi\11-SCF theory, and apply it to study the dynamic Stoke 

shifts of benzonitrile (C6H5CN) in water (H20), methanol (CH30H) and acetonitrile 

(CH3 CN) solvents. For calculating the time-dependent rdfs, we adopt the recent theory 

proposed by Raineri et al. [26]-[28] dealing with solvent relaxation processes based on 

statistical mechanics of molecular liquids, in which the surrogated form is developed 

closely relating to the extended reference interaction site model (XRISTvi) . [29]-[31] \Vith 

the surrogate formalism, one can obtain the time-dependent solvent distribution around 

the solute connecting the initial and final states, which has been shown to be in good 

agreement with the simulation results for model solution systems . 

Benzonitrile molecule is one of the popular benzene-derivatives and its amino substi

tuted compounds are well-known to show dual fluorescence in polar solvents. Electronic 

structure calculations have been performed for low-lying excited states of C6 H5CN em

ploying semiempirical[32] and ab initio methods.[33, 34] The lowest singlet excited state 

is the 11 B2 one located at rv 4.5 e V measured from the ground state. Because the dipole 

moment of this state is very close to that of the ground state, one can not expect a large 

Stokes shift for the transition to this state e\·en in polar soh·ents. The second excited 
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state is the 21 A 1 , which has a large dipole moment with the strong transition intensity 

from the ground state. vVe therefore chose the 21 A1 +---- 11 A1 transition as the probe for in-

vestigating the solvation dynamics. A theoretical study on the solvation of excited states 

of C6H5CN in polar solvents may provide an insight in resolving the still controversial 

mechanism of intramolecular charge transfer in aminobenzonitriles. [35 , 36] 

This paper is organized as follows . In the following section, we present the theoretical 

method to calculate the time evolution of rdfs which is incorporated into the RISrvi-SCF 

method . Details of ab initio computational procedures are also given. In Sec. 4.3 , 

the calculated results of the solvation of C6H5CN in H20 , CH30H and CH3CN solvents 

are presented . vVe discuss the electronic distributions in the solute and the solvation 

structures obtained at the ground and vertical excited states . The evolution of solute 

electronic states caused by the solvent relaxation is characterized by the energy difference 

between these states. The variation of solute electronic distribution during the solvation 

process is also examined . Conclusions of the present paper follow in Sec . 4.4. 

4.2 Theoretical Methods 

4.2.1 Time-dependent RISM-SCF 

vVe consider a solute molecule immersed in a solvent media. The time evolution of solute 

electronic states driven by solvent motions may be described by the Hamiltonian, 

if( t) (4 .1) 

j\' u 

Ho + L Qu 1'u(t) , 
u 
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where H0 is the solute electronic Hamiltonian in the gas phase and Vu is the electrostatic 

potential acting on the solute site u with Nu being the number of solute interaction sites. 

Qu is the population operator generating the partial charge Qu on the site u, which is 

determined by a least-square-fitting to the electrostatic potential around the solute as 

usual. In order to obtain the time-dependent electrostatic potential Vu(t), it is required 

to calculate the time-dependent radial distribution functions 9u>.(r, t) bebveen the solute-

solvent interaction sites, i.e. 

(4.2) 

where pis the solvent density. Here Q;.. is the partial charge at the solvent site ). and Nv 

is the number of sites in a solvent molecule . 

In many experimental and theoretical studies, the solvation dynamics has been 

examined in terms of the soh·ation time correlation function (STCF) : 

S(t) = 6E(t)- 6E(O) 
6E( oo) - 6E(O)' 

(4.3) 

where 6E(t) is the energy difference between the excited and ground states . In the 

present approach, the energy difference is calculated by 

6E(t) =< We(t) I H(t) I We(t) >- < W9 (t) I H(t) I W9 (t) > . (4.4) 

Here We(t) and w9 (t) are the solute electronic \\·ave functions for the excited and ground 

states. 

\'A/e use the surrogate linear response theory proposed by Raineri et al. [26)-[28) for 

calculating the time-dependent radial distribution functions in Eq. ( 4. 2) as the response to 

a sudden change of solute charge distribution caused by the solute electronic excitation . 

Although they took the energy gap bet\\·een the solute excited and ground states as th 
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dynamic variable and derived directly the dynamic solvation time correlation function 

(STCF), we adopt here a matrix with the element of 9-u>.. representing the fluctuation of 

solvent site number density 8nu,>.. in the following, 

( 4.5) 

or in the Fourier k-space 

(4.6) 

with 

(4.7) 

where ( · · · ) means the equilibrium ensemble average. The suffices u and u' denote the 

solute sites, and .A and TJ the solvent sites , respectively. The microscopic number density 

of solvent site ). at a position r relative to solute site u is defined as 

(4.8) 

where the summation runs over all the solvent molecules. 

Introducing the time dependent fluctuation of solvent number density, 

(4.9) 

one can obtain the equilibrium time correlation function for the fluctuation of solvent 

number density as follo\vs, 

(4.10) 
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and 

( 4.11) 

where -{36¢u' 17 (r) = c~, 17 (r)- c-::,
17
(r) and {3 = 1/kBT (see Appendix). Note that we used 

the relation, [28] 

(4.12) 

where 8n>-. is the fluctuation of pure solvent number density. In Eqs.(4.10) and (4.11), 

Wuu' is the solute intramolecular correlation function in k-space. F17 >-. is the intermediate 

site-site structure factor,[28] 

(4.13) 

where {- · · }oo means taking the thermodynamic limit, and V is the volume. 5 17 >-. is the 

static site-site structure factor, 

(4.14) 

The supersubscript P or S denotes the precursor or successor state, respectively. The 

precursor state corresponds to the vertical excited state with the solvent distribution in 

equilibrium to the solute charge in the ground state . On the other hand, the successor 

one represents the new equilibrium state achieved by the solvent relaxation following to 

the electronic transition. The solute-solvent direct correlation function c~ 17 (r) (D=S or 

P) can be evaluated by the XRISi'vi equation for the equilibrium solvation corresponding 

to the ground or excited state: 

h v = w * c D * w + pw * c D * h D, (4 .15) 

where h v is the solute-solvent correlation function and the asterisk means the convolution. 

Note that the bold variables represent the matrices . 
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The static structure factor STJ;.. in Eq. ( 4.14) is obtained from the XRISi\I calculations 

for the pure solvent. In calculating FTJ;.., we employ the site-site Smoluchowski-Vlasov 

(SSSV) theory,[37, 38] which provides the diffusion equation for the fluctuation of solvent 

site-site number densities, 8n(k, t), derived from the generalized Langevin equation , 

where 

x(k)- 1 = (pw(k)J- 1
- c(k). ( 4.17) 

Here D(k) and ~(k) are the diffusion and friction coefficient matrices represented in 

k-space, respectively. In the present study, the inertia term corresponding to the left-

hand side in Eq. ( 4.16) is omitted, indicating that the solvent fi uctuation is treated in the 

diffusion limit. Thus the intermediate structure factor is evaluated by 

( 4.18) 

where I is the unit matrix. 

Employing the linear response approximation, the nonequilibrium ensemble average 

of the dynamical variable 9u;..(r , t) denoted as , in the matrix form, ((G(r, t))) is derived 

to be 

( 4.19) 

as shown in Appendix. In the k-space, it is represented in the form, 

(4.20) 

where the matrix 4>(k, t) has the element 

(4.21) 
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It is straightforward to show that Eq.(4.20) is further rewritten into 

Nv 

( ( 8 nu, >- ( k , t) ) ) = ( 8 nu, >- ( k) ) s + I: [ ( 8 nu, 1) ( k) ) p - ( 8 nu, 1) ( k) ) s J . <1> 1) >- ( k , t) , (4.22) 
1) 

and one can finally obtain the desired relation represented in the matrix form, 

(4.23) 

where we used the relation (8nu,>.(k))D = ph~>.(k) (D = S or P). The time dependent 

radial distribution functions between the solute-solvent site pairs are thus evaluated by 

( 4.24) 

where hu,>.(r, t) is the Fourier transform of hu,>.(k, t). 

4.2.2 Computational Details 

The electronic wave functions of the solute C6 H5CN were calculated by the complete 

active space (CAS)SCF method with the (9s5pld/4slp)/[3s2pld/2slp) basis set, which is 

of valence double zeta plus polarization (DZP) equality. [39] The CASSCF wave functions 

were constructed by distributing eight electrons in the eight active orbitals, i .e., the 1r and 

1r* orbitals on the benzene ring and those on the cyano group . In order to obtain more 

accurate estimation of the excitation energies, we further employed a multi-configurational 

quasi-degenerate perturbation theory (l'v1CQDPT),[40, 41] which is a second order l¢ller-

Plesset (rviP2) perturbation n1ethod for the CASSCF reference wave functions. 

The RIS1vi-SCF calculations were performed in H20, CH30H and CH3CN solvents 

1n order to obtain the equilibrium solvent distributions both in the ground and 21.-\q 

excited states ernploying the same CASSCF wave functions as rnentioned above. The 
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solute geometry was optimized us1ng the energy gradient technique[24] for the RIS:\1-

SCF free energy. The partial charges on the solute atomic sites were determined by a 

least square fitting to the electrostatic potentials evaluated at a number of grid points 

around the solute. For the solvent molecule, we adopted three site models regarding the 

methyl group as an united atom. The simple point charge[42] (SPC)-like model was used 

by augmenting the Lennard-Janes parameters, CJ = 1.0 A and E = 0.056 kcal/mol, on the 

H sites for H20. All the solvent parameters[42]-[45] are summarized in Table I along with 

the Lennard-Janes parameters for the solute atoms.[46] The standard combination rule 

was applied to construct the solute-solvent van der vVaals interaction. The hyper-netted 

chain (HNC) closure relation was employed in solving the XRISi\11 integral equation under 

the condition that the temperature was 298.15 K for all the solvents. 

The evolution of solute electronic states were calculated by the CASSCF wave func

tions with the Hamiltonian, Eq.(4.1), with the time step of 0.1 ps. vVe first carried out the 

XRISM calculations for the pure solvents to obtain the static site-site structure factors 

Sry)..(k). The intermediate structure factors Fry)..(k, t) were evaluated at every time step by 

the SSSV theory with the diffusion constants of 3.9x 10-5 cm2 /s for H20 and CH3 0H[38] 

and 4.3 x 10-5 for CH3CN. [47] The same value for the diffusion constants for H20 and 

CH30H was used here because those are very close with each other at 298.15 K from 

the experiment . [48, 49] Note that the diffusion coefficient matrix in Eq. ( 4.16) is given by 

the unit matrix multiplied by the corresponding diffusion constant. The time-dependent 

radial distribution functions 9u,).. ( r, t) \\·ere calculated by Eq. ( 4. 23) using the direct cor

relation functions for the precursor and successor states, c:,).. ( r) and c~, ).. ( r), obtained by 

the RISrd-SCF calculations for the respecti\·e state, with the structure factors, Fry).. and 

5 11 ).. , and were then substituted into Eq. ( 4. 2) to generate the electrostatic potential acting 
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on the solute sites Vu(t). 

4.3 Results and Discussion 

4.3.1 Solute electronic states 

The ground state geometry of C6 H5 CN optimized in the gas phase at the CASSCF level is 

shown in Fig 1, which is in good agreement with the experimental results.[50) The partial 

charges on solute atomic sites obtained by fitting to the electrostatic potential around the 

molecule are listed in Table II. The dipole moment derived from the partial charges, 4.34 

D, is consistent with that directly calculated from the ab initio wave function, 4.52 D. 

The vertical excitation energy corresponding to the 21 A1 +- 11 A1 transition was 

calculated to be 7.46 e V in the gas phase from the present CA..,SSCF calculations. Since 

the electronic wave function of 21 A 1 state is mainly described by the combination of two 

configurations representing the 3b1 --+ 4b1 and 1a2 --+ 2a2 orbital excitations, the 21 A 1 

state is considered to be of ionic character as in the case of benzene 11 B 1u state . Actually, 

the dipole moment increased by 2.41 D due to excitation, which is attributed to the change 

in the partial charge distribution going from the ground state to the excited one as seen 

in Table II. 

It is well known that the dynamic electron correlation effect, particularly the O" - 11 

polarization effect, is important in estimating the energies of ionic type excited states such 

as the 11 Biu state of benzene. In order to estimate the importance of dynamic correlation 

effect, the J'dCQDPT calculations were carried out for the ground and excited 1 A 1 states at 

the ground state CASSCF optimized geometry. The \·ertical excitation energy is reduced 

to 6.64 e\·. 
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RISNI-SCF calculations were carried out to obtain the ground state equilibrium 

geometries of C6 H5 CN in all three solvents. The changes in the geometry due to the 

solvation was very small; less than 0.005 A in the bond lengths and 1.0° in the angles. 

The solute dipole moment was enhanced to be 5.80, 5.34 and 5.04 D in H20, CH30H and 

CH3CN, respectively. Using the solute-solvent rdfs which are in equilibrium to the ground 

state solute electronic distribution, the vertical excitation energy was calculated in each 

solvent. Compared with the gas phase excitation energy, the vertical excitation energy 

was reduced by 0.81, 0.79 and 0.77 eV in H20, CH30H and CH3CN. These correspond 

to the red shifts of 6500, 6350 and 6230 em - 1 , respectively. Such large red shifts in the 

vertical excitation energy seem to be reasonable considering that the excited state dipole 

moment is further increased to 9.29, 8.60 and 8.15 Din those solvents. Note that a blue 

shift of rvl900 cm- 1 for the n11* transition of acetone in aqueous solution is attributed to 

the decrease in the dipole moment by rv 1.5 D caused by the electronic excitation. 

vVe further calculated the rdfs which are in equilibrium to the 21 A1 electronic state. 

As seen in Fig. 2, the peak at 1.8 A for the rdf between the N8 site in C6 H5 CN and 

H in H2 0 becomes higher due to the orientational polarization of water, indicating the 

hydrogen bonding is strengthen between those sites . The enhancement of the C7-H peak 

at 2.8 A is attributed to the formation of stronger hydrogen bond between the N8 and H 

sites in the excited state equilibrium solvation. In methanol, as shown in Fig. 3, the N8-H 

peak at 1.8 A is higher than that in \Vater both in the ground and excited states, in spite 

that the positive charge on the H site is larger in H20 than CH30H as seen in Table I. 

One can also observe the growth at 2.6 . .\ for the CrH rdf coming from the soh·ation in 

the excited state as in the case of aqueous solution. The rdfs in CH3 C\f solvent are n1uch 

different from those in the protic solvents, H2 0 and CH3 0H. As sho,,·n in Fig. 4, there is 
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no distinct peak between the N8 or C7 site in C6 H5CN and N atom in CH3 CI\. The heights 

of those peaks decrease with proceeding the solvation. On the other hand, the CH3 group 

has peaks at 3.3 A with the N8 site and at 4.0 A with the C 7 one, representing rather 

weak electrostatic interactions with the solute molecule, whose heights slightly increase 

due to the solvation in the excited state. 

The solvation in the excited state induces the electronic polarization in the solute 

molecules. The partial charges after completing the solvation are summarized in Table II, 

where the appreciable positive charges are induced on the cl' c6 and c7 sites, while the 

negative charge on the N8 . The solute dipole moment in the equilibrium solvation was 

calculated to be 12.6, 10 .5 and 9.4 D in H20, CH30H and CH3CN . The enhancement of 

solute dipole moment induced by the solvent relaxation is thus 3.3, 1.9 and 1.3 Din these 

solvents, indicating that the solute electronic polarization is very important in the present 

systems. \Ve obtained the energy difference between the excited and ground state under 

the influence of electrostatic potential coming from the solvent distribution in equilibrium 

to the excited state solute charges, which was 6.93, 7.16 and 7.27 eV in H20, CH30H 

and CH3 CN. The magnitudes of Stokes shifts thus became 0.44, 0.22 and 0.14 eV. It is 

noted that the Stokes shifts do not change by including the dynamic electron correlation 

energies if we assume that the electron correlation energies are the same before and after 

the solvent relaxation. 
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4.3.2 Solvation dynamics 

(a) Solvation time correlation functions 

vVe calculated the time-dependent solute-solvent rdfs up to 20 ps with the time step of 

0.1 ps in all the three solvents, initiated by the vertical excitation of the solute with its 

geometry being fixed to the ground state one optimized in each solvent. At the initial 

stage of the relaxation, t < 1 ps, the distribution functions changed rapidly particularly 

in the vicinity of solute molecule and then the overall rdfs gradually approached to those 

for the final state. In H20 and CH3CN, the change in the rdfs was very small after 

t = 5 ps though the rdfs showed a slow variation up to more than 10 ps in CH3 0H. 

Figure 5 displays the calculated STCFs, which show a multi-exponential behavior in all 

the solvents . In a short time region ( < 1ps), water shows the fastest decay among the 

three solvents and more than 70 % of the relaxation occurs within 1 ps. It is also found 

that the STCF decays more rapidly in CH3 0H than in CH3 CN on the short time scale. 

However, the decay curve for CH3 0H shows a longwinded tail which continues up to 20 

ps though the relaxation in aqueous and CH3 CN solutions almost complete within 5 ps. 

Computer simulation calculations have been performed to explore the mechanism 

of solvation in polar solvents as treated in the present work. Those studies have revealed 

that the solvent relaxation takes place on two widely separated time scales. The fast 

component is attributed to the underdamped or inertial motions of solvent molecules, 

whose time scale is reported to be 0.1 and 0.2 ps in CH3 CN and CH3 0H while it is 0.02 

ps in water. It has been also observed an oscillatory behavior in STCF at the initial 

stage of the relaxation. As seen in Fig. 5, the present STCFs decay more slowly, 0.2, 0.3 

and 0.5 ps in H20, CH30H and CH3CN, compared with the simulation results. This is 
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mainly because we employed the SSSV theory in calculating the intermediate structure 

factors Fu,>., in which the solvent motions were described in the overdamped diffusive 

limit neglecting the inertia term. It is also noted that the vibrational and librational 

relaxations, which are not taken into account in the present treatment, are known to be 

responsible to the ultrafast relaxations to some extent. Considering this, the decay time 

scale in Fig. 5 corresponds to the slow component in the solvent relaxation. 

Recently Kumar and i'vlaroncelli[18] carried out l\!ID simulation calculations for the 

benzene-like solute molecule in CH3 0H and CH3 CN solvents and the resultant STCFs 

were decomposed to the contributions from the fast inertial component and the slower 

diffusive one. In order to estimate the slow decay component from the present calculations, 

we fitted the STCFs in the time range t > 1 ps to the hi-exponential functions of the form 

(4 .25) 

The results are 1.27 ( 0.54) and 5.45 ( 0.05 ) ps in H20, 3.28 ( 0.43) and 24.7 ( 0.003 ) ps 

in CH3 0H and 2.08 ( 0.96) ps in CH3 C1 , respectively, where the values in parentheses 

are the weights of the exponential functions. The long-time tail observed in the CH3 0H 

STCF is represented by the exponential function with the longest time constant, 24 .7 ps . 

In contrast to those protic solvents, the STCF in CH3 CN was well fitted by the single 

exponential function. Using the fitting parameters in Eq.(4.25), we calculated the average 

decay rate, 

and the results were 1.62, 3.43 and 2.08 ps for H20, CH30H and CH3C . The average 

decay rates for CH3 0H and CH3CN solutions are comparable to the results by Ku1nar 

and l\Iaroncelli. [18] 
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(b) Evolution of solute electronic states 

Figure 6 shows the excited state solute dipole moment evolved by the solvent relaxation , 

where one can observe the increase of dipole moments in the similar time-dependent 

behaviors as in the STCFs. Those in H20 and CH3CN solution saturate within 10 ps , 

while it takes a longer time to achieve the dipole moment of the new equilibrium solvated 

state in CH3 0H. In order to see the evolution of solute electronic states in more detail, 

we defined the solute charge time correlation function, C'Q(t), (CTCF) as 

( 4.27) 

where Qu(t) is the partial charge on the site u at timet and Qu(O) and Qu(oo) correspond 

to the solute site charge in the precursor and successor states given in Table II, respectively. 

The calculated CTCFs on the C1 , C6 , C7 and N8 atomic sites are shown in Fig. 7. As seen 

in Fig. 7(a) , the CTCF at the C6 site gradually decreases with the progress of solvation 

while the charge on 1 8 changes rapidly at an early stage of the relaxation followed by a 

slow decay to the asymptotic value in water solvent . In contrast to those atomic charges, 

the CTCFs for the C 1 and C 7 sites suddenly decrease after the vertical excitation and 

reach the minimums at t = 0.2 rv 0.3 ps and become the maximum at t = rv 1 ps 

followed by a slow decrease. Similar behaviors of CTCFs to the water case are observed 

in CH3 0H though the electronic polarization at the N8 site in the cyano group is larger. 

Slow decaying tails of the CTCFs in CH3 0H correspond to the slow decay of STCF in 

a long time region. The acetonitrile solution shows a different behavior from the protic 

solvents particularly on the C1 site whose CTCF does not have a minus sign as seen in 

Fig. 7(c). 

In order to see the origin of the sudden changes in the solute atomic charges at the 
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initial stage of relaxation, we examined the solvent charge polarization by defining the 

function 

( 4.28) 

which is related to the electrostatic potential acting on the solute situ as Vu(t)- Vu(O) = 

J dr6 Vu(r, t). The result for aqueous solution is displayed in Fig. 8, where one can 

observe that large positive charge polarization at r = 1.8 A around the N8 site increases 

very rapidly after the excitation and becomes very close to that of the final state at 0.2 ps 

while smaller charge polarization in the vicinity of c7 and cl sites are still rv 60 % of the 

final ones. Considering that the negative charge on the N8 site is mainly supplied from 

the C7 and C 1 sites, the rapid decrease of CTCFs at C 7 and C1 as seen in Fig. 7( a) is 

attributed to the charge transfer from these site to N8 induced by fast charge polarization 

around the N8 site. After those sudden changes in the charge distribution at C1-CrN 8 

region, the charge polarization is readjusted by the subsequent slower solvent polarization 

as seen in the variation of N8 charge at t > 0.5 ps in Fig. 7 (a). A rather gradual change 

in the CTCF at C6 comes from a slow solvent polarization around this site. The similar 

behavior was observed in CH3 0H solution . Very large decrease of the C7 CTCF is caused 

by a larger positive charge polarization around T8 compared with the water solvent. In 

CH3 CN, the solute-solvent interaction is rather smaller than those in the pro tic solvents. 

The smaller extent in the C 1 CTCF decay at the initial stage of relaxation is due to such 

a weak solute-solvent site-site interaction in CH3 CN. 

Non-uniforn1 decays obsen·ed in the CTCFs indicate that the electric field corning 

from the solute molecule such as C6 H5 CN can not be treated by a simple dipole model and 

it is important to take account of the local charge distribution and its polarization at the 

individual atomic site in order to obtain a realistic description of the soh·ation process. It 
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is also emphasized that a microscopic model of the solvent reflecting its molecular aspects 

as employed in the present work are required to describe a non-uniform solvent charge 

polarization in the vicinity of solute molecules as seen in Fig.8. 

4.4 Conclusions 

In the present paper, we proposed a time-dependent RISivi-SCF method incorporating the 

time-dependent rdfs obtained based on the surrogate linear response theory and applied 

it to study the solvation dynamics of the 21 A1 excited state of C6 H5 CN in H20, CH3 0H 

and CH3 CN solvents. vVe mainly focused the evolution of solute electronic state during 

the solvent relaxation following to the vertical transition to the 21 A1 state. The main 

findings of the present study are as follows : 

(1) The 21 A1 excited state was found to be of ionic character with the dipole moment 

of 6.75 Din the gas phase, which was enhance to 9.29 , 8 .60 and 8.15 Din H20, CH30H 

and CH3 CN solvents just after the vertical excitation to this state. The red shift of 6230 rv 

6500 cm- 1 was obtained for the vertical excitation energy in solution, which is attributed 

to a large difference in the dipole moment between the excited and ground states. After 

the solvent relaxation, the solute dipole moment further increased to 12.6, 10.5 and 9.4 

D in the respective solvent, indicating that the electron distribution of 21 A1 state is very 

sensitive to the change of electrostatic field coming from the solvent polarization. 

(2) The calculated STCFs showed non-exponential behaviors characterized by the 

fast and slow components of relaxation time scale. The fast components obtained were 

slower than the experimental and i'viD simulation values, because ,,.e neglected the inertial 

contribution in evaluating the intermediate structure factors. The slow cornponents ,,·ere 
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consistent with those by 1viD calculations for a model benzene-like solute in CH3 0H and 

CH3 CN. A long-time tail was observed with the decay rate of 24.7 ps in CH3 0H, while 

the solvent relaxation almost completed within 5 ps in H2 0 and CH3 0H. 

(3) The evolution of solute electronic state during the solvent relaxation was exam

ined by observing the time-dependent behavior of CTCF. The resultant CTCF changes 

very rapidly at the initial stage of relaxation particularly at C1, C 7 and N8 sites in contrast 

to monotonic decays as observed for the STCFs. 

As discussed above, we employed the SSSV theory which neglects the inertial effect 

1n calculating the intermediate structure factors and therefore a rather slower solvent 

relaxation at the initial stage just after the vertical excitation was resulted. It would be 

required to improve the present method taking into account the inertial effect correctly. 

For such a purpose, the intermediate structure factors derived from MD simulations or 

more sophisticated theories as the mode-coupling theory might be promising. 

In the present treatment , we only considered the vertical electronic transition of 

solute in solution with fixing the solute geometry. It is known that the vibrational and 

librational relaxations contribute to the dynamics at the initial stage of relaxations. In 

this respect, it would be required to further extend the present approach so as to treat 

the nuclear dynamics of solute, for describing the processes where the solute geometric 

change and vibrational relau-xation play an important role such as photochemical reactions 

in solution . In spite of those limitations, we could show in this work the importance of 

treating the electronic states of solute molecule explicitly with sol vent models taking ac

count of their molecular aspects in order to describe the solvation dynamics of polarizable 

aromatic molecule as C 6 H5 CN. 
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Appendix 

In the surrogate linear response theory of solvation dynamics,[26]-[28] the nonequilibrium 

distribution function of the solvent in the field of the solute is given by 

(4.29) 

where the superscript h denotes the homogeneous approximation. [28] Here j 5 is the equi-

librium distribution at the successor state S and f~ is that for the homogeneous solvent. 

The surrogated energy gap bE(t) is represented with the renormalized pair interaction, 

¢~;..(r) (D=S or P), 

(4 .30) 

where ¢~;.. is related to the solute-solvent direct correlation function: 

( 4.31) 

Using Eq.(4.29) , the nonequilibrium ensemble average for a dynamical variable Q is 

given by 

(4 .32) 

where (Q) 5 is the ensemble average under the distribution ] 5
, and (bQ(t)bE(O)) is the 

equilibrium time correlation function denoted as C9 (t) . 

Substituting Eq.(4.10), Eq.(4.32) is thus written in the form: 

where 

C9 (t) 
<Pc;;(t) = C

9
(0). 
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Figure Caption 

Fig. 1. Optimized geometry for benzonitrile in the gas phase with site numbering. Values 

in parentheses are the experimental values. 

Fig. 2. Time dependent radial distribution functions between the solute and solvent sites 

in water. Those before and after the solvent relaxation are denoted by t = 0 and oo. (a) 

CrO and H, (b) N8-0 and H. 

Fig. 3. Time dependent radial distribution functions between the solute and solvent sites 

in methanol. (a) CrO and H, (b) 1 8-0 and H. See Fig. 2. 

Fig. 4. Time dependent radial distribution functions between the solute and solvent sites 

in acetonitrile. (a) CrCH3 and N, (b) N8-CH3 and N. See Fig. 2. 

Fig. 5. Solvation time correlation functions for H20, CH30H and CH3CN solutions. 

Fig. 6. Time-dependent variations of solute dipole moment after the vertical excitation. 

Fig. 7. Solute charge time correlation function for C1 , C6 , C1 and N 8 sites in benzonitrile. 

Fig. 8. Solvent charge polarization around C1 , C6 , C7 and N8 sites in water. (a) C1 and 

C6 sites (b) C7 and N8 sites. 

84 



Table.!: Parameters for Solvents and Solute 

solvent a site q a/ A Ej kcalmol-1 

H20 H 0.41 1.000 0.056 

0 -0.82 3.166 0.155 

CH30H CH3 0.285 3.86 0.181 

0 -0.685 3.08 0.175 

H 0.4 1.00 0.055 

CH3CN CH3 0.15 3.775 0.206 

c 0.28 3.650 0.150 

N -0.43 3.200 0.169 

soluteb aj A Ej kcalmol-1 

c 3.550 0.070 

C( -C N) 3.550 0.070 

C( in C N) 3.650 0.150 

N( inC N) 3.200 0.170 

H 2.420 0.030 

a Data from refs 42 for H20, ref 43,44 for CH30H, ref 45 for CH3CN. 
b Reference 46. 



Table .II: The Solute Site Charges (Units in Electronic Charges) 

gas H20 CH30H CH3CN 

So vertical So vertical t == 00 So vertical t == 00 So vertical t == 00 

c1 0.061 0.212 0.011 0.061 -0.090 0.026 0.096 -0.004 0.035 0.118 0.052 

c2 -0.115 -0.328 -0.118 -0.283 -0.241 -0.113 -0.293 -0.265 - 0.112 - 0.301 -0.283 

c 4 -0.103 0.079 -0.121 0.034 0.041 - 0.109 0.057 0.058 - 0.104 0.069 0.068 

CG -0.089 0.001 -0.094 0.049 0.175 -0.090 0.038 0.113 -0.089 0.030 0.078 

c1 0.296 0.230 0.450 0.400 0.474 0.382 0.330 0.365 0.337 0.283 0.296 

Ns -0.422 -0.445 - 0.583 -0.641 -0.775 -0.518 -0.567 -0.633 - 0.473 -0.516 -0.547 

rig 0.124 0.139 0.143 0.163 0.155 0.133 0.152 0.146 0.128 0.146 0.140 
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Chapter 5 

Conclusion 

In the thesis, solvation processes in polar or nonpolar solvents by the electronic structure 

and statistical mechanical approach are studied, mainly focused on solvent effects on the 

solute electronic structure . 

In the chapter 2, we investigated the optimized geometries and excess chemical 

potentials ( Note that the latter is denoted as the solvation free energies in the chapter 2) 

of the keto and enol tautomers of formamide in six organic aprotic solvents : CS2 , CCl4 , 

dimethylether, THF, acetonitrile and D1viSO, by the RISl'vi-SCF method . It is found that 

the contribution of the solute-solvent hydrogen bonding to the solvation free energy is 

large and that the solvent ability to form hydrogen bonding is very important. It is also 

shown that Taft's {3 parameters ( for the solvent ability to accept a proton in solute ) is 

are well correlated to the calculated well-depth of the hydrogen bonding. The analysis 

indicates the irregularity in the acetonitrile solut ion for the solvation free energies for both 

tautomers. This can not be explained by the dielectric continuum theory, but our results 

are in qualitative accord \\·ith the soh·ent pararneters determined empirically. Therefore, 

from our analyses, the empirical n1easure of the solvent ability to form hydrogen bonding 
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with solute is explained at a molecular level. 

The solvent effects on the energy difference of total free energy between the keto

enol tautomers were studied. It is shown that the keto tautomer is stabilized largely 

compared to the enol one and that out results are consistent with the experimental and 

previous reported theoretical studies. For both tautomers, solute dipole moments are 

largely enhanced in polar solvents. Also, the solute geometry are changed so that its 

dipole moment is increased, and the tendency of solute dipole moments is correlated to 

the solvent polarity parameters determined by Taft et al .. 

In the chapter 3, we studied the keto-enol tautomerization equilibrium of acetylace

tone in CCl4 , Dl\IISO and H2 0 by the RIS 1-SCF method. Based on the results with 

the RISM-SCF procedure, the thermodynamic analysis of the solvation free energy by 

decomposing them into the enthalpy and entropy terms as well as the solute electronic 

and vibrational one was carried out. The geometry of keto tautomer shows a large change 

in polar solvents from that in the gas phase. The dihedral angle between the planes 

containing two carbonyl groups is decreased to be 56.4 and 75.2° in H2 0 and DlVISO, 

respectively. In CC14 , the geometry was almost the same as in the gas phase . In the 

enol form, the geornetry change due to the solvation was rather small even in polar sol

vents . The calculated keto-enol free energy difference in solution was in good agreement 

with the experiments, taking the vibrational free energy difference and zero-point energy 

contributions as well as the electron correlation effect of solute molecule. 

The calculated solvation enthalpies for both tautomers were comparable to the ex

periment estimates in CCL1 and D~ISO, but a large discrepancy in solvation enthalpies in 

H2 0 between the calculation and experiment \\·as observed, and this was assigned to the 

overestimation of the soh·ent reorganization energy in water. Also, for large geornetric 
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changes of the keto form in polar solvents, it was found that those are driven by the 

enthalpy term for aqueous solution while the entropy term is dominant in DlVISO . 

In the chapter 4, we proposed a time-dependent RIS 1-SCF approach with the 

time-depedent radial distribution functions based on the surrogate linear response theory 

and it is applied to the study of the solvation dynamics of the 21 A1 excited state of 

benzonitrile (C6 H5 CN) in H20, CH30H and CH3 CN solvents. The 21 A 1 excited state 

was found to be of ionic character with the dipole moment of 6. 75 D in the gas phase. 

In solutions , the solute dipole moment was enhanced to 9.29, 8.60 and 8.15 D in H2 0 , 

CH30H and CH3 CN solvents just after the vertical excitation to this state. The red 

shift of 6230rv6500 em - 1 for the vertical excitation energy in solution is attributed to a 

large difference of the dipole moment between the excited and ground states. The solute 

dipole moment increased to 12.6 , 10.5 and 9.4 D in the respective solvent after the solvent 

relaxation. These indicate that the electron distribution of 21 A 1 state is very sensitive to 

the change of electrostatic field caused by the solvent -polarization. The calculated STCFs 

indicated that non-exponential behaviors characterized by the fast and slow components. 

Calculated fast components were consistent with those obtained by IviD simulation studies 

for a benzene-like solute model. A long-time tail was observed with the decay rate of 24.7 

ps in CH30H, while the solvent relaxation almost completed within 5 ps in H20 and 

CH3 0H. The evolution of solute electronic structure during the solvation process was 

investigated, defining and observing the solute charge time correlation function (CTCF). 

The CTCF changes very rapidly at the initial stage of solvent relaxation particularly 

at solute C 1 , C7 and N8 sites in contrast to the behavior of the STCFs. In the SSSV 

theory that \\·e employ in the present study, the inertial term is neglected. Therefore , a 

rather slower relaxation at the initial region immediately after the \·ertical excitation was 
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resulted. It would be required to improve the present procedure considering the inertial 

effect correctly. Nevertheless , we could show the importance of treating solute electronic 

structure explicitly with the models taking account of molecular geometric aspects in the 

time-dependent (nonequilibrium) process , e.g. solvation processes. 
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