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Chapter 1 

Introduction 

1.1 Effect of magnetic fields on electrons in 
metals 

Electrons in metals are affected by a magnetic field. According to a semi­

classical theory, the electronic state specified by a wave number vector k in 

a magnetic field is governed by the following equation of motion [1], 

hdk 
dt 

v = 

e 
--v x H, 

co 
1 8E(k) 
---
h 8k ' 

(1.1) 

(1.2) 

where e is the electric charge, c0 is the light velocity, v is the velocity of 

the electron, H is a magnetic field, and E( k) is the energy dispersion. The 

electrons traverse trajectories called cyclotron orbits on the plane perpen­

dicular to the applied field, keeping the electron motion along the magnetic 

field unchanged. Transport properties of metals in a magnetic field can be 

treated by applying the Bloch-Boltzmann equation to the electrons in the 

vicinity of the Fermi surface (FS) [1]. 

According to eq. (1.1), provided that the orbital motion within the 

plane is isotropic, the electron forms a cyclotron orbit with a radius of 

lrl = (eohlkl/e)H- 1
. With increasing H, the orbit shrinks in proportion to 

H-1
. This relation indicates that the electron motion is strongly directed in 
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t he field direction in a high magnetic field, resulting in low-dimensionalization 

of the electron motion. 

Meanwhile, in a strong magnetic field at low temperature, the semiclassi­

cal description is not sat isfactory due to quantizat ion of the electronic states. 

Due to t he Sommerfeld quantization rule for periodic motion of an electron 

in the cyclotron orbit , the energy dispersion is discretized into Landau levels 

so that the electron motion in the plane perpendicular to the field direction 

is quant ized keeping the electron dynamics in the direction parallel to the 

magnetic field unchanged. Such quantization leads to quantum oscillations 

in physical valuables as a function of an inverse magnetic field. Quantum 

oscillations in the magnetization and in the resistivity caused in this way 

are called de Haas-van Alphen ( dHv A) and Shubnikov-de Haas (SdH) os-

cillations , respectively. The oscillation frequencies are connected to the FS 

extremal areas enclosed by corresponding cyclotron orbits. 

1.2 Effect of magnetic fields on superconduc­
tivity 

One of important effects of a magnetic field on superconductivity is a de­

pairing effect of Cooper pairs into quasiparticles. According to the Bardeen­

Cooper-Schrieffer (BCS) theory, two electrons with electronic states ( k, t), 

( -k, ,l-) are coupled to form a Cooper pair with spin singlet state. When a 

magnetic field is applied to superconductors, it works to prevent formation 

of Cooper pairs, affecting both orbital motion and spin. 

Concerning the effect on the orbital motion, the electronic states (k, t), 

(-k , -!-)are forced to be shifted to (k-(e/eo)A, t), (-k+(e/co)A, -!-)in a 

magnetic field H = \7 x A , respectively. Such displacement evidently works to 

destabilize Cooper pairs. By solving the linealized Ginzburg- Landau ( GL) 

5 



equation, 

(1.3) 

the upper critical field by the orbital depairing effect , H~~b , is obtained as 

(1.4) 

where ~0 is t he flux quantum and ~(T) is the coherence length of Cooper 

pairs . 

On the other hand , total energy of the system in a magnetic field can be 

lowered with spin polarization of electrons , leading to the so-called Clogston­

Chandrasekhar limit, or Pauli paramagnetic limit Hp [2, 3). Provided that 

spin polarization is considered, superconductivity is destroyed when the po­

larization energy becomes equal to the condensation energy, that is, 

(1.5) 

where Xn and Xs are spin susceptibility in the normal and superconducting 

states, respectively, and He is the thermodynamic critical filed. For a simple 

BCS case, Hp at zero temperature, 

(1.6) 

is easily obtained where ~0 is the gap amplitude at zero temperature, g is 

the spin splitting factor, and f.lB is the Bohr magneton. With g=2 for free 

electrons, a convenient expression f.1oHp=l.84 Tc (f.loHP and Tc are given 

in a unit of Tesla and· Kelvin, respectively) is derived to compare with an 

observed upper critical field Hc2 • 

In real materials, the observed Hc2 is a result of both the spin effect and 

the orbital effect. Relative strength of these two depairing effects at zero 

temperature is evaluated by the following relation, 

Horb g m* 1 
_Q_ rv 1.05 · - · - · --, 
Hp 2 mo PF~o 

(1. 7) 
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where m* is the effective mass, m 0 is the free electron mass , PF is the Fermi 

momentum, and ~0 is the BCS coherence length. Since ~0 >> pji 1 
rv a (a : 

lattice parameter) for usual superconductors, the orbit al depairing effect is 

dominant (HP>> H~~b). 

1.3 Effect of oriented magnetic fields 

Materials studied in this thesis are quasi two-dimensional ( Q2D) supercon­

ductors with a layered structure. The carriers in these materials can move 

rather freely within the conducting plane, while they have less conductivity 

in the inter-plane direction due to the insulating layers between the conduct­

ing layers. As a result , the electronic structure becomes highly anisotropic. 

Typically, the FS of Q2D electronic systems is represented by a cylindrical 

FS with slight warping along the cylindrical axis for the simplest case, 1n 

contrast to a spherical one for three-dimensional (3D) case. 

It should be noted that the effects of magnetic fields presented in Sec­

tion 1.1 and 1.2 are based upon isotropic 3D cases. Thus, it is interesting 

to consider how the effect of magnetic fields can be modified in Q2D elec­

tronic systems. In the following, examples of the interplay between magnetic 

fields and Q2D electronic systems are shown, paying attention to the low­

dimensional structure. In contrast to the 3D case, significant roles of the 

field orientation in Q2D electronic systems are stressed. 

In the normal state, it should be noted that cyclotron motion in Q2D 

electronic systems dramatically changes depending on the field orientation. 

When t he field is applied along the cylindrical axis, all the cyclotron orbits 

are closed, similar to the 3D case. With field inclination toward the in-plane 

direction, however, there exist magic angles known as Yamaji angles, where 

the cross-sectional area of all the cyclotron orbits are identical. This fact indi­

cates that the system can be regarded as pure 2D. Such dimensional crossover 
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from Q2D to 2D FS is known to give angle-dependent magnetoresistance os­

cillations (AMRO) [4, 5] or colossal quantum oscillations at Yamaji angles. 

Meanwhile, in the vicinity of the in-plane field orientation, there appear open 

orbits elongated along the axis , with the carriers moving back and forth in 

the inter-plane direction in the real space. In a strong magnetic field so that 

the amplitude of the carrier motion becomes less than the distance between 

adjacent layers, the carrier motion will be confined within the conducting 

plane, and coherence between conducting layers will be lost. As a result, the 

system can be regarded as a stack of 2D conducting sheets. These situation 

distinctly differs from the 3D case, in which all the cyclotron orbits are closed 

and rather insensitive with regard to the variation in field orientation. 

In the superconducting state, attention should be paid to the relative 

strength of depairing effects represented by eq. ( 1. 7). The spin depairing ef­

fect is rather isotropic, while the orbital depairing effect is highly anisotropic 

due to the large effective mass ratio. As a result, although Hp>> H~~b is met 

for usual 3D superconductors, Hp~ H~~b can be reached for Q2D supercon­

ductors under in-plane magnetic fields due to the large effective mass in the 

inter-plane direction. This relation indicates that the orbital effect is strongly 

suppressed in the field configuration and the spin depairing effect starts to 

play an essential role in Hc2 . In such Pauli-limited situation, a new supercon­

ducting state called the Fulde-Ferrell-Larkin-Ovchinikov (FFLO) state [6, 7] 

with a spatially modulated order parameter has been theoretically proposed. 

Another important effect of in-plane magnetic fields is proposed, espe­

cially for triplet Q2D superconductors free from the Pauli limit. Strong 

in-plane fields work to confine and to localize the orbital motion within the 

conducting plane. As a result, Cooper pairs formed in such situation are 

localized within the conducting plane and hence are no longer destroyed 

by the diamagnetic currents relevant to the orbital depairing effect. This 
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remarkable effect may bring about the restoration of superconductivity in 

Q2D superconductor under strong in-plane magnetic fields [8] . 

1.4 Purpose and scope of this thesis 

In this t hesis, t he author has t aken up Q2D organic superconductors and the 

Q2D oxide superconductor Sr2Ru04 • In addition to the two-dimensionality, 

both materials possess common features advantageous to measurements: first, 

t he quality of the crystals are extremely high enough for the demonstration 

of clear quantum oscillations. Research of the intrinsic nature is possible by 

using only such high quality samples. Second, the superconducting transi­

tion temperature Tc is rather low, typically less than 10 K. The magnetic 

field required for measurements can be lowered to a field range accessible 

by a static magnetic field due to the low Tc. These two features are quite 

contrary to high-Tc superconductors realized by carrier doping. 

Therefore, these Q2D materials provide an ideal opportunity to investi­

gate the phenomena presented in the previous section. These phenomena can 

be called as oriented magnetic field effects, since the role of the field orienta­

tion is essential for the appearance. In this thesis, the author presents a set 

of experimental evidence for oriented magnetic field effects in Q2D electronic 

systems, paying attention to the following points. 

The present study covers both the normal state and the superconduct­

ing state of Q2D superconductors. In the normal state, the author has paid 

attention to the dimensional crossover caused by the field inclination. Angle­

dependent galvanomagnetic effects and quantum oscillations in Q2D super­

conductors are purposed in the chapter. In particular, those techniques were 

applied to Sr2Ru04 as the first attempt in layered oxide conductors. Much 

more detailed analysis became possible .compared to the case in organic con­

ductors, since a number of known band parameters through the previous 
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works were available. 

In the superconducting state, the author has paid attention to the sup­

pression of the orbital depairing effect leading to a dominant role of the spin 

effect. This motivated us to carry out experimental attempts to search for 

the new superconducting states in strong in-plane magnetic fields. 

There have been many experimental reports of Q2D electronic systems 

in magnetic fields so far. In most cases, however, the field orientation can 

be regarded as one of parameters to derive the anisotropy of the system, 

and experimental studies in the viewpoint of novel electronic states realized 

in particular field directions are lacking. In this sense, the present study is 

distinct from those previous works. 

It should be also noted that experimental devices that allowed us to 

control the field orientation were indispensable in this study. Therefore, 

the significance of the technical development of rotators in this study should 

be stressed. In fact, resolution of the order of 0.01° was required in the 

experiments of superconductivity recurrence. To our knowledge, there have 

been no other examples in which so much attention was paid to the field 

orientation as the present study. 

The construction of this thesis is as follows: Chapter 2 provides theoretical 

descriptions of AMRO and quantum oscillations. Chapter 3 describes exper­

imental methods and techniques. In Chapter 4, angle-dependent galvano­

magnetic effects and quantum oscillations in the normal state are presented. 

Firstly, AMRO study of Sr2Ru04 are shown to derive the FS contour in Sec­

tion 4.1, and then the effect of chemical potential on quantum oscillations 

in Sr2Ru04 is discussed based upon the temperature and angle dependence 

of the oscillations with the sum and difference frequencies in Section 4.2. 

With regard to a resistance peak in Sr2Ru04 observed under in-plane mag­

netic fields, the anisotropic behavior is discussed together with the transverse 

10 



magnetoresistance in Section 4.3. Based upon the anomalous angle depen-

dence of quantum oscillations in K-(BEDT-TTF)2Cu2 (CN)3, the existence 

of a 3D FS is discussed in Section 4.4. In chapter 5, superconductivity of 

Q2D superconductors under in-plane magnetic fields are studied. The results 

of anomalous high Hc2 in K-(BEDT-TTF) 4Hg2_89 Br8 (Section 5.1) and the 

search for superconductivity recurrence in Sr2Ru04 (Section 5.2) are shown. 

The implication of experimental results are discussed. Finally, a summary is 

given in Chapter 6. 

1.5 Materials and their Fermi surfaces stud­
ied in this thesis 

The materials studied in this this are briefly described here. They are cat­

egorized into two groups : ( 1) BEDT-TTF based organic superconductors 

and (2) the oxide superconductor Sr2Ru0 4 , both of which are of a layered 

structure possessing two-dimensional character. 

1.5.1 BEDT-TTF based organic conductors 

Figure 1.1: BEDT-TTF molecule 

BEDT-TTF (bisethylenedithia-tetrathiafulvalene, C10H8 S8 ) (Fig . 1.1) is 

an organic molecule giving the highest Tc among organic superconductors 

[9, 10]. BEDT-TTF molecules form a family of charge transfer complexes 

(BEDT-TTF)mXn with an anion X. Typical chemical formula is (BEDT­

TTF)2X, in which the valence of BEDT-TTF molecule is formally +0.5, that 
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is, the highest occupied molecular orbital (HOMO) is 3/4-filled. An anion 

X can take several types of the shape such as linear and polymeric one. 

BEDT-TTF molecules are condensed by van der Waals force so that they 

construct a 2D network of the conducting plane sandwiched by layers con­

sisting of the anion X. Therefore, the electronic states of organic conduc­

tors are quite anisotropic and low-dimensional. Among them, the BEDT­

TTF salts studied in this thesis are the so-called K:-type salts, K:-(BEDT­

TTF)2Cu2(CNh [11, 12], K:-(BEDT-TTF)2Cu(NCSh [13], and K-(BEDT­

TTF)4Hg2.89Br8 [14]. The crystal structure of these salts are illustrated 

in Figs. 1.2-1.4, in which BEDT-TTF molecules are packed as a checker­

flag pattern yielding rather two-dimensionality within the conducting plane. 

Polymeric anions Cu2(CN)3, and Cu(NCS)2 form a 2D network and 1D 

chain of the anion layer, respectively, while Hg2 .89 Br~- anion exhibits incom­

mensurate periodicity to BEDT-TTF stacking, leading to two supperlattices 

with different lattice parameters for K-(BEDT-TTF)4Hg2_89Br8. 

Band structure of organic conductors is usually calculated by the ex­

tended Hiickel tight binding method, whose validity has been confirmed 

by quantum oscillations and AMRO [17]. In Fig. 1.5, the cross-section of 

the FS of K-(BEDT-TTF)2Cu2(CNh [11, 18] and K-(BEDT-TTF)2Cu(NCS)2 

[19, 20, 21, 22] are illustrated. The FS consists of two parts: one-dimensional 

electron-like sheet along kc direction and two-dimensional hole-like pocket a. 

The large closed orbit {3 connecting 1D and 2D sheets appears, when the 

carriers go across a tiny gap between them in a strong magnetic field. The 

calculated FS of K-(BEDT-TTF)4Hg2.89Br8 is not available at present. 

The characteristics of these salts are summarized in Table 1.1. Although 

these three salts are of a similar structure, the conducting behavior is quite 

different: K-(BEDT-TTF)2Cu2(CNh is semiconducting at ambient pressure, 

and exhibits a nonmetal-metal transition, followed by a superconducting 
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(a) (b) 

Figure 1.2: (a) BEDT-TTF layer and (b) Cu2(CNh layer of l'i:-(BEDT­
TTF)2Cu2(CNh viewed along the a*-axis [12]. 

(a) (b) 

\ . / .. ,, .. · 

Figure 1.3: (a) BEDT-TTF layer and (b) Cu(NCS)2 layer of 1'\:-(BEDT­
TTF)2Cu(NCS)2 viewed along the a*-axis [15]. 
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Figure 1.4: Crystal structure of K:-(BEDT-TTF)4Hg2.89 Br8 viewed along the 
b-axis [16]. The BED!-TTF layers alternate with the anion layers ( •-Hg, 
o-Br). 
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(a) 

~6~~~--~~--~ r Y M z r M 

(b) 

M y r z M r 

Figure 1.5: Band structure and Fermi surface of (a) K-(BEDT­
TTF)2Cu2(CN)3 [18] and (b) K-(BEDT-TTF)2Cu(NCS)2 [19] based upon 
the extended Hiickel tight binding method. 
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K-(BEDT-TTF)2Cu2(CN)3 K-(BEDT-TTF)4Hg2.s9Brs K-(BEDT-TTF)2Cu(NCS)2 
(Hg sublattice) 

crystal structure monoclinic monoclinic monoclinic 
crystal symmetry P21/c 12/c(J2) P21 

a (nm) 1.6117 1.1219 (0.3877) 1.6248 
b (nm) 0.85858 0.8706 (0 .8706) 0.8440 
c (nm) 1.3397 3.7105 (3.7105) 1.3124 

j3(0) 113.42 90.97 (87.30) 110.30 
p(T) (P=O) semiconducting metallic semiconducting (T 2 90 K) 

metallic (T ~ 90 K) 
Tc (K) 3.8 (0.6 kbar) 4.3 10.4 

-dTc/ dP (K/kbar) 2~3 [18] ~ -1 (P ~ 2.5 kbar) [23] 1.3~2 [24, 25] 
~ 0.1 (P 2 2.5 kabr) 

Table 1.1: Crystal data and characteristics of the electrical conduction for K-(BEDT-TTF)2Cu2(CN)3, K-(BEDT­
TTF)4Hg2.89Br8, and K-(BEDT-TTF)2Cu(NCS)2. 

co 
.......t 



transition under moderate pressure. The behavior of K-(BEDT-TTF)2Cu(NCS)2 

at ambient pressure is similar to that of K-(BEDT-TTF)2Cu2(CN)3 under 

pressure exhibiting a resistance hump at rv90 K, but Tc of "'10 K is much 

high than that of K-(BEDT-TTF)2Cu2(CNh. K-(BEDT-TTF)4Hg2.s9Brs is 

metallic in the whole temperature region and undergoes a superconducting 

transition at Tc"'4 K. 

As shown in Fig. 1.6, the crystal structure of Sr2Ru04, the first layered per­

ovskite superconductor without copper (26], is of K2NiF 4-type with tetrag­

onal crystal symmetry represented by 14/mmm, similar to high-Tc cuprates 

La2_xSrxCu04. The lattice parameters are a=0.386 nm and c=l.273 nm, 

and the inter-plane layer distance is c/2=0.64 nm. In Sr2Ru04, Ru02 layers 

play a role of the conducting sheet, in contrast to high-Tc cuprates in which 

the Cu02 plane is the highly conducting layer. The tetragonal symmetry is 

kept down to low temperatures, according to neutron diffraction experiments 

at low temperatures [27]. 

The band structure is calculated by local density approximation (LDA). 

The obtained FS (28, 29] shown in Fig. 1. 7 consists of three nearly-cylinder, 

assigned as the a, f3, and 1 branches. All the FS branches have been experi­

mentally observed by quantum oscillations [30, 31, 32]. The effective masses 

derived by quantum oscillations were by a factor of three enhanced than the 

calculated, indicating that Sr2Ru04 can be regarded as a strongly correlated 

electronic system. This is also suggested by the fact the sister compound 

Ca2Ru04 [33, 34] is a Mott insulator. 

The electric resistivity shown in Fig. 1.8 is anisotropic reflecting the two­

dimensionality of the crystal structure. The in-plane resistivity Pab and the 

inter-plane resistivity Pc are "'120 ,uDcm and rv40 mDcm at room temper-

17 



La2_x BaxCu04 

Sr La (Ba) 

Ru Cu 

~a 0 0 

Figure 1.6: Crystal structure of the layered oxide superconductors Sr2Ru04 
and La2_xBaxCu04. The ab plane is parallel to the layers, while the c axis 
is perpendicular to the layers. Note that crystal structure of Sr2Ru04 is 
tetragonal with a=b. 
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r z 

Figure 1. 7: Calculated cross-section of the Fermi surface of Sr2Ru04 [28] in 
the plane normal to the kz direction. Among the three nearly-cylindrical 
Fermi surface branches, the a branch is the hole pocket, while the {3 and 1 
branches are the electron pockets. 

40 
100 

E E 
(.) (.) a 

~ E 
-'=l 50 20 "' t:S a.. a.. 

Temperature (K) 

Figure 1.8: Temperature dependence of the in-plane resistivity Pab and the 
inter-plane resistivity Pc· Note that Pc exhibits a hump around 130 K in 
contrast to Pab. 
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ature, respectively. Pab is metallic in the whole temperature region while 

Pc shows a resistance hump around 130 K. Below 20 K, both resistivities 

shows T 2-dependence with a constant ratio of Pel Pab~l000-4000, indicating 

anisotropic Fermi liquid nature of Sr2Ru04 below 20 K (35]. 

Concerning the superconductivity of Sr2Ru04 , its intrinsic Tc is 1.5 K, 

rather low compared to high-Tc cuprates. Triplet superconducting symmetry 

of the Cooper pair is being confirmed by a number of experimental results 

such as nuclear magnetic resonance (NMR) measurements (36], impurity ef­

fects on superconductivity (37, 38], and a muon spin rotation (J..LSR) study 

(39]. This indicates that in Sr2Ru04 , Cooper pairs are formed so that the to­

tal spin moment of a Cooper pair becomes S=l, in contrast to singlet pairing 

(S=O). 
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Chapter 2 

Theories for Angle-Dependent 
Magnetoresistance Oscillations 
and Quantum Oscillations 

2.1 Angle-dependent magnetoresistance oscil­
lations (AMRO) 

A remarkable phenomenon called angle-dependent magnetoresistance oscil­

lation (AMRO) has been observed in organic conductors [4, 5]. This effect 

was first explained by Yamaji [40] on the basis of nearly cylindrical FS with 

slight warping and is found to be useful to get a diameter of Q2D FS. 

The energy dispersion t: ( k) for Q2D FS can be approximately represented 

by the following equation, 

(2.1) 

where m* is the effective mass, t.1 ( << EF : the Fermi energy) is the inter-plane 

transfer energy, and d .is the characteristic length relevant to the modulation 

of Q2D FS in the kz direction. 

In the presence of a magnetic field H, each electronic state specified by 

wave number vector k in the reciprocal space is affected by the Lorenz force 

according to the following equation [1], 

1i dk 
dt 

e 
--v x H, 

Co 
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v = 
1 8c.(k) 
---
fi 8k . (2.3) 

Yamaji [40] calculated the cross-sectional area Sk enclosed by a cyclotron 

motion under a magnetic field tilted by e from the direction perpendicular 

to the conducting plane and derived the following relation, 

sk cos e = 7rk} + 47rm*tj_ cos(k~0)d)Jo(dkF tan B)+ O(ti), (2.4) 

where kF is the Fermi wave number, k~o) is the intersection between the 

enclosed plane by the cyclotron motion and the kz axis, and ] 0 is the Bessel 

function of 0-th order. Due to three-dimensionality introduced by tj_, the 

second term appears. The higher order term O(t}_) can be neglected because 

t << f.F. Using the relation ]0 ( z) "' .[!;cos ( z - 7r /4), the second term in eq. 

(2.4) becomes zero when 

dkF tan On = rr ( n- ~) (n :integer). (2.5) 

This relation means that Sk is almost identical irrespective of ki0 ) and the 

system can be regarded as complete 2D at such angles Bn, where the local 

resistance maxima are expected to appear in the angle dependence of the 

magnetoresistance. Although this scenario is based upon the topological 

consideration of the FS shape, experimental results with the tan e periodicity 

of the oscillations are explained. 

The inter-plane conductivity tensor O'zz was calculated by Yagi et al. [41] 

based upon the Shockiey tube integral [1] given by 

where We (=eH/m*c0 ) is the cyclotron frequency of each orbit, Tis the scat­

tering time, cp, cp' are the phase variables of the closed orbit which increase 
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Figure 2.1: Calculated angle dependence of the zz component of the re­
sistivity tensor, Pzz, for different magnetic fields with tj_j tF=1/100 and 
m*tj_d2 jn 2=0.045 [41]. From bottom to top, the value of WeT varies from 
0 to 4 with an increment of 0 .4. The inset shows the replot against tan B. 

by 2rr in completing each cyclotron motion. 

The inter-plane conductivity tensor azz is analytically derived from eq. 

(2.6) as 

o { 2 ~ 1:(dkF tan B) } azz = azz 10 ( dkF tan B) + 2 L.J ( B) 2 , 
v=l 1 + We TV COS 

where lv is the Bessel function of v-th order, and 

2e2m*ti_ dT 
rrn 4 

(2.7) 

(2.8) 

Figure 2.1 demonstrates that the above result reproduces whole angle depen-

dence of the magnetoresistance except for the region near B=90° 

The physical meaning of the above calculation is as follows. The averaged 
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velocity over a closed orbit, Vz, is calculated as 

(2.9) 

where 

(2.10) 

At the angles satisfying eq. (2.5) , the value of Vz becomes zero for all the 

cyclotron orbits and hence the magnetoresistance exhibits a local resistance 

maximum at such angles as a result of dimensional crossover from Q2D to 

2D. This is consistent with the in variance of the peak positions irrespective 

of the applied field strength. 

2.2 Landau quantization and quantum oscil­
lations 

In a strong magnetic field, quantization of the electronic states becomes sig-

nificant. This effect induces an oscillatory phenomenon in physical valuables 

as a function of an inverse magnetic field 1/ H [42]. Here, the origin of the 

oscillations and its relevance to the FS properties are briefly described. 

Similar to the Bohr-Sommerfeld correspondence principle, the electron 

momentum p in a magnetic field is quantized as 

f pdq = (n + 1)21r1i, (2.11) 

where n is a positive integer, 1 is a phase constant, typically 1/2 for free 

electrons, and 

(2.12) 

From eq. (2.11), it is shown that magnetic flux <I> in the area enclosed by a 

cyclotron orbit is quantized as 

21r1ico 
<I>= Han= (n + 1)--, 

e 
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where an is the enclosed area by a cyclotron orbit in t he real space. Since 

the area in the real space, an, is converted to the area in the recipro cal space, 

Sn, by multiplying a scaling factor ( eH I c0n )2
, t he Onsager relation [43] is 

derived as 
21re 

Sn = (n + r)~H. 
c0 n 

(2.14) 

Evidently this relation restricts the permissible value of Sn in the reciprocal 

space, and hence k values in a magnetic field, resulting in quantization of 

the energy of the electrons. With use of the relation, 

(2.15) 

the energy levels are represented as 

( 1) n2 
t = n +- nwc + --*k~ , 2 2m11 

(2.16) 

where the symbol II indicates the component parallel to H, and 1 is assumed 

to be 112 [44]. 

Given that n-th Landau level crosses the FS at a certain field value Hn, 

the following relation, 

SF (-1 __ 1 ) _ 21re 
Hn+l Hn - con' 

(2 .17) 

is derived from eq. (2.14) where SF is the cross-sectional area of the FS. This 

relation indicates that Landau levels traverses the FS by a certain increment 

of 11 H. Such periodici.ty causes oscillatory phenomena in physical valuables 

as a function of 1 I H. These oscillations are called quantum oscillations and 

the oscillation frequency F is combined with the FS cross-sectional area SF 

by the relation, 

F 1 __ con SF. 
= fl (~) 27re 

(2.18) 
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In particular, quantum oscillations in the thermodynamic quantities are 

called de Haas-van Alphen ( dH v A) oscillations, while the oscillations in the 

resistivity are called Shubnikov-de Haas (SdH) oscillations. Note that the 

experimentally observed oscillations are associated with the extremal cross­

sectional area of the FS as mentioned in the next section. 

For the observation of quantum oscillations, Landau levels should be 

clearly separated without being smeared out by temperature or impurities: 

the spacing between adjacent Landau levels nwc must be greater than energy 

uncertainty of kBT or njr. 

2.3 Lifshitz-Kosevich (LK) formula 

The analytical treatment of quantum oscillations was made by Landau and 

Lifshitz [45]. According to them, the calculated grandcanonical potential n 
at T=O without any damping effect, assuming a parabolic energy dispersion, 

is given by 

(eH) 512 V oo 1 [ (F 1) 1rl fl.= --;;;: 4rr•m•nt/2 ~ p5/2 cos 2rrp H - 2 - 4 ' (2.19) 

where Vis the total volume of the sample. This relation is obtained by inte-

grating the contributions from thin 2D slabs, in which process, only the con­

tribution from the closed orbit with an extremal area remains to be non-zero. 

Therefore, Fin eq. (2.19) represents the oscillation frequency corresponding 

to such an orbit. 

The magnetic moment M is obtained by the field differentiation of n for 

a constant chemical potential J-l as 

M (2.20) 

or 
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(2.21) 

(2.22) 

M11 is the longitudinal component of M while M1_ is the transverse compo­

nent which is relevant to torque measurements. Here the analytical formula 

for M11 [42, 45] is given by 

- 3 (H) 1
/

2 
{ oo RTRnRs . [ (F 1) 1rl} Mu =- 25/27r Nof3o F ~ p3/2 sm 27rp H- 2 - 4 , 

(2.23) 

where {30 = ehlm*eo, N0 =(VI37r2 )(2m*J111i2
)

312
, p denotes p-th harmonics of 

the fundamental frequency, and RT, Rn, Rs are damping factors associated 

with temperature, impurity, and spin, respectively. 

Here, the damping factors are given as 

RT 
27r 2pkBT I f3oH 

(2.24) 
sinh(27r2pkBT I flo H)' 

Rn exp( -27r2 kBTnl flo H), (2.25) 

Rs cos Gp1rg(m* /m0 )) , (2.26) 

where kB is the Boltzmann constant, Tn is the so-called Dingle temperature 

(46] , and g is the spin-splitting factor. 

The temperature r~duction factor RT determines the temperature depen­

dence of the oscillation amplitude. RT approaches 1 for 21r 2pkBT I {30 H << 1 

while for 21r2pkBT I {30 H > 1, RT is approximately given from eq. (2.24) as 

(2.27) 

or 

RT 29.4p c:) c~H) exp( -14.7p(m* /mo)T/ f.loH), (2.28) 
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where T and JLoH are g1ven 1n a unit of Kelvin and Tesla, respectively. 

Therefore, a plot of ln( A/T) (A : oscillation amplitude) versus T enables 

us to evaluate the effective mass m*. 

With given m*, the Dingle reduction factor R0 determines the field de­

pendence of the oscillation amplitude. T0 given by 

n 
To=---

27rkB(r) 
(2.29) 

is related to the sample quality where ( r) is the averaged scattering time 

over a cyclotron orbit. The lower T0 , the better quality of the sample. 

To is typically less than 1 K in organic conductors. Technical difficulties 

are sometimes met to evaluate T0 due to the existence of beating of the 

oscillations. 

The oscillations are cancelled out between the carriers with up-spin and 

those with down-spin, since the Landau levels for both cases are shifted each 

other due to the Zeeman energy splitting of ±~gJLBH. Such mechanism leads 

to the spin reduction factor Rs. For Q2D FS, since the effective mass m* 

approximately varies with 0 as 

m*(O) = m*(O = oo)' 
cos 0 

with eqs. (2.26) and (2.30), g value is derived by 

N = 91-lB . 1 + ~ 
2 casON 2' 

(2.30) 

(2.31) 

where the angles ON are the so-called spin-splitting zeros corresponding to 

the minimum of the oscillation amplitude. 

For the FS with more than two extremal orbits, the total magnetic mo­

ment M is obtained simply by summing up each oscillation amplitude Mi 

(2.32) 
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As is mentioned in Section 4.2, it should be noted that the LK formula is 

derived assuming that the chemical potential 11 is constant. It has been shown 

that the LK formula provides correct results as long as the system is three-

dimensional. For the system with two 2D FS, however, such assumption 

is no longer valid and the chemical potential oscillations (CPO) becomes 

significant as described in Section 4.2. 

In contrast to the calculation of the thermodynamic properties, that of the 

conductivity a- is not so straightforward. (j is combined with the oscillations 

of the density of states, N(H), as approximated by the following relation, 

_ N(H) 
O" = O"o~, (2.33) 

where O"o and N0 are the conductivity and the density of states without a 

field, respectively. N (H) is found to be proportional to dM11 / dH, and hence 

the same analysis based upon fore-mentioned damping factors is possible. If 

there are more than one orbit in the FS, however, a great care must be taken 

: the magnetization is additive while the observed resistivity p is the inverse 

of the total conductivity, that is, 

- 1 p=--. 
""""'. (j . L.Jt t 

(2.34) 

Therefore, the analysis of SdH oscillations with more than two extremal areas 

based upon the oscillation amplitude requires careful treatment. 
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Chapter 3 

Experimental Methods 

3.1 Experimental setup 

3.1.1 Sample preparation : BEDT-TTF based super­
conductors 

The samples of BEDT-TTF based organic superconductors are synthesized 

electrochemically. Typically, BEDT-TTF molecules and supporting elec­

trolytes are dissolved into solvents in a glass cell and then two platinum 

electrodes, through which constant current of the order of a few p,A is ap­

plied, are settled in the cell. In a few weeks, some small crystals grows at 

the anode. 

The organic superconductors studied in this thesis, rc-(BEDT-TTF)2Cu2 (CN)3, 

rc-(BEDT-TTF) 4Hg2.89 Br8 , and rc-(BEDT-TTF)2Cu(NCS)2 were grown by 

Komatsu et al., Lyubovskaya et al., and Anzai et al., respectively. The con­

dition for the crystal growth are summarized in Table 3.1. The dimensions 

of samples were typically rvl x 1 x0.03-0.l mm3 , with the shortest dimension 

along the inter-plane direction. The orientation of the crystals were deter­

mined by the crystal habit and/ or by FS measurements. 
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K-(ET)2Cu2(CNh [18] K-(ET)4Hg2.sgBrs [47] K-(ET)2Cu(NCS)2 [13] 
KCN Bu4NHgBr3 KSCN 

electrolyte CuCN HgBr2 CuSCN 
! 

18-crown-6 ether 18-crown-6 ether 
I 

benzonitrile trichloroethane trichloroethane 
solvent ethanol ethanol 

H20 
shape rhombus rhombus distorted hexagonal 

dimensions (mm3) rv1 X 1 X0.02 rv1x1x0.05 rv0.5 x0.5 x0.05 

Table 3.1: Condition for crystal growth and crystal shape for K-(BEDT-TTF)2Cu2(CN)J, K-(BEDT­
TTF)4Hg2.89Brs, and K-(BEDT-TTF)2 Cu(N CS )2. 

....-I 
M 



Figure 3.1: Laue pattern of Sr2Ru04 . 

3.1.2 Sample preparation : Sr2Ru04 

Two single crystal rods, C62 and C113, of Sr2Ru04 studied in this work 

were grown by Adachi et al. and by Mao et al., respectively by a floating­

zone method [38]. In the process of single-crystal growth, polycrystalline 

feed rods containing a 15% excess of Ru were melted in the mixture of 10% 

0 2 + 90% Ar with total pressure of 3 bar. The crystals were grown at the 

feed speed of 4.5 em/h. According to ac susceptibility measurements, the 

Tc for C113 was 1.45 K, while the initial Tc of 1.19 K for C62 increased 

drastically up to 1.43 K by annealing in air for 72 h. The crystal axes were 

determined by the Laue diffraction method (Fig. 3.1). The samples were 

polished to be parallelpiped after being cut by a diamond saw. Typical 

dimensions for the inter-plane resistivity and the in-plane resistivity were 

rv1xlx0.5 mm3 and rv2-4x0.5x0.06 mm\ respectively, with the shortest 

dimension along the inter-plane axis. In all the measurements except for 

those of superconductivity recurrence (Section 5.2), samples cut out of C62 
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were used. 

3.1.3 Pressure cells 

We developed two clamp-type pressure cells, rotatable in a narrow space. 

One is for a 1.5-K cryostat with a bore diameter of 49 rmn and the other is 

for a 0.3-K cryostat with a bore diameter of 38 mm. The dimensions were 

¢25mmx40 mm and ¢12mmx30 mm, respectively. Both pressure cells were 

of a similar structure as shown in Fig. 3.2. Daphne 7373 oil was used for 

a pressure medium. Electrical leads for the measurements were sealed by 

epoxy resin. The pressure value was evaluated by dividing a pressure load 

by the area of the piston inside the pressure cell. The large cell was found 

to be useful up to "'12 kbar at room temperature while the small cell up to 

"'8 kbar. 

On cooling, it is well known that pressure values decrease due to ther­

mal contraction of the pressure medium. For the large cell, pressure at low 

temperature is evaluated by the temperature-pressure relation, previously 

calibrated with use of a standard InSb pressure gauge. The pressure was 

estimated by Tc reduction with pressure for the small cell. For example, 

-dTc/ dP "'2-3 kbar was reported for K-(BEDT-TTF)2Cu(NCS)2 [24, 25]. 

A great care should be taken when temperature passes by the solidification 

point of the pressure medium around 200 K, depending on pressure values, 

in order to avoid inhomogeneous pressure associated with rapid cooling. 

3.1.4 Magnetic field and cryostats 

The cryostats mainly used in this study were a 4He cryostat (T ~1.4 K), a 

3 He cryostat (T ~ 0.27 K), and a dilution refrigerator (T ~0.04 K), com­

bined with 9/11-T, 15/17-T, and 17 /19-T superconducting magnets. The 

numbers separated by / denote the maximum filed value without/with a 
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Figure 3.2: Structure of the pressure cell (the large cell). 
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lamdba refrigerator. For a 4 He cryostat, the lowest temperature of ""1.4 K 

was obtained by evacuating liquid 4He with a rotary pump. Temperature was 

monitored by combination of a carbon-glass resistor (CGR) and a platinum 

resistor or by a cernox resistor, and was controlled by a manostat below 4.2 

K and by a temperature controller ITC503 (Oxford Instruments) above 4.2 

K if necessary. 

For a 3 He cryostat, liquid 3 He, condensed by a 1K pot, was evacuated by a 

cryosorption pump. The lowest temperature was ""0.27 K. It was possible to 

re-condense 3 He within 30 minutes. Temperature was monitored by ITC503 

with a cern ox resistor and a ruthenium oxide resister. 

For a dilution refrigerator, the lowest temperature was 37 mK measured 

by a 6°Co nuclear orientation thermometer. The temperature was monitored 

by combination of a ruthenium oxide resistor (T ::; 7 K ) and a cernox resis­

tor (T 2: 1.5 K). Below 1 K, temperature, measured by an AVS47 resistance 

bridge (RV-Electroniikka Oy), was controlled with a temperature controller 

TS530 (RV-Electroniikka Oy) while ITC503 was used in high temperature re­

gion. The operation system was controlled either manually or automatically 

with Lab VIEW software (National Instruments). 

The most remarkable characteristics of the 3 He refrigerator and the di­

lution refrigerator used in this study was the so-called top-loading system. 

This enabled us to exchange samples keeping the system at low temperature 

and to carry out measurements very efficiently. The procedure of the opera­

tion was as follows : when we install a probe, the probe was first placed on 

a vacuum lock to pumped out a space inside the probe down to 1 o-2 Torr 

so that 3 He gas or 3He-4He mixture was not contaminated by air. Then, 

after opening a gate valve at the vacuum lock the probe was inserted slowly, 

keeping a sample chamber in a condensed state. It was possible to cool down 

samples with any cooling rate. After being cooled by a 1K pot, the probe 
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was settled to the final position. On the other hand, for the probe extraction 

from the cryostat, the probe was pulled up gradually keeping the pressure 

inside as low as possible in order to reduce a loss of 3He gas or 3He-4 He mix­

ture. Then, the gate valve was closed at the initial position of the probe so 

that air was vented into the sample space. 

A part of experiments in Section 5.1 and 5.2 were carried out at the High 

Magnetic Field Laboratory, Institute for Material Research (IMR), Tohoku 

University and the National High Magnetic Field Laboratory (NHMFL), in 

Florida, U.S.A., respectively. 

At IMR, a hybrid magnet (HM1 ), combination of a superconducting mag­

net and a resistive magnet, was used. The maximum field attained was 27 

T and the lowest temperature of rv0.5 K was obtained by a 3 He refrigerator. 

Samples could be rotated uniaxially using an ac-motor. The relative angle 

was evaluated by the resistance value of a potentio-meter. 

At NHMFL, a 33-T resistive magnet (Cell12) combined with a dilution 

refrigerator was used. The lowest temperature of rv50 mK was attained. Due 

to narrowness of the sample space with a diameter of 13 mm, a rotator using 

piezoelectric crystals was adopted as described in the next section. 

3.2 Control of field orientation 

3.2.1 Definition of field orientation 

For materials with low-dimensional electronic structure, it is essential to 

specify the orientation of an applied magnetic field. In the present study, a · 

great care was taken to field orientation against the crystallographic axes of 

samples. 

In this study, the field orientation is specified by angles () and ¢ as shown 

in Fig. 3.3; the polar angle () represents the one measured from the normal 

to the 2D plane and the azimuthal angle ¢ represents the one measured from 
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Figure 3.3: Definition of the polar angle 8 and the azimuthal angle ¢. Note 
that ¢ represents a tilt from the crystallographic axis within the conducting 
plane. 

the crystallographic axis within the conducting 2D plane. For Sr2Ru04, 

¢represents the angle from the a axis, while for K-(BEDT-TTF)2Cu2 (CN)3 

and K-(BEDT-TTF)4Hg2.89Br8, ¢represents the angle from the long-diagonal 

axis of the crystal (the c axis and the a axis for K-(BEDT-TTF)2Cu2(CNh 

and K-(BEDT-TTF)4Hg2.89Br8, respectively). The notation such as [110] or 

[100] were also used for Sr2Ru04 in case of need, corresponding to (8=90°, 

¢=45°), (8=90°, ¢=0°), respectively. 

3.2.2 Double-axis rotator 

In order to orient a magnetic field to a required direction, rotation associated 

with two axes are necessary. In the present study two types of double-axis 

rotator were used. 

In the first case a system with a pulley and a stainless wire was used 

in a 4He cryostat. In order to control the polar angle (), the sample holder 

was rotated by a stepping motor via a stainless wire. Relatively large sample 
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Figure 3.4: View of the double-axis rotator [48]. 

space was available in this case. In addition, heating by the rotation was little 

because no gear mechanism was set near the sample space. The backlash was 

relatively small but the play on the reverse of rotation was rather large: it 

was typically 5-15° depending on wire tension. The stepping motor was 

controlled by a computer, enabling the angle resolution of ~0.01 °. ¢ was 

changed manually by rotating the sample holder using a fork-like piece with 

an accuracy of ~ 1°. 

The second one (Fig. 3.4) was designed by Oxford Instruments for a 3He 

cryostat and a dilution refrigerator, after the design by Settai et al. [48]. 

The angles e and ¢ was rotatable independently. Rotation of two stepping 

motors (8, ~) was related to e and ¢by the following equation, 

e 8 
' 

8-~. 

(3.1) 

(3.2) 

The accuracy of ~0.01 ° was realized for both rotations. Successive rotation 

at low temperature generated considerable heating caused by friction. 
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3.2.3 Piezoelectric rotator 

Although sample rotation with the above-mentioned methods in a very nar­

row space is difficult in general, it becomes possible to incline a sample holder 

in a limited angle region, e.g. by ±10° with use of a piezoelectric rotator. 

This device was developed by Unisoku. The schematic drawing is illustrated 

in Fig. 3.5. Two piezoelectric crystals with dimensions of 3 x3 x 3.5 rnm3 , de-

i- -1 

I 

I-- I 

~ 0 
0 
L() 

1---
I I 

I_ - -

Sapphire 
orMo 

J. .J 
10mm 

piezoelectric 
crystal 

(3*3*3.5 mm3
) 

Ceramic 
or Mo 

Figure 3.5: Schematic drawing of the rotator with piezoelectric crystals. 

vices used for a low-temperature scanning tunneling microscopy (STM), were 

placed on the base of a rotator. The base part and the moving plate were 

made of molybdenum metal. When a series of saw-tooth pulses were applied 

to the piezoelectric crystals, they were distorted with shear strain. Then, the 

sample holder was shifted. In the decreasing duration of the pulse, due to 

quick restoration of the piezoelectric crystals the sample holder remained at 

the same position because of the inertia. By repeating the process, a sample 

holder was derived forward. 

The angular resolution of rvO.Ol 0 was attained and heating by rotation 
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was found to be rather weak compared with the above-mentioned methods. 

The absolute value of the tilt angle was evaluated by using a small Hall sensor 

THS118 (Toshiba). It was possible to incline the sample holder by ±10° in 

a space with a diameter of 13 mm. 

This device requires only two electrical leads for applying a saw-tooth 

pulse, and therefore the structure becomes compact and simple. Moreover, 

this is suitable for experiments at very low temperature or in a strong mag­

netic field, since the parts can be replaced with nonmetallic materials such 

as ceramics or sapphire. However, there remains some room for improve­

ments as below: ( 1) torque is not strong because a sample holder is driven 

by friction. As a result, moving speed is not sometimes uniform or is dif­

ferent between clockwise and anticlockwise directions. (2) Since there is no 

reliable small Hall sensor available in a strong magnetic field, one should find 

an appropriate means to evaluate the angle. 

3.3 Measurements 

3.3.1 Electrical resistance 

For measurements in organic conductors, four contacts were placed on the 

same side for in-plane resistance measurements while a pair of contacts were 

placed on both sides for inter-plane resistance measurements, as displayed in 

Fig. 3.6. Such configurations were adopted for materials with high anisotropy 

of the conductivity between the in-plane and the inter-plane direction. Elec­

trical leads of 10-f.Lm or 20-f.lm platinum wire were attached by a conducting 

carbon paste (Fujikura Kasei) and the contact resistance was typically less 

than 50 n. 
For Sr2Ru04 , electrical leads of 20-f.Lm gold wire were attached using 

Dupont silver paint 6838 by heating at 500°C for 8 minutes in air. Typi­

cal contact resistance was estimated to be "'0.1 n. For in-plane resistance 
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(a) (b) 

Figure 3.6: Contact configurations for measurements of (a) the in-plane re­
sistance and (b) the inter-plane resistance of organic superconductors. 

measurements of Sr2Ru04, two current contacts covered the opposite ends 

totally to ensure a homogeneous current flow and two voltage contacts were 

attached to shorten along all the Ru0 2 layers, as displayed in Fig. 3. 7. For 

the inter-plane resistance case, contacts were attached in the same manner 

as organic conductors. 

Figure 3. 7: Contact configuration for measurements of the in-plane resistivity 
of Sr2 Ru04. 

The electric resistance was measured using an ac four-probe method with 

a typical current of 10-1000pA, depending on temperature and resistance val­

ues. Measuring frequency was 137 Hz for usual cases, but 11-17 Hz for mea-

surements at NHMFL .to reduce a noise associated with a resistive magnet . 

A high precision preamplifier (NF Electronic Instruments, model SA-400F3) 

was used for very small resistance measurements. 

3.3.2 Torque magnetometry 

For the observation of quantum oscillations in magnetization (de Haas-van 

Alphen effect) a capacitive torque device (Oxford Instruments) was taken up 
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in this study. The structure of the torque-meter is shown in Fig . 3.8. A 

pair of etched silicon plates, on which a gold pad was evaporated, forms a 

capacitance with a gap distance of ""'0.1 mm. A sample was placed on one of 

the capacitance plate with a t iny amount of grease. The sample stage could 

be rotated uniaxially by 360° with an angular resolution of 0.1 o. 

(a) 

To current source I+ 

To current source 1-

To capacitance bri~~~--------­
(AH2500) ·------------------

(b) 

.· .. · 

9 

Lower capacitance 
electrode 

Cantilever/upper 
capacitance electrode 

Sample 
Current loop 

0.1 mm 

Cantilever dimensions 7.5*5 mm2 

Figure 3.8: (a) Top view and (b) side view of the capacitive torque-meter. 

When a magnet field is applied, magnetic torque r=m x H, generated by 

a magnetization component perpendicular to the applied filed, is detected by 

a deflection ~d of the thin capacitance plate as a change in the capacitance 

value ~C. In the region where the deflection ~d is much smaller than the 

gap distance d (i.e. d >> ~d) , ~C is proportional to torque lrl. Therefore, 

magnetization m is obtained as 

k~C 

m = HsinB0 ' 
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where k is a coefficient, and 00 is the angle between m and H. If /j.C / Co 

( C0 : capacitance value without a magnetic field ) exceeds a certain value, 

non-linear response causing the torque interact ion in quantum oscillations 

can appear. 

High 

Low 

Figure 3.9: Three terminal method for capacitance measurements. 

This torque-meter was equipped with a single current loop, which gener­

ated a magnetic moment represented by m = IS where I is the current and 

S is the enclosed area by the loop. This current loop enabled us to calibrate 

the absolute value of torque easily. The capacitance was measured with a 

usual three-terminal method (Fig. 3.9) using a high precision capacitance 

bridge AH2500 ( Andeen Hager ling) with a fixed measuring frequency of 1 

kHz. Below 1.5 K, heating associated with dielectric loss of the capacitance 

was not negligible and it was necessary to optimize the measuring voltage of 

the bridge. 
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Chapter 4 

Angle-Dependent 
Galvanomagnetic Effects and 
Quantum Oscillations 

4.1 Introduction 

For Q2D electronic systems such as organic superconductors, the FS has been 

extensively studied by means of both angle-dependent magnetoresistance os­

cillations ( AMRO) and quantum oscillations (17]. 

As a result of Landau quantization by a strong magnetic field, the energy 

dispersion is discretized into Landau levels, leading to quantum oscillations. 

In the analysis of quantum oscillations, the oscillation frequency with 1/ H 

periodicity provides knowledge of the extremal cross-sectional area of the FS, 

which enables us to investigate the topology as a function of the polar angle. 

A cylindrical FS in Q2D electronic systems is also treasury of new phe­

nomena in quantum oscillations: colossal quantum oscillations or the mag­

netic breakdown (MB) effect has been observed in these systems (17]. In 

addition, not only the oscillatory components corresponding to the cross­

sectional area of the constituent FS branches but also those with the sum 

and difference frequencies have been sometimes found. The origin of this 

finding can be attributed to the MB effect appearing in a high magnetic 

field, the magnetic interaction (MI) effect, or chemical potential oscillations 
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(CPO). 

On the other hand, for a Q2D cylindrical FS with slight warping along the 

axis, there exist certain orientations known as Yamaji angles [40, 41 ], where 

the cross-sectional areas of all the cyclotron orbits become identical within 

a deviation of the order of (t .1. / f.F )
2

, In such situation, the FS acts as being 

purely two-dimensional, and hence the inter-plane resistivity exhibits the 

maximum of the angle-dependent magnetoresistance oscillations ( AMRO). 

From the period of the oscillations in AMRO, the Fermi wave number for 

a certain direction in the 2D plane can be obtained so as to map out the 

FS contour as explained in Section 2.1. In this sense, AMRO can be an 

important supplementary method to dH v A and SdH effects. 

In addition, a resistance peak has been observed in the angle-dependent 

magnetoresistance for organic conductors in magnetic fields applied parallel 

to the conducting plane. Such peaks were first observed by Kartsovnik et al. 

[49]. It is noteworthy that with increasing the field strength, the peak struc­

ture becomes more prominent but the peak width of 41"V5° is not influenced 

by the field strength. This indicates that the phenomenon is ascribed to a 

topological effect of the FS, similar to AMRO. 

Q2D electronic systems exhibit a rich variety of semiclassical and quan­

tum phenomena as shown above. However, there remain not a few subjects 

to be clarified. First of all, it should be noted that almost all these phe­

nomena have been observed in organic conductors. It is interesting to know 

whether or not similar phenomena can be observed in Q2D oxide conduc­

tors. Then we applied the above-mentioned techniques to Sr2Ru04, whose 

quantum oscillations have been reported. The former part of this chapter 

(Section 4.2-4.4) is devoted to this attempt, in which successful observation 

of the angle-dependent galvanomagnetic effects and new quantum oscillatory 

phenomena are discussed. We also compare experimental results of Sr2Ru04 
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to those of organic conductors. 

Meanwhile, slow quantum oscillations, which cannot be ascribed to the 

calculated band calculat ion, have been sometimes observed in organic con­

ductors. This phenomenon is anomalous, since according to the angle de­

pendence of the oscillation frequency, they behave as if they are three­

dimensional (3D ) FS. In Section 4.5, the anomalous behavior is discussed 

in relation to the origin based upon the experimental results of K-(BEDT-

4.2 Angle-dependent magnetoresistance oscil­
lations (AMRO) in Sr2Ru04 

4.2.1 Fermi surface topology of Sr2Ru04 

According to the band calculation [28 , 29] , the FS of Sr2Ru04 is Q2D and 

consists of three cylindrical branches: one hole branch (a) around the X 

point and two electron branches ({3 and 1) around the r point, as displayed 

in Section 1.4. 

Measurements of quantum oscillations by SdH and dHvA effects [30, 31, 

32] have provided FS parameters consistent with the calculation, except for 

the enhanced masses. Moreover, the Hall coefficient [50, 51] and the specific 

heat [35] were fairly consistent with the results derived from the quantum 

oscillations [52]. On the other hand, the angle-resolved photoemission spec­

troscopy (ARPES) measurements [53, 54, 55] gave an inconsistent result; one 

sheet of the FS is assigned as an electron branch, and the other two sheets as 

hole branches. Although it has been clarified that the quantum oscillations 

have provided the correct FS of the bulk electronic states for Sr2Ru04 [56], 

these techniques can bring about only the cross-sectional areas of the FS. 

Further investigation of the FS by alternative techniques, especially by those 

which can map out the FS contour is desirable. In the following section, 
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the first results of AMRO measurements in Sr2Ru04 are reported and are 

compared with the calculated band structure. 

4.2.2 Results and discussion 

When tilting the field direct ion from 0=0° , a senes of peaks in the inter­

plane magnetoresist ance were clearly observed at 1.5 K under a magnetic 

field of 15 T, as shown in Fig. 4.1. Two-fold symmetry with respect to 0 and 

four-fold symmetry with respect to ¢ were identified in the oscillations. As 

shown in Fig. 4.2 , the oscillatory structure appeared above 5 T and became 

more prominent with increasing field strength, but the peak position was not 

influenced by the magnetic field. In addition, a pronounced peak structure 

was observed when the field was applied parallel to the conducting plane 

( 0=±90°). The origin and its implication are discussed in Section 4.4. 

The observed tan 0 periodicity, which is demonstrated in Fig. 4.3, con­

firms that the oscillations are due to AMRO. The peaks were assigned well by 

assuming only one series of tan On versus n =t= 1/4 plot for all ¢. The AMRO 

pattern was not changed even if the sample was cooled down to 0.1 K. Slight 

deviation from tanO periodicity observed in a higher angle region (I 0 12::75°) 

for ¢ ~45° is ascribable to the assumption of a simple energy dispersion in 

the derivation of eq. (2.4). 

In order to derive a FS contour, we analyze the data according to the 

model by Kartsovnik et al. [57], which is an extension of Yagi 's results [41] 

to the FS with arbitrary cross-sectional shape, taking the crystal structure 

into account. By introducing a new hopping vector u=( ux, uy, d), the energy 

dispersion t(k) represented by eq. (2.1) is replaced with the following one, 

( 4.1) 

where t 20 is the in-plane energy dispersion. The above energy dispersion 

corresponds to that for materials with rather low crystal symmetry such as 
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Figure 4.1: AMRO ob~erved in the inter-plane resistivity of Sr2Ru04 at 1.5 
K under a magnetic field of 15 T for various ¢ values. The field orientation 
is defined by the polar angle e and azimuthal angle ¢ as shown in the inset. 
The e dependence of the resistivity for different ¢ is presented in arbitrary 
units by shifting with each other in the vertical direction. 
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Figure 4.2: AMRO at different magnetic fields for ¢=45° at 1.5 K. 
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Figure 4.3: Plot of tan Bn against n =f 1/4 for ¢=0°, 15°, 30°, and 45°, derived 
from Fig. 4.1. 
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organic conductors, in which molecules in the conducting layers are arranged 

so that the long axis of the molecule is tilted by ~20° from the inter-plane 

direction. The averaged velocity is obtained as 

Vz(ki
0
l) = ~ ( ::J 

ex sin ( kiD) d) cos (lk};ax) d tan 0 - ( kDmax) · u) I - i) ( 4.2) 

and the condition for AMRO is given as 

dk (max) () ( 1) (k(max) ) 
H tan n = 7r n =f 4 + Fll · U ( 4.3) 

where Bn is the angle giving the n-th peak, signs =t= correspond to positive 

and negat ive values of Bn. As shown in Fig. 4.4, we introduce kH as the 

component of in-plane Fermi wave-number vector kFII along the in-plane 

projection of the field, and define kkmax) as the maximum value of kH for 

possible kFII on the FS contour. k~~~ax) is kFII giving kJrax). The FS contour 

is obtained as an envelope of the lines perpendicularly intersecting a line 

connecting the origin and kY;ax) at kfFax) (57]. It is noteworthy that the 

FS obtained by the AMRO consists of kFII averaged over the inter-plane 

direction. Equation ( 4.3) also indicates that the peak position is independent 

of the field strength. The experimental results are consistent with this. For 

materials with tetragonal symmetry such as Sr2Ru04 , the in-plane hopping 

component u can be set to u=O. 

By employing the inter-plane lattice parameter ( c = 1.27 nm) as d, an 

FS mapping can be derived in the 2D reciprocal space after the plot of tanBn 

versus n =t= 1/4 for various ¢. The result is illustrated in Fig. 4.5. The 

solid circles represent kfFax) obtained from eq. ( 4.3) with d=l.27 nm. The 

resultant contour of kFII is depicted by the solid line. The dotted lines show 

the FS by the band calculation. The experimental result fits the calculated 

a branch. The SdH oscillations observed by a field sweep for fJ=0° gave a 
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k (max) 
~-II 

Figure 4.4: Cross-section of the Fermi surface within the kxky plane 
H11 is the magnetic field component parallel to the conducting plane ( xy-

plane), kf1max) is the in-plane component of the Fermi wave number whose 

projection in the direction to H11 attains the maximum value of kftax), u is 
the in-plane component of the hopping vector. 
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value of (2.85±0.08) x 1015cm-2 as the cross-sectional area of the a branch. 

The estimated FS cross-sectional area by AMRO, 3.0 x 1015cm- 2
, is in good 

agreement with the result of the SdH oscillations. The result is also consistent 

with the size and shape of the observed a branch in ARPES measurements. 

On the other hand, it is worth noting that the unit cell parameter c corre­

sponds to twice of the distance between Ru0 2 layers, which shift alternatively 

by ( al2, al2) (a : the in-plane lattice parameter) in the inter-plane direction 

(see Fig. 1.6). The calculated FS for the {3 branch exhibits a periodicity with 

47r I c, in contrast to the FS for the a branch, which exhibits a periodicity of 

21r I c [58]. By adopting the value corresponding to cl2 rather than c for din 

eq. ( 4.3), we find that the FS contour corresponding to the {3 branch can also 

be fitted fairly well, due to the fact that the FS contour of the {3 branch is of 

similar shape to that of the a branch with a diameter magnified by a factor 

of almost 2. In this case, the estimated FS cross-sectional area by AMRO, 

1.2 x 1016cm- 2 , is also in good agreement with the one obtained by quantum 

oscillations, 1.21 x 1 016cm - 2 [30]. On the other hand, the {3 branch by the 

ARPES measurements is inconsistent with the present results. Thus the FS 

contour derived from the AMRO can be assigned well to both the a and {3 

branches. Incidentally, the evaluated WeT value of 4.0 and 1.9 for the a and 

{3 branches, respectively, satisfies the condition of AMRO, WeT > 1, in the 

constant mean-free-path approximation, where we is the cyclotron frequency 

and T is the relaxation time for scattering. 

To clarify the origin of AMRO in Sr2Ru04 , an interesting attempt has 

been carried out by Ishii et al. [59]. They numerically calculated the Shockley 

tube integral ( eq. (2.6)) with the calculated FS instead of a simple energy 

dispersion. The results are shown in Fig. 4.6. AMRO-like structure was 

confirmed in both the a and the {3 branches but it fails to explain the entire 

angle dependence of the magnetoresistance. This implies that the accuracy 
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Figure 4.6: Calculated angle dependence of the inter-plane resistivity at each 
FS branch with constant T [59]: (a) contributions from the a branch and (b) 
contributions form the f3 branch (solid curves) and from the 1 branch (dotted 
curved). Experimental results [60] are shown in (c). The () dependence of 
the resistivity for different ¢; is presented in arbitrary units by shifting with 
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of the band calculation in the inter-plane direction is not enough to reproduce 

the observed AMRO. 

On the other hand, a detailed study on the FS topology of Sr2Ru04 by 

means of quantum oscillations was carried out recently by Bergemann et al. 

[61]. They reproduced the observed angle dependence of dHv A frequencies by 

numerical simulation, from which most reasonable pattern and its amplitude 

for the inter-plane transfer energy were obtained. According to them, the {3 

branch dominates Pc with a 86% share, compared with 8% for the a branch 

and 6% for the 1 branch, implying that the AMRO is attributed to the {3 

branch. These kinds of new approach will provide further insight into AMRO 

experiments. 

Finally, I point out the significance of 'the present study of AMRO in 

Sr2Ru0 4 • It has been widely recognized that the knowledge of the electronic 

structure is indispensable for thorough understanding of physical properties. 

However, in layered oxide conductors, ARPES measurements were the only 

way to elucidate FS topology and hence other techniques have been desired. 

This is because ARPES is a surface-sensitive technique and sometimes gave 

an inconsistent result, depending on materials or measuring conditions. In 

fact, in Sr2Ru04 , the results by ARPES differed from that by quantum os­

cillations. Therefore, the observation of AMRO in Sr2Ru04 is substantial in 

that it is useful for the layered oxide conductors as well. Taking into account 

that semiclassical effects such as AMRO are less smeared out by temperature 

and/or impurity than quantum oscillations, this finding has opened up a new 

possibility of FS studies in layered oxide conductors. 
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4.3 Chemical potential oscillations (CPO) in 
Sr2Ru04 

4.3.1 Frequency mixing in quantum oscillations 

The electronic structure of Sr2Ru04 , as revealed by quantum oscillations 

[30, 31, 32) and AMRO [60, 62), consists of the three cylindrical FS branches, 

a, {3, and I· The areas and their topology are in good agreement with the 

calculated cylindrical FS [28, 29). According to the band calculation, the 

three branches are separated in the momentum space and can be treated as 

a multi-band system accompanying independent Q2D FSs. This situation 

differs from the case for organic conductors, in which two FS branches can 

form a typical magnetic breakdown (MB) network (a and {3) in the high 

magnetic field region (see Fig. 1.5). 

In this section, we present the sum and difference oscillatory components 

of SdH oscillations in Sr2Ru04 with frequencies F{J±a = F{J ± Fa, which 

were notably enhanced at the so-called Yamaji angle , where Fa and F{J are 

the frequencies corresponding to the a and {3 branches, respectively. This 

unusual enhancement is attributable to the chemical potential oscillation 

(CPO) effect [63, 64) characteristic of 2D electronic systems, rather than the 

magnetic interaction (MI) effect, according to the temperature dependence 

of the oscillation amplitude. 

Figure 4. 7 displays a typical oscillatory component of SdH oscillations in 

Sr2Ru04 , obtained at 0.1 K under a magnetic field oriented at 0=31 °, where 

0 denotes the angle between the field and the crystalline c axis. The inset 

shows the fast Fourier transform (FFT) spectrum, in which fundamental 

frequencies were observed as Fa=3.44 kT, F{J=14.54 kT, and F-y=21.17 kT 

for 0=31 °. In addition, it is noteworthy that FFT components corresponding 

to F{J±a = F{J ± Fa were clearly resolved. 
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Figure 4. 7: The oscillatory components of Shubnikov-de Haas oscillations 
observed in the inter-plane resistivity of Sr2Ru04 at 0.1 K and 0=31 o, where 
e denotes the tilt angle measured from the c axis. The inset shows the FFT 
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It is of great importance to see whether or not the same frequencies are 

observed in the thermodynamic properties such as magnetization. Figure 4.8 

displays an oscillatory component of dHvA oscillations in Sr2Ru04 detected 

by a capacitive torque-meter at 0.3 K under the magnetic field at 8=24°. To 

avoid possible torque interaction (TI) effect producing combination frequen­

cies, which is a kind of feedback effect of magnetic torque associated with 

a deflection of the cantilever, the sample mass of (7 ± 1)pg was adopted. 

The same oscillatory components of Ff3±cx were also clearly visible in dHvA 

oscillations, although the relative amplitude to the fundamental frequencies 

were small compared to that in SdH oscillations. 

Figure 4.9( a) shows the polar-angle 8 dependence of the FFT spectra. 

All of the observed SdH frequencies shift to higher values with increasing 8 

as 11 cos 8, being consistent with the 8 dependence of the cross-sectional area 

of a cylindrical FS. It should be noted that the components with frequencies 

of Ff3±cx= Ff3 ± Fcx were also enhanced at 8=31 °. The oscillation amplitude 

is represented as a function of 8 in Fig. 4.9(b ). The amplitude for Fcx and 

Ff3 increased significantly in the narrow angle region centered at 8 ""30°. 

Besides, those for the frequencies F{J±cx emerged only in the angle region 

around 8 ""30°. The amplitude for Fcx showed a dip around 8=25°, which is 

attributable to the effect of the slight warping of the cylindrical FS [31]. 

The angle dependence is related to the AMRO discussed in the previous 

section. Figure 4.10 shows the AMRO in Sr2Ru04 , observed at 1.5 K under 

a magnetic field of 15 T. It is noteworthy that the angle of the first AMRO 

peak appearing around 8=33° was close to the value where all of the SdH 

oscillation amplitude were most prominent as shown in Fig. 4.9(b ). This 

indicates a close relationship between the oscillation amplitude and the two­

dimensionality of the FS. At the Yamaji angles giving the AMRO peak, the 

FS becomes 2D and more carriers can fall in the extremal orbits related to 
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the oscillations. As a result, the oscillation amplitude for the frequencies 

Fa and Ff3 increases significantly. Such an enhancement in the oscillation 

amplitude of the fundamental frequencies near the first AMRO peak was 

reported previously [49]. The enhancement of the oscillatory components 

with Ff3±cx is the central issue of the present section. 

The origin of Ff3±a cannot be ascribed to the MB effect due to the fol­

lowing reasons. First, the closed orbit corresponding to Ff3-a is prohibited in 

a MB process according to the theory of Falicov and Stachowiak [65] based 

upon the network model. In addition, even though Ff3+cx is allowed in the 

MB process, the carriers on a cyclotron orbit have to overcome a large energy 

gap in order to break through to the orbit on a different band. The criterion 

for the MB in this case is given by liwc > E; / tF, where We is the cyclotron 

frequency and E9 is the energy gap between relevant bands. Since the a and 

{3 branches are completely isolated in the reciprocal space, however, the liwc 

in the present study is in the order of the resolution of the band calculation 

and significantly smaller compared to the barrier height. Thus the MB effect 

is ruled out. The possibility of Ff3±cx due to the MI effect is also ruled out 

as discussed later based upon the temperature dependence of the oscillation 

amplitude for Ff3±cx. 

4.3.2 Chemical potential oscillations (CPO) 

The thermodynamic potential n for a constant chemical potential 11 and the 

free energy F for a constant electron number N are give by 

n 

F 

F- NJ.1, 

E-TS, 
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respectively, where E is t he internal energy and S is t he entropy of the 

system. The magnetization for each case is derived as 

M(~t,H)=- ( ;Z) ,' M(N, H) =-(;~t· (4.6) 

For constant-f.l case, total magnetizat ion from all the extremal orbits can be 

obtained simply by adding each contribution , that is, 

(4.7) 

where i denotes the i-th orbit, while for constant-N case, M(N, H) cannot 

be obtained by such simple superposition, because ( 8Fd 8H) for each band 

cannot be calculated independently. In metals like Sr2Ru04 , the carrier 

number N is considered to be constant under a magnetic field and M ( N , H) 

should be calculated. However, due to the difficulty in deriving the analytical 

formulae, the calculation of quantum oscillations is usually carried out based 

upon an assumption of constant chemical potential f.l to derive the Lifshitz-

Kosevich (LK) formula [42]. 

The difference between M(f.L, H) and M(N, H) is found to be negligibly 

small for 3D FSs. Recently, however, it has been pointed out independently 

by Alexandrov and Bratkovsky [63] and by Nakano [64] that for a multi­

band system with 2D cylindrical FSs, the oscillatory behavior calculated 

under constant-f.l and constant-N can be different. In the calculation un­

der constant-N new oscillatory components with frequencies of the sum and 

difference of fundamental frequencies will appear in addition to fundamen­

tal frequencies , even in the absence of the MB effect or the MI effect, while 

that under constant-f.l , only fundamental frequencies will appear. These new 

frequencies are associated with a change in the chemical potential f.l due to 

Landau quantizat ion and is called the chemical potential oscillations (CPO): 

the carriers transfer between independent FSs so as to maintain a constant 
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N, and consequently the relevant density of states on the FS is notably mod­

ulated by the transferred electrons from other FSs. It should be noted that 

this effect becomes more pronounced when the system becomes purely 2D, 

otherwise the part of the FS not contributing to the oscillations behaves as 

a reservoir of the carriers, which serves to smear out the effect of the carrier 

exchange between the relevant bands. 

For a Q2D electronic system, the energy dispersion ti ( k) of a FS branch 

i is given by 

(4.8) 

where m£ is the effective mass, and 27r / di is a modulation period of the 

cylindrical FS in the kz direction. When a magnetic field is applied, the 

energy level is discretized to each Landau level with a separation of fiwc,i· 

Due to the existence of t.l,i, however, the cross-sectional area of the FS varies 

in the inter-plane direction, resulting in a broadening of each Landau level 

with 2t .l,iJo( dikF,i tan 8) depending on the field direction 8, where J0 is Bessel 

function of 0-th order and kF,i is the Fermi wave number. The broadening of 

Landau level decreases with increasing 8, and the energy spectrum becomes 

perfectly 2D when J0 ( dikF,i tan 8) = 0; the angles satisfying this condition 

are called the Yamaji angles [40]. As shown in Section 4.1, the dikF,i value 

is almost the same for the a and (3 branches in Sr2Ru04 according to the 

band calculation [28], indicating the coincidence of the Yamaji angles for 

the a and (3 branches. This is consistent with the experimental observation 

that the oscillation amplitude of Fa and F(J are most prominent at similar 

angles around 8=30° as shown in Fig. 4.9(b ). The simultaneous satisfaction 

of a pure 2D FS for the a and (3 branches realizes the preferred condition 

for the CPO. This fact is consistent with the observation of the enhanced 

oscillations with the sum and difference frequencies F(J±a around 8=30°. The 

t.l 's evaluated by quantum oscillations [66] are 1.2 K and 17 K for the a and 
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(3 branches, respectively. On the other hand, the evaluated fiwc,i at 15 T 

and fJ=0° are 5.8 K and 2.6 K for the a and (3 branches. This shows that 

for the a branch fiwc,cx > 2tJ...,cxJ0 (dcxkF,cx) is achieved even at fJ=0° , while for 

the (3 branch fiwc,fJ < 2t J...,{JJo( dfJkF,fJ) at fJ=0°. In other words, for the (3 

branch, the broadening of each Landau level cannot be neglected at fJ rv0°. 

Therefore, it is essential to orient the sample in the Yamaji angle direction 

to obtain prominent quantum oscillations with FfJ±cx· 

(3 (electron) a (hole) 1 (electron) 
mass (m) 1 0.43 2 

frequency (F) 1 0.24 -

kF 1 0.49 -

£1kF/kF 1.3% 0.34% -

d c/2 c -

Yamaji angle 30.5° 31° -

Table 4.1: Ratios and values of band parameters of Sr2Ru04 adopted in the 
numerical calculation [67]. 

Recently, a numerical calculation of quantum oscillations, using realis-

tic band parameters appropriate for Sr2Ru04 (Table 4.1) was carried out 

by Nakano [67]. First, chemical potential p, is obtained numerically from 

N=-(8D(p,,H)j8p,)H, and then it is inserted to the left equation of eq. 

( 4.6) : 

M(N, H)= M(p,(N, H), H). ( 4.9) 

Note that instead of the standard LK formula (eq. (2.23)), Mi(P,, H) for Q2D 

model, represented by 

~ · · · · ( (Fi 1)) ~ 2( -1)P RT R0 Rs RN sin 27rp H- 2 , (4.10) 

( 4.11) 

is adopted, where Rx (X = T, D, S) are the same reduction factor as eqs. 

(2.24)-(2.26), p0 is the density of states without a field, and Rk is a damp-
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Figure 4.11: Calculated angle dependence of the oscillation amplitude for 
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that N is constant [ 6 7]. 

ing factor relevant to small warping of a Q2D FS. The a and {3 branches 

are quantized, while the 1 branch is not quantized to be regarded as the 

background density of states, which works to smear out the effect of CPO. 

The calculated angle dependence of each oscillation amplitude without any 

damping effect is shown in Fig. 4.11. The results appear to be consistent 

with experimental results such as the emergence of Ff3±cx at B ~30°. Although 

the second strongest intensity of Ff3±cx at e rv55° was not observed experi­

mentally, the intensity is considered to be smeared out by finite temperature 

and/ or a certain amount of impurity in the real experiments. 
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4.3.3 Effective mass 

Figure 4. 12 shows the temperature dependence of the oscillation amplitude 

at 0= 32°. The slope in the higher temperature region is proportional to the 

effective mass according to the LK formula. The evaluated effective masses 

are ma=4.2m0 , m,a=10.3mo, m--y=16.3m0 , m,a-a=12.2m0 and m.a+a=11.9mo. 

It should be noted that m,a±a do not match the sum or difference of the 

effective masses of the a and {J branches. 

When the oscillations for the a and {J branches are prominent, the MI 

effect [42] giving the oscillatory components with F,a±a can be promoted. 

This effect is brought about via a feedback effect of the magnetization M 

associated with the applied magnetic field H. In this case the effective mass 

of the oscillations with F,a±a will be given by m,a + ma, due to a multipli­

cation factor for each temperature reduction factor. On the other hand, the 

apparent mass relevant to the CPO is not necessarily a simple sum of the 

masses of the constituent branches according to the calculated results [67]. 

The experimental results shown in Fig. 4.12 demonstrate that the sum of 

the masses of the a and {J branches cannot explain the temperature depen­

dence of the amplitude of the oscillations with F,a±a· Instead, the results are 

in good agreement with the fore-mentioned calculation [67] using eq. ( 4.8) 

together with the band parameters appropriate for Sr2Ru04 : the ratio of the 

effective masses are calculated to be m~ : m~-a : m~+a = 1.00 : 1.20 : 1.14 

with a ratio of ma/m,a = 0.43, while those by the SdH effect are m~ : m~-a 

: m~+a = 1.00 : 1.20 : 1.15. This coincidence implies that the oscillations 

with F,a±a in Sr2Ru04 at the narrow angle region are ascribed to the CPO 

effect. 

Finally, similar sum and difference frequencies observed in K-(BEDT­

TTF)2Cu(NCS)2 are mentioned. The field dependence of the inter-plane 

resistance of K-(BEDT-TTF)2Cu(NCSh at 0.3 K is displayed in Fig. 4.13( a), 
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Figure 4.13: ( a)Shubnikov-de Haas oscillations observed in the inter-plane re­
sistance of K:-(BEDT-TTF)2Cu(NCS)2 at 0.32 K. The field direction is tilted 
by 12° from the normal direction to the conducting plane. The inset shows 
the high field behavior of the oscillations. Note that rapid oscillations due 
to the magnetic breakdown effect is visible above 14 T. (b )FFT spectrum 
derived from (a). In addition to the fundamental frequencies (Fa, Ff3), com­
bination frequencies ( Ff3- 2a, Ff3±a) are clearly recognized. 
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in which clear SdH oscillations are visible. In the FFT spectrum shown in 

Fig. 4.13(b ), in addition to the fundamental frequencies of Fa=659 T and 

F,e=3940 T, sum and difference frequencies are clearly recognized. Such 

combination frequencies have been reported in the dHvA effect [68, 69) and 

the SdH effect [70, 71, 72) in K-(BEDT-TTF)2Cu(NCS)2 and the dHvA effect 

[73) in a-(BEDT-TTF)2KHg(SCN)4 • Note that F.e+a is allowed but F,e-a is 

prohibited in the MB process. Therefore, it looks that F,e-a can be related 

to the CPO effect in a similar way as Sr2Ru04 • However, the interpretation 

of F,e-a in organic conductors is not so straightforward: the effective mass of 

F,e-a is quite different between the dHv A effect and the SdH effect, indicating 

the different origin of F,e-a. 

For the FS of K-(BEDT-TTF)2Cu(NCS)2 forming a MB network, the 

Stark quantum interference (SQI) effect [42, 7 4) giving F,e-a also becomes 

possible in transport measurements such as the SdH effect. The SQI effect 

occurs when there exists a possibility for the carries to take more than one 

path through the MB network to reach the same destination. The effective 

mass of F,e-a in the presence of the SQI effect is approximately given as 

m~-a rv m~- m~. This value is rather consistent with the effective masses 

of m~=2. 7m0 , m~=4. 7m0 , and m~-a=2.9m0 , evaluated in the present study 

shown in Fig. 4.14 and those by others [71, 72). Therefore, Harrison et al. 

[72) attempted to attribute the principal origin of F,e-a in the SdH effect 

of K-(BEDT-TTF)2Cu(NCS)2 to the SQI effect rather than the CPO effect 

based on their numerical calculation. On the other hand, the effective mass of 

F,e-a, derived by dHvA oscillations [69], is between m~ and m~ + m~ , being 

consistent with the calculation assuming N is constant [75, 76]. Therefore, 

F,e-a in the dHv A effect seems to be due to the CPO effect. This view is 

also supported by the full-quantum-mechanical calculation with a realistic 

tight-binding model based on the band calculation [77, 78]. 
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In contrast to K:-(BEDT-TTF)2Cu(NCS)2, Sr2Ru04 possesses isolated 

FSs in the reciprocal space. This situation makes it possible to discuss the 

results more clearly, since there is no possibility of the MB effect or the SQI 

effect. Moreover, another possibility of the MI effect can be ruled out accord­

ing to the effective mass. To the best of our knowledge, the present results 

are the first demonstration of the clear CPO effect in Q2D conductors with 

independent cylindrical FSs. 

4.4 Resistance peak under in-plane magnetic 
fields 

4.4.1 Resistance peak in organic conductors 

A resistance peak centered in the field direction parallel to the conducting 

plane was observed in organic conductors such as /1-(BEDT-TTF)2IBr2 [57], 

K:-(BEDT-TTF)2Cu2(CN)3 [79], and /1-(BEDT-TTFhh [80]. Although it 

was first attributed to the effect of open orbits [57], the origin has been found 

to be of topological one based upon the fact the peak width is invariant 

with the field strength. It should be also noted that the resistance peak 

exhibits anisotropy within the conducting plane, although the width of 4"'5° 

is almost independent of the field orientation within the conducting plane 

as shown in Fig. 4.15. A numerical calculation assuming a simple energy 

band reproduced experimental features fairly well [80) but it was not able to 

explain the anisotropic behavior of the resistances peak within the conducting 

plane. 

4.4.2 Resistance peak in Sr2Ru04 

We found a similar peak in Sr2Ru04 in addition to the clear AMRO [60]. 

It exhibited more dramatic anisotropy within the conducting plane showing 

four-fold symmetry with regard to cP compared to that in organic conductors. 
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In this section, the resistance peak in Sr2Ru04 together with the transverse 

magnetoresistance are presented. 

Figure 4.16 shows the angle dependence of the magnetoresistance in the 

vicinity of 8=90° for various cp values at 1.5 K and 15 T. The peak was most 

prominent in the direction of c/J=45°, while it becomes almost invisible near 

c/J=0°. The peak height increased with the field strength, but the peak width 

was invariant for the fixed cp, similar to the resistance peaks observed in the 

organic conductors (79, 57, 80]. 

The cp dependence of Pc values at the peak maximum ( 8=90°) and that 

at 8=88°, away from the peak region, at 1.5 K under 15 T derived from Fig. 

4.16 are shown in Fig. 4.17. The difference in the radial distance represents 

the peak height. The peak height at c/J=45° reached 40% of the background 

magnetoresistance. The peak intensity varied drastically, exhibiting a four­

fold symmetry with respect to cp. 

It is interesting to know how Pc depends on the field strength at the peak 

positions. Figure 4.18 shows the field dependence of Pc for magnetic fields 

in the (110] (8=90°,c/J=45°) and (100] (8=90°,c/J=0°) directions, and that for 

a field tilted away from the (110] direction by 5° (8=85°, c/J=45°). The ratio 

fl.pc/ Pco at 33 T (Pco ~0.4 mf!cm is the zero-field inter-plane resistivity at 

1.5 K, and fl.pc is the increment by the field) reached rv80 and rv20 under 

magnetic fields parallel to the (110] and (100] directions, respectively. The 

magnitude of the magnetoresistance as well as its anisotropy within the con­

ducting plane, Pc(H IIllO)/ Pc(H 11100) rv4, was found to be huge compared 

to that of other layered conductors. 

The temperature dependence of the magnetoresistance was negligible be­

low 1.5 K, as demonstrated in Figs. 4.19(a) and 4.19(b). It remained almost 

constant under 10 and 20 T but showed a slight increase under 33 T toward 

zero temperature. These results imply that the increase in Pc with the in-
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Figure 4.17: Polar plot of the Pc values at the peak maximum (8==90°) and 
at 8 ==88°, away from the peak region, at 1.5 K and under 15 T, which are 
represented by solid and open circles, respectively. The difference in the 
radial distance for given ¢> corresponds to the peak height for each ¢;. 
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crease in field was not a result of the confinement of orbital motion within 

the conducting plane [81] but that of the dynamics of metallic electrons. 

As shown in Fig. 4.18, Pc(H II 100) was almost proportional to the 

field strength up to 33 T, while Pc(H IIllO) showed superlinear dependence 

(""' Hl.6
) in the broad field region. It should be noted that Pc(H IIllO) exhib­

ited a sharp resistance peak centered in the parallel field direction ( 8=90°), 

as shown in the inset of Fig. 4.18, while Pc(H II 100) did not show such de­

pendence. It is also noteworthy that Pc showed linear field dependence for the 

field slightly tilted from the (110] direction (8=85°), as shown by the middle 

curve in Fig. 4.18. The difference between Pc(H IIllO) and Pc(H ll -100) in­

dicates that the field dependence of Pc at 8=90° strongly depends on whether 

or not the resistance peak exists. 

4.4.3 Origin of the anisotropy in the resistance peak 

As a probable origin of the resistance peak as shown in Fig. 4.16, a model 

that attempts to explain such peak structure on the basis of small closed 

orbits appearing at the side surface of a Q2D FS has been given by Hanasaki 

et al. [80]. They reproduced a resistance peak by numerical calculation 

of the conductivity tensor, in which an isotropically warped cylindrical FS 

represented by an energy dispersion t:( k) as 

1i2 
t(k) = 

2
m* (k; + k~)- 2tj_ cos(dkz) (4.12) 

was assumed, where m* is the effective mass, t1_ is the inter-plane transfer 

integral, and d is the length that determines the modulation period of a 

Q2D FS in the kz direction. The period d is equal to the inter-plane lattice 

parameter for a simple case, but is an integer multiple of the inter-layer 

distance c/2=0.64 nm for Sr2Ru04 as described in Section 4.1 because the 

unit cell contains two layers. Small closed orbits relevant to the resistance 

peak appear in a narrow angle region centered at B=90° with the width !3..8 
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as 

b,.() = 4tl.d' 
hvF 

( 4.13) 

where VF is the in-plane Fermi velocity. In this case, due to the isotropic 

energy dispersion within the conducting plane, the resistance peak is inde­

pendent of the in-plane field orientation. 

For Sr2Ru04 , the peak characteristics change notably with ¢, being in­

consistent with the above-mentioned simple model. The anisotropic behavior 

can be partly ascribed to the squareness of the FS cross-section, but even if 

the FS is not a cylinder with a circular cross-section, small closed orbits can 

exist for magnetic fields applied in any direction within the conducting plane 

as long as t.1. is constant, and therefore, the resistance peak should appear 

in any in-plane direction. To explain the observed in-plane anisotropy, it is 

necessary to introduce an in-plane anisotropy in t .1., as described below. 

When a magnetic field is applied precisely parallel to the conducting 

plane, most of the orbits become open, with the carriers oscillating back and 

forth in a direction normal to the conducting plane with the frequency [82] 

w(kx, ky) as 

(4.14) 

where vF(kx, ky) is the in-plane Fermi velocity at the FS specified by (kx, ky) 

within the conducting plane, and 'ljJ is the angle between H and VF(kx, ky)· 

The carriers at the FS portion with 'ljJ ""'90° are forced to move quickly along 

the cylindrical axis, an<;! the time-averaged group velocity f~oo vz(k(t))et/T /r dt 

becomes small, contributing less dominantly to the inter-plane conductivity 

where Vz = (1/h)8t.(k)/8kz and Tis the scattering time. On the other hand, 

at the FS portion near 'ljJ ""'0°, in which w(kx,ky) is significantly reduced, 

the carriers travel slowly in the kz direction, and their group velocity has a 

finite value. The finite averaged value dominates the inter-plane conductivity 

within the limit of WeT >>1. In other words, the magnetoresistance in the 
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high field applied parallel to the conducting plane is determined by the FS 

portion near 'ljJ I"V 0°. Therefore, the anisotropic behavior of the inter-plane 

magnetoresistance at 0=90° can be attributed to the local warping of the 

cylindrical FS, leading to the anisotropy of t1.. 

Since there are three FS branches in Sr2Ru04 , the question arises as to 

which FS branch is relevant to the resistance peak. Based upon the fact 

that the peak width is proportional to t1. as represented by eq. ( 4.13), the 

estimated value of t1. I"V 2 K for the a branch [66] cannot explain the broad 

peak width of ~B I"V4o and the survival of the resistance peak even at 10 

K, whereas the peak width corresponding to t 1. ""16 K for the (3 branch is 

~B I"V5°, comparable to the observed peak width at ¢=45°. Thus, we consider 

that the feature is dominated by the (3 branch, although minor contributions 

from the a branch cannot be ruled out. 

The in-plane anisotropy of t1. was previously proposed by Hill [83] to 

explain the cyclotron resonance in organic conductors by assuming ( dxx+dyy)­

type symmetry. For Sr2Ru04 , the prominent peak for the field in the [110] 

direction indicates that the (3 branch is most corrugated in this direction, 

while the absence of a resistance peak in the [100] direction is due to the 

absence of small closed orbits in this direction. This result is supported by 

dHvA effect by Bergemann et al. [61]: they obtained a similar results with 

regard to the warping pattern of the (3 branch based on the angle dependence 

of the beat frequency. However, the anisotropy of t 1. should not be too 

prominent, otherwise AMRO pattern depends notably on ¢ in contrast to 

the observed one. 

4.4.4 Field dependence of the inter-plane resistivity Pc 

Concerning the inter-plane resistivity for a magnetic field along the con­

ducting plane, a linear field dependence in a certain field region has been 
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proposed independently by Lebed et al. [84], Peschansky [85] and Schofield 

et al. [86]. They calculated the inter-plane resistivity of a Q2D metal un­

der in-plane magnetic fields on the basis of the Bloch-Boltzmann equation. 

Due to open orbits, a linear field dependence in the intermediate field range 

(1 < WeT < ~ ) followed by quadratic behavior in the high field limit 

(weT > ~) was found for a simple energy band represented by eq. ( 4.12). 

Note that the effect of small closed orbits were not taken into account in these 

calculations. A similar result has been obtained by Moses and McKenzie [87] 

for a weakly incoherent transport model, though a crossover to quadratic 

behavior was not shown. 

Taking into account that WeT reaches rv4 at 33T and 50 mK while~ is 

greater than than 10 for the f3 branch, the linear field dependence is expected 

to be up to 33 T for both Pc(H 11100) and Pc(H IIllO). Indeed, Pc(H 11100) 

depends almost linearly on the field strength up to 33 T as recognized in 

Fig. 4.18, which is consistent with the above-mentioned models. Whereas, a 

superlinear field dependence was observed for Pc(H IIllO), which showed the 

sharp resistance peak. It is not likely that this result reflects the high field 

behavior, since the condition ~ < WeT showing a quadratic field depen­

dence is not satisfied. The uncertainty in t 1_ cannot reduce the value of ~ 

below that of WeT even if we take into account the anisotropy in t1_. Hence, 

the difference between Pc(H IIllO) and Pc(H 11100) cannot be understood in 

the framework of the above theories [84, 85, 86], and another explanation is 

needed. It should be noted that Pc( H IIllO) with the superlinear dependence 

showed a peak at 0=90°, while Pc(H II 100) did not. A similar relation is 

also demonstrated by the difference between Pc(H IIllO) and Pc for a tilted 

field from the [110] direction (B = 85°), as shown in Fig. 4.18. This implies 

that the resistance peak is essential for the superlinear dependence. This 

result is incompatible with the Peschansky model [88] in which a linear field 

82 



dependence at the resistance peak is expected. On the other hand, the con­

tribution from small closed orbits relevant to the resistance peak may explain 

the deviation from the linear field dependence. 

4.5 Shubnikov-de Haas oscillations with un­
usual angle dependence 
in K:-(BEDT-TTF)2Cu2(CN)3 

4.5.1 Introduction 

The organic superconductors K-(BEDT-TTF)2X have attracted much at-

tention due to high superconducting transition temperature Tc. These corn­

pounds consists of alternating stacks of highly conducting layers of dirnerized 

BEDT-TTF molecules and insulating layers of counter anion. Among them, 

K-(BEDT-TTF)2Cu2( CN)3 is worth noting since it is considered as a Mott 

insulator , similar to K- (BEDT-TTF)2Cu[N(CN)2]Cl, the organic supercon­

ductors with the highest Tc. However, the electronic structure of K-(BEDT­

TTF)2Cu2(CN)J was not known so far, and therefore we carried out FS 

measurements under pressure. 

Figures 4.20 illustrates the temperature dependence of the inter-plane re­

sistance for K-(BEDT-TTF)2Cu2( CN)J at several pressure values. The tern­

perature dependence shows that K-(BEDT-TTF)2Cu2(CN)J is semiconductor 

at ambient pressure with an activation energy of rv50 me V in the temperature 

region above 100 K and rv30 meV below 100 K. Under pressure, a nonmetal­

metal transition undergoes, followed by a superconductivity transition. The 

Tc, the highest value of which was 3.9 K under rv0.6 kbar, decreased with 

t he applied pressure value with -dTc/ dP rv2-3 K/kbar. A resistance hump 

was shifted to higher temperature region with increasing pressure but it was 

fully suppressed when the sample was pressurized to 7.0 kbar. The residual 

resistance ratio reached 103 under pressure, indicating high quality of the 
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Figure 4.20: The temperature dependence of the inter-plane resistance for 
K-(BEDT-TTF)2Cu2(CNh at various pressure values. 
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used sample. 

The electronic structure was investigated through the observation of AMRO 

under pressure [79]. The magnetoresistance showed clear oscillations as a 

function of the polar angle () with tan() periodicity, and the observed FS, as­

signed to the (3 orbit, is rather consistent with the calculated [18] , as shown 

in Fig. 4.21. 

Regarding SdH oscillations, however, new SdH oscillations with a small 

frequency of rv120 Twas observed in rc-(BEDT-TTF)2Cu2(CN)3 under pres­

sure in addition to the one consistent with the calculated FS [89]. The angle 

dependence of the frequency was inconsistent with that expected for a Q2D 

cylindrical FS. In this section, the anomalous behavior is discussed in relation 

to the origin of the slow quantum oscillations. 

4.5.2 Results : Rapid and slow quantum oscillations 

Figure 4.22 shows the magnetoresistance for the field perpendicular to the 

conducting plane under 7.6 kbar at 1.5 K. Two types of oscillations were 

distinguished: slow oscillations appearing above rv8 T, and rapid oscillations 

superimposed on the slow one above ""15 T. When the peak positions of these 

two oscillations were plotted in the scale of an inverse magnetic field, the 

linear relationship between them was found for respective oscillations. This 

fact indicates that these two oscillations can be identified as SdH oscillations. 

Fast Fourier transform (FFT) processing shows the oscillation frequencies of 

120±20 T for the slow oscillations, and 3780±90 T for the rapid one as shown 

in Fig. 4.23. Any higher harmonic or linear combination of them was not 

observed. Another peak-like structure was found around rv800 T in the FFT 

spectrum. We are tempted to assign the oscillatory component to the 2D 

hole-like a-orbit though the oscillation amplitude was rather weak and the 

frequency was slightly larger than the calculated value of 590 T. 
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Figure 4.21: Polar-angle () dependence of the magnetoresistance for K­

(BEDT-TTF)2Cu2(CNh under (a) 7.0 kbar and (b) 2.1 kbar at 1.4 K under 
a magnetic field of 15 T. ¢was set to be 195° for both pressure values. The 
broken lines displayed in (c) represent the first Brillouin zone and the FS 
contour calculated with room-temperature crystallographic data at ambient 
pressure. The solid circles and open squares denote the kY;ax) mapping de­
termined by the AMRO periods under 7.0 and 2.1 kbar, respectively. (see 
text) 
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Figure 4.22: In-plane magnetoresistance of K-(BEDT-TTF)2Cu2 (CN)3 at 1.5 
K under 7.6 kbar. Magnetic field was applied perpendicular to the conducting 
plane. The inset shows the rapid oscillation observed in a high magnetic field 
range between 15 T and 17 T. 
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The oscillation frequencies varied with the polar angle () as shown in Fig. 

4.24. For a Q2D FS, the angle dependence of the frequency is given by 

F(B) = _!i_, 
cos() 

(4.15) 

where F0 corresponds to the oscillation frequency at B=0°. For the rapid 

oscillations, the SdH signals observed in the angle region ranged from -20° 

to +30° obey the above 1/cosB law. F0 corresponds to 97% of the first 

Brillouin zone (BZ) area calculated by the room-temperature crystallographic 

parameters. The rapid oscillations correspond to the cylindrical FS called 

the /1-orbit, realized by connecting the 1D and 2D parts. This result is in 

agreement with the FS obtained by AMRO at the same pressure. 

In contrast to the rapid oscillations, the SdH frequency of the slow oscil­

lations decreased with the magnetic field tilting from B=0°. Such behavior 

was confirmed for the field configurations with ¢;=0° , 40° , 90°, and 150°, 

where ¢; denotes the azimuthal angle measured from the c axis in the con­

ducting plane. The slow oscillations for I () 12::20° were obscured due to the 

limited number of local maxima associated with the undulation as shown 

in Fig. 4.25. For instance, at B=-23.4° ( ¢;=90° ), its oscillation frequency 

was rv40 T and only three local maxima were observed. At higher angles 

with a smaller frequency, we cannot rule out the uncertainty in determining 

the field corresponding to the resistance peak, since the background magne-

toresistance substantially changed with 0. It should be noted that the used 

magnetic field up to 17 T was not strong enough to cover the oscillations 

with a frequency of less than 30 T. The cross-sectional area corresponding to 

the slow oscillations at B=0° was estimated to be 3.0% of the first BZ area, 

which is only one-fifth of that of the a-orbit. Hereafter the relevant orbit is 

designated as the 1-orbit. 

From the temperature dependence of the oscillation amplitude, the effec­

tive mass can be derived according to ln( A/T) versus T relation [42] where 
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Figure 4.25: Landau index versus the inverse magnetic field giving a resis­
tance peak for the slow oscillations at various polar angles () for </>=90°. The 
slope of the solid line provides the oscillation frequency. 

A is the oscillation amplitude and T is temperature. The slow and rapid 

oscillations were observed up to "'4 K and "'2 K, respectively. The effec­

tive masses evaluated for the /3- and 1- orbits at B=0° were mf3 ~ 4m0 and 

m1 ~ 0.5m0 , respectively, where m0 represents the free electron mass. 

4.5.3 Discussion 

Similar slow oscillations with anomalous angle dependence were reported in 

/3-(BEDT-TTF)2IBr2 [57]. The result was tried to be explained in terms of a 

multi-connected FS, where the cylindrical FSs were bridged with complicated 

thin channels [57]. In such a case, however, the azimuthal angle</> dependence 

should depend notably upon whether or not the plane formed by varying () 

contains the bridging channels. Taking into account the relatively weak </> 

dependence and strong () dependence, we can assume a flat ellipsoid with 

the shortest diameter along the normal to the conducting plane as a simple 

model. In this case, the angle dependence of the oscillation frequency, F( B), 
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is represented as 

(
cos 0) 

2 

+ (sin 0) 
2 

F1_ F11 
(4.16) 

where F 1_ and F11 denote the oscillation frequency at angles 0=0° and goo, 

respectively. The ratio of F1_j F11 evaluated by the fitting are 6.4 and 4.7 

for ¢=150° and goo, respectively. The rapid decrease of the oscillation fre­

quency is qualitatively explained based upon this simple model. However, 

a discrepancy of the experimental results cannot be neglected as shown in 

Fig. 4.24, indicating complexity of the FS. The presence of similar 3D FSs 

in 0-(BEDT-TTFhh [go] was also reported. 

Figure 4.26 shows the pressure dependence of the FS cross-sectional ar­

eas (S.n Sf3) normalized by the value at 7.6 kbar for slow and rapid oscil­

lations. The AMRO results giving the ,8-orbit are also displayed together. 

The pressure dependence for the ,8-orbit is rather consistent with the results 

for the other ~-type salts [g1, g2]. On the other hand, the slow oscilla­

tions observed above 3.3 kbar shows the pressure dependence represented by 

d ln(S.J/dP=(4.5±0.g)x10- 2/kbar, several times larger than that for the 

,8-orbit. This coefficient is rather large even if we take into account of an 

empirical tendency that the FS with a smaller cross-sectional area is more 

sensitive to the applied pressure. Then we consider that the strong pres­

sure dependence is due to the difference in the origin between the 1-orbit 

and the ,8-orbit based upon the following fact. From the X-ray analysis, we 

found that there exist shorter contacts between a sulfur atom of BEDT-TTF 

molecule and a carbon or nitrogen atom in the anion layer than the sum of 

each van der Waals radius [g3]. This suggests that if the energy levels of 

HOMO or LUMO of the atoms are close to the Fermi energy, a small but 

finite transfer matrix element between sulfur and carbon or nitrogen may 

result and form a small FS which is not predicted by the band calculation 

neglecting the inter-plane interaction. Such inter-plane interaction via the 
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Figure 4.26: Pressure dependence of the cross-sectional areas normalized by 
the value at 7.6 kbar, which are obtained from the SdH oscillations corre­
sponding to the ,8-orbit (solid rectangle) and the 1-orbit (solid circle), and 
from the AMRO meas_urement yielding the ,8-orbit (open rectangle). Solid 
lines show the result of least-square fitting. 
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anion layer can modify the energy dispersion in the inter-plane direction. The 

strong pressure dependence of the cross-sectional area of the {-orbit may be 

understood in terms of the drastic enhancement of transfer integral due to 

the reduction of inter-plane spacing by pressure. 

4.6 Conclusion of Chapter 4 

We have demonstrated in Section 4.1 that AMRO can be observed in the 

layered oxide superconductor Sr2Ru04 as well as in organic conductors and 

the derived FS is found to be fairly consistent with the band calculation. In 

contrast to organic conductors, however, some ambiguity in the assignment 

are left due to the existence of independent three FS branches. Besides, the 

oscillation pattern of AMRO in the higher angle region deviates from the 

calculation based upon a simple energy band [41], although that in organic 

conductors looks very similar. 

In addition to the AMRO, a sharp resistance peak exhibiting a notable 

dependence on ¢ was observed at 0=90° in Sr2Ru04 , as presented in Section 

4.3. To explain such anisotropic peak behavior, which is incompatible with 

the model based on a simple energy band, we point out that the anisotropy 

of tl. should be included. This inclusion is supported by the fact that the 

magnetoresistance at B rv90° will be strongly affected by the local shape 

of the FS. The most prominent peak at ¢=45° suggests that the strongest 

corrugation of the {3 branch exists in the [110] direction. Moreover, the field 

dependence at the resistance peak was found to be different from that outside 

of the peak, suggesting a different origin of the magnetoresistance at the peak 

position from that at the background. In addition, these features imply that 

the anisotropy within the conducting plane cannot be neglected at all for a 

thorough understanding of Sr2Ru04 . 

Concerning quantum oscillations in Sr2Ru0 4 , in Section 4.2 we reported 
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new oscillatory components with the sum and difference frequencies in the 

narrow angle region near the Yamaji angle satisfying the condition for the a 

and {3 branches to behave as almost 2D systems. Taking into account that 

such sum and difference frequencies have been theoretically pointed out in 

pure 2D systems, the angle dependence of those oscillation frequencies can 

be explained as a result of dimensional crossover from Q2D to 2D by angle 

inclination. Based upon the temperature dependence of the amplitude of the 

oscillations, the evaluated effective masses are not simple sum of respective 

effective massed, but are less than the summed value. Therefore, we conclude 

that the sum and difference oscillatory components appear as result of the 

CPO effect rather than the MI effect. The emergence of those frequencies im­

plies that standard Lifshitz-Kosevich formula assuming a constant chemical 

potential J-l breaks down and that physically strict treatment of the system 

assuming constant electron number becomes significant at such angles. 

In Section 4.4 we presented a new type of slow quantum oscillations found 

in ~-(BEDT-TTF)2 Cu2 ( CN)3 under pressure. The angle dependence of the 

slow oscillations is anomalous in the sense that it has a sharp maximum 

at 8=0° regardless of the azimuthal angle </;, indicating that the relevant 

FS is not 2D but 3D. It is also noteworthy that the cross-sectional area 

corresponding to the slow oscillations is much more sensitive to pressure than 

the 2D cylindrical one. Taking account of the detailed X-ray experiments, 

these results imply that the electronic role of the anion layers cannot be 

neglected even if the fraction is not large. This requires that the paradigm 

of the conventional FS based upon the two-dimensionally aligned 7r-electron 

donor molecules should be extended to include the electronic contribution 

from the anion molecules. 
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Chapter 5 

Two-Dimensional 
Superconductors under 
In-Plane Magnetic Fields 

5.1 Upper critical field of ~-(BEDT-TTF)4Hg2.89Br8 
under in-plane magnetic fields 

5.1.1 Introduction 

The organic s~perconductor x:-(BEDT-TTF) 4Hg2_89Br8 is of a layered struc­

ture consisting of alternate stacking of the layers of BEDT-TTF molecules 

and those of Hg2.89Br8 anion. The 1r-electrons at the central part of BEDT­

TTF molecules serve for the electrical conduction, while the insulating Hg2.89Brs 

layers separate the conducting layers [16). The spacing between the conduct­

ing sheets reaches 1.8 nm, resulting in pronounced two-dimensionality in 

the normal and superconducting states. The ratio of the in-plane coherence 

~1. (nm) ~II (nm) ~Ill ~1. 
x:-(BEDT-TTF)4Hg2.s9Brs [94) 0.8 17 21.3 
x:-(BEDT-TTF)2h [95] 1.1 41 37 
x:-(BEDT-TTF)2Cu(NCS)2 [96] 0.31 2.9 9.4 
x:-(BEDT-TTF)2Cu[N(CN)2]Br [96) 0.58 2.3 4.0 

Table 5.1: The in-plane (~II) and inter-plane (~1.) coherence length for x:-type 
BEDT-TTF salts . 
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length ell to the inter-plane coherence length e1. is presented in Table 5.1. 

For BCS superconductors with singlet paring, superconductivity is sup­

pressed by an excess of the spin polarization energy over the condensation 

energy. The boundary is known as the Chandrasekhar-Clogston limit or Pauli 

paramagnetic limit Hp [2, 3]. With regard to the organic superconductor /1,­

(BEDT-TTF)4 Hg2.89Br8 , it was found that the upper critical field Hc2 along 

the conducting plane exceeded the Pauli limit value calculated for a weak-

coupling BCS model by more than two times as far as measurements were 

carried out in the magnetic field less than 15 T and in the temperature region 

higher than 1.5 K [94, 97], as shown in Fig. 5.1. In such field orientation, the 

orbital depairing effect is suppressed due to the heavy effective mass in the 

inter-plane direction, while the spin effect starts to play a key role in Hc2 • The 

above interesting result urges to know the Hc2 behavior at lower tempera-

tures, that is, whether it exhibits either positive or negative curvature against 

the temperature variation, in relation to the Fulde-Ferrell-Larkin-Ovchinikov 

(FFLO) sate. In this section, we present a detailed Hc2 study under magnetic 

fields applied parallel to the conducting plane and discuss possible mecha­

nisms of the enhancement of Hc2 in 11,-(BEDT-TTF)4Hg2.89Brs. 

5.1.2 Results : Superconducting transition in mag­
netic fields 

The temperature dependence of the in-plane resistance is shown in Fig. 5.2. 

During the measurement of the temperature dependence, resistance jumps 

were frequently observed upon cooling. In order to suppress such jumps 

we applied weak pressure to the sample by coating with grease, which may 

provide the pressure of rv300 bar. The in-plane resistance decreased rather 

monotonically but the curvature varied slightly from sample to sample, pre­

sumably due to different cooling rates. The broadness in the transition to 
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Figure 5.1 : Temperature dependence of Hc2 parallel to the conducting plane 
in K-(BEDT-TTF)4Hg2.s9Brs reported by Lyubovskii et al. [97]. 
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Figure 5.2: The temperature dependence of the in-plane resistance of K­

(BEDT-TTF)4Hg2.89Br8. The sample was coated with grease so as to sup­
press resistance jumps. 
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the superconducting state was somewhat varied depending on samples. 

The two-dimensionality is demonstrated by the angle dependence of the 

in-plane resistance under a magnetic field as shown in Fig. 5.3. The super­

conductivity was suppressed for the magnetic field of 15 T applied perpen­

dicularly to the superconducting plane but it revived in a wide angle region 

centered at 0=90°. 

Figure 5.4 shows the temperature dependence of the in-plane resistance 

in the transition region under magnetic fields applied parallel to the con­

ducting plane with an accuracy of ±0.1 °. The results were obtained for the 

field direction along the b (short-diagonal) axis within the conducting plane 

and for the direction deflected by 45° from the b axis. In the absence of 

a magnetic field, the transition curve was rather broad and the transition 

width reached 2 K centered at 5.0 K. Presumably this is due to a supercon­

ducting fluctuation effect characteristic for low-dimensional superconductors 

and/ or inhomogeniety of the samples. It is notable that the transition be­

havior shifted to the low temperature side almost parallel with increasing 

the magnetic field up to 15 T. We confirmed that a similar magnetic field 

dependence was observed for the field orientation along the a (long-diagonal) 

axis. 

When a magnetic field was applied perpendicularly to the superconduct­

ing plane, the transition behavior became too dull to determine the charac­

teristic temperature as shown in Fig. 5.5, as has been widely found in highly 

2D systems due to the thermal fluctuation effect. Therefore it is misleading 

to determine the characteristic transition temperature for this field orienta­

tion. However, it should be noted that superconductivity was completely 

suppressed under the magnetic field of 15 T. 

It is quite interesting to find up to how high field the superconductivity 

survives. For this purpose we carried out resistance measurements at 0.5 K 
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Figure 5.3: The angle dependence of the in-plane resistance under the mag­
netic field of 15 T measured at 1.5 K for sample #1. (} = 0° corresponds to 
the direction perpendicular to the layer plane while (} = 90° corresponds to 
the direction parallel to the plane along the b axis. 
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Figure 5.4: The temperature dependence of the in-plane resistance in the 
superconducting transition region for sample #1. The magnetic field up to 
15 T was applied parallel to the conducting plane along the direction of the 
b (short-diagonal) axis of the sample (denoted by dots) and that along the 
direction deflected by 45 ° from the b axis (closed circles). 
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Figure 5.5: The temperature dependence of the in-plane resistance in the 
superconducting transition region for sample #1. The magnetic field up to 
15 T was applied perpendicular to the conducting plane. 
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with use of a 27-T magnet at the High Magnetic Field Laboratory, Institute 

for Material Research at Tohuku University. Figure 5.6 shows one of the 

results exhibiting the angle dependence of the resistance in the magnetic 

field of 20 T and 24 T at 0.5 K. It showed a broad resistance dip centered at 

0=90° even at 24 T, which was ascribable to superconductivity. The result 

demonstrates that the resistance drop at 0=90° under 20 T and 24 T was 

almost 50% and 10% of the value at 0=0°, respectively. 

The temperature dependence of Hc2 under in-plane magnetic fields 1s 

summarized in Fig. 5. 7. The Hc2 values were evaluated in two ways: one 

is the value at the midpoint of the resistive transition and the other is the 

value at 90 % of the resistivity in the normal state. The results for the field 

parallel to the a axis are presented together with those for the field along the 

b axis. The Hc2 evaluated at 0.5 K indicates a tendency of saturation rather 

than negative curvature. 

5.1.3 Discussion 

First, we compare the Hc2 behavior with that of other organic supercon­

ductors. It is remarkable that the Hc2 of ~-(BEDT-TTF)4Hg2.89Br8 grew 

rapidly with decreasing temperature, but was strongly suppressed below 3 

K, as shown in Fig 5.8. The initial slope -d(J-LoHc2 )/dT)T=Tc of rv10 T/K 

is three times larger than that for the compounds with a similar Tc. This 

result indicates strong suppression of the orbital depairing effect in this com­

pound. It is also interesting to note the correlation between Tc and the initial 

slope in these organic superconductors, irrespective of the type of the crystal 

structure: organic superconductors with higher Tc have a tendency to ex­

hibit a larger value of the initial slope near Tc. The characteristics of the Hc2 

behavior are summarized in Table 5.2. 

As demonstrated in Section 1.4, the effect of orbital motion is substan-
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Figure 5.6: The angle dependence of the resistance under the magnetic field 
of 20 T and 24 T and at 0.5 K for sample #2. 
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Figure 5.7: The temperature dependence of the Hc2 determined at the mid­
point of the resistive transition ( 0 for sample #1 and D for #2) and that 
determined at the 10 % decrease (6 for #1 and<> for #2) from the normal 
resistance under the in-plane magnetic field. The open marks denote the 
data obtained for the field along the a axis, while the closed marks denote 
those along the b axis. 

105 



-1--C\1 
(.) 

I 
0 

::t 

30 

K-Cu(NCS)2 

K-Cu[N(CNh]Br 

5 
Temperature (K) 

10 

Figure 5.8: Curves of the temperature dependence of Hc2 under in-plane 
magnetic fields for X-(BEDT-TTF)2Y salts (X-Y = K-Cu[N(CN)2)Br, K­

Cu(NCSh, a-NH4Hg(SCN)4, ,8-IBr2, ,8-13, ,8-Aul2) and .X-(BETS)2GaCl4 to­
gether with the present results shown in Fig. 5. 7. Data are taken from Refs. 
[98)-[1 05). 

-d(J-LoHc2) / dT (T /K) )-loHc2(0) (T) Tc (K) 
,B-(ET)2I3 [98] 3.2 15 7.1 
,8-(ET)2IBr2 [99] 1.4 - 2.3 
,8-(ET)2Aul2 [100) 1.7 - 4.0 
K-(ET)4Hg2.s9Brs [101) 10 24.5 5.8 
K-(ET)2Cu(NCSh [102) 8 30 9.5 
K-(ET)2Cu[N(CN)2]Br [103] 14 >14 11.0 
a-(ET)2NH4Hg(SCN)4 [104] 8 - 0.76 
.X-(BETS)2GaC14 [105] 3.6 13.5 6.0 

Table 5.2: Hc2 (0) and -d(J-LoHc2 )/ dT near Tc under in-plane magnetic fields 
for several types of organic superconductors. 
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tially reduced in this configuration and the effect of spin polarization works 

to determine the Hc2 in the low temperature region. Then the results can be 

compared to a simple expression of Hp(O) (Hp at zero temperature) based 

upon the weak-coupling BCS model, which is given by the following equation, 

(5.1) 

where J-loHp and Tc are given in a unit' of Tesla and Kelvin, respectively. The 

evaluated J-loHP becomes 9.2 T with Tc = 5.0 K determined at the midpoint 

of the resistive transition. The observed J-loHc2 of 19.5 Tat 0.5 K as displayed 

in Fig. 5.7 indicates that J-loHc2 reaches 2.1 times of J-loHp. On the other 

hand, when we focus on the onset point, the observed value of J-loHc2 =24.6 

T is also 2.1 times of the evaluated J-loHP = 11.4 T with Tc=6 K. 

To account for the enhancement of the observed Hc2 over Hp, an appear­

ance of the superconducting phase called the FFLO state has been consid­

ered in low-dimensional superconductors in the high field region close to Hc2 

[106, 107, 108]. In the FFLO state, Cooper pairs are formed between (k, 

t) and ( -k+q, -!-) on FSs displaced by the Zeeman energy, with a spatially 

modulated order parameter .6.( r) being proportional to exp( iq · r ). In fact, 

an experimental data ascribable to such mechanism has been reported in 

x:-(BEDT-TTF)2Cu(NCSh [109] according to magnetization measurements. 

Anomalous behavior of x:-(BEDT-TTF)2Cu(NCSh shown in Fig 5.8 is also 

thought to be a result of the new superconducting state. In the present result 

of x:-(BEDT-TTF)4Hg~.89Br8 , however, Hc2 did not show negative curvature 

down to 0.5 K, indicating the absence of the FFLO state. 

As a possible reason, we can point out that the FFLO state expected 

for clean type-II superconductors is violated by defects or randomness. The 

present material is considered to contain randomness originating from the 

incommensurate Hg concentration and internal strain. This view seems to 

be supported by the absence of quantum oscillations in magnetic fields up to 
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27 T at 0.5 K. A possibility of a triplet superconductor is also unlikely due 

to a similar reason that unconventional superconductivity is dramatically 

suppressed by nonmagnetic impurities or disorders. 

With respect to the estimation of Hp it is pointed out that eq. (5.1) is 

based upon the weak-coupling BCS model. Hence, Hp can be large in the 

BEDT-TTF salts for which the sign of strong coupling has been reported 

(110] according to scanning tunneling spectroscopy. 

On the other hand, Hc2 can be substantially enhanced by strong spin­

orbit coupling [111]. In such situation, Hc2(0) is replaced with the value 

multiplied by 0.602( T80Tc)-112 where T80 is the relaxation time of spin-orbit 

scattering. The effect of strong spin-orbit scattering was reported for the 2D 

superconductor TaS 2(pyridine)t;2 [112] where the TaS2 layer works as the 

superconducting plane and the pyridine layer serves as the insulating layer. 

Hence, Ta atoms efficiently behave as a spin-orbit scattering center. On the 

other hand, T80 value is evaluated to be rv 1 X 1 o-13 seconds in the present 

case. This value seems to be short to account for the observed Hc2 since the 

1r electrons serve the conduction stays in far position from Hg atoms, which 

can be a center of spin-orbit scattering, although the possibility cannot be 

ruled out. Therefore, more experiments are needed to establish a conclusive 

view on the enhancement of Hc2 in 1'\:-(BEDT-TTF)4Hg2.s9Brs. 
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5.2 Search for superconductivity recurrence 
in Sr2Ru04 

5.2.1 Introduction 

An increasing number of experiments have revealed that Sr2Ru04 is a p-wave 

superconductor with total spin moment of S=1, which has been theoreti­

cally proposed first by Rice and Sigrist [113]. Strong suppression of Tc by 

non-magnetic impurity of Aluminum [30, 38] has shown its unconventional 

superconductivity. Knight shift [36] is invariant both in the superconduct­

ing state and in the normal state, indicating triplet pairing of Cooper pairs. 

Moreover, broken time reversal symmetry of the superconducting gap [39] 

has been suggested by 11SR experiments. Other experiments [114, 115] also 

appear to support triplet pairing of Sr2Ru04 . 

Recently, Lebed and Yamaji [8] have developed a theory for superconduc­

tivity recurrence under high magnetic fields applied parallel to the conducting 

plane especially for the p-wave superconductor Sr2Ru04 and much attention 

has been paid to this new superconducting state realized by the localization 

effect of Cooper pairs within the conducting sheet. On the other hand, to 

verify this prediction experimentally, it is found that very low temperatures 

and high magnetic fields are needed according to the theoretically proposed 

phase diagram. In addition, it is essential to align the magnetic field so that 

the perpendicular component of the field does not exceed the critical field of 

the superconductivity. For example, 0.1 °-inclination of a field of 30 T off the 

conducting plane corresponds to perpendicular component of 0.05 T, which 

is comparable to the upper critical field of 0.075 T (116] for a field in the 

inter-plane direction. Therefore, precise control of the field orientation with 

an angle resolution of '"""'0.01 ° in high magnetic fields is needed. 

Bearing the above points in mind, we carried out resistance measurements 
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of the in-plane resistivity Pab in magnetic fields up to 33 T at 50 mK at the 

National High Magnetic Field Laboratory (NHMFL), USA for the purpose 

of searching for the superconductivity recurrence in Sr2Ru0 4 • From an ex­

perimental point of view, the search by measuring Pc seems to be technically 

easier, since the inter-plane resistance value is by one or two orders of mag­

nitude larger than the in-plane resistance at low temperatures. However, we 

focused the search for superconductivity recurrence on Pab, since the parallel­

field-current configuration for the longitudinal Pab measurements allowed us 

to exclude the additional dissipation due to the motion of Josephson-like 

vortices. 

5.2.2 Results : study i;n high fields up to 33 T 

The field dependence of Pab in the field parallel to the [110] direction, Pab(H II 
110), of Sr2Ru04 at 50 mK is shown in Fig. 5.9. We obtained the _result 

through setting the orientation by finding a dip under 1.5 T, as shown in 

Fig. 5.10, and then sweeping the field up to 33 T. The noise found in the low 

field region was due to the resistive magnet (note that Pab was measured at 

the level of sub-ttD and was hence more susceptible to noise than Pc)· The 

magnetoresistance measured through the use of a superconducting magnet 

was superposed in Fig. 5.9, and this magnetoresistance was consistent with 

the results obtained from measurements with the resistive magnet. Pab(H II 
110) depended weakly on the field below 10 T, but it grew notably above 

15 T without exhibiting saturation up to 33 T. It should be noted that the 

current direction in this case was almost parallel to the [110] direction, and 

hence the configuration was that for the longitudinal magnetoresistance. 

Since an accidental inclination of the sample during the field sweep could 

not be ruled out, the sample was inclined by ±10° in () at 33 T as shown 

in the inset of Fig. 5.9 to examine whether a resistive decrease due to su-
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Figure 5.9: Field dependence of Pab of Sr2Ru04 at 50 mK for a magnetic 
field in the [110] direction. The data taken in a different run in a field up to 
9 T with use of a superconducting magnet is also represented by the solid 
curve. The inset shows the polar-angle dependence of Pab near the parallel 
field orientation for c/>----:-45° at 33 T and 50 mK. The scattering of the data 
points represents the noise level. 
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Figure 5.10: Dip in Pab of Sr2Ru04 at 50 mK under 1.5 T due to supercon­
ductivity by inclination of the field direction near the conducting plane. The 
field orientation is defined by the polar angle () and the azimuthal angle ¢ as 
shown in the inset. 
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Figure 5.11: Field dependence of Pab of Sr2Ru04 for magnetic fields in the 
[100] and [110] directions at 50 rnK. 

perconductivity recurrence could be found. The 0 dependence of Pab near 

the parallel field direction was found to be weak; the value remained almost 

unchanged within the inclination of ±5° and no resistance drop was observed 

With regard to Pab(H II 100), the measurement with the 33-T resistive 

magnet was not successful due to a poor signal-to-noise ratio, presumably 

due to the lead wire arrangement. We show the results up to 9 T in Fig. 

5.11. Pab(H II 100) started to increase more strongly at lower fields than 

Pab(H IIllO). 

5.2.3 Discussion 

Recently, superconductivity recurrence in high magnetic fields for Q2D su­

perconductors has been theoretically proposed by Lebed and Yamaji [8]. 

Similar effects for QlD and Q2D superconductors have been proposed by 
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Figure 5.12: Possible magnetic field dependences of Tc proposed by Lebed et 
al. [8]. Curve A corresponds to the case of triplet pairing, while curves B 
and C correspond to the case of singlet pairing. Dotted curve D stands for 
the results of the Lawrence-Doniach model, whereas dotted curve E stands 
for the Ginzburg-Landau-Abrikosov-Gor'kov theory. 

several authors [117, 118, 119, 120, 121]. Indeed, a trace ascribable to such a 

mechanism has been found in the Q1D organic superconductors, (TMTSF)X 

(X= Cl04 , PF6 ) [122]. Lebed and Yamaji have extended their results for the 

Q1D case [117] to the Q2D case and have proposed a possible phase diagram 

for both singlet and triplet superconductors under magnetic fields applied 

parallel to the conducting plane, as shown in Fig. 5.12. For the triplet 

case, Hc2 increases upon cooling, followed by a slope change in dHc2/ dT at 

a certain temperature T*. In higher magnetic fields, Tc starts to increase 

again with sign change in dHc2/ dT, and the initial Tc may be restored in the 

high field limit due to the absence of a paramagnetic effect. For the singlet 

case, similar enhancement of Hc2 is also expected although whether or not a 

sign change in dHc2/ dT occurs depends on parameters such as t1... Distinct 

difference between the singlet and triplet cases is the existence of the Pauli 

limit Hp : Tc must be zero at H =Hp for the singlet case in contrast to the 

triplet case. Therefore, triplet superconductors are more favorable to the 

observation. 
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Such recurrence is induced by quantum effects on Cooper pairs, which 

has not been taken in the quasiclassical approach of Hc2 so far. As a result 

of shrinkage of orbital motion under in-plane magnetic fields, electron wave 

functions are localized within the 2D plane in high magnetic fields. Therefore, 

diamagnetic currents no longer destroy two-dimensionalized Cooper pair. 

For Sr2Ru04 , the absence of the paramagnetc effect in magnetic fields 

applied parallel to the conducting plane has been shown by the invariance of 

Knight shift [36]. Hence, superconductivity can recur in high magnetic fields 

even if the superconductivity is destroyed by quasi classical Hc 2 • The critical 

field H~ corresponding to the superconductivity recurrence is analytically 

given by 

~J.(O) >> d, 
~1.(0) << d, 

(5.2) 

where ~J.(O) is the inter-plane coherence length at zero temperature and 

Hl12 (0) is the quasiclassical upper critical field along the conducting plane at 

zero temperature. For Sr2Ru04 , ~J.(O) and p0Hl~(O) were evaluated to be 

~3.3 nm and ~1.5 T, respectively [116]. With more realistic calculation for 

a certain ~c(O)jd value, the p0H~ value is estimated to be 30-140 T [123] 

depending on band parameters such as t1. and hence the relevance of the 

superconductivity to the a, {3, and 1 branches. 

Agterberg et al. have recently proposed a possible mechanism for the su­

perconductivity of Sr2Ru04 based upon orbital-dependent superconductivity 

[124]. According to them, the superconducting properties are explained prin­

cipally by the 1 branch on which 60% of the density of states resides. This 

hypothesis seems to be partly supported by the measurement of the specific 

heat [115] and the penetration depth [125]. Provided that this scenario is 

correct, the pairing interaction is stronger for quasiparticles on the 1 branch, 

and the superconductivity in high magnetic fields should be controlled by 

the 1 branch as well. 
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The measured Pab(H II 110) indicates that the superconductivity recur­

rence is absent at least up to 33 T at 50 mK. Note that the quality of the 

sample was high, as evidenced by a Tc of 1.41 K and the residual resistance 

ratio p3ooK / P1.sK reaching "' 103
. These results imply that the c~itical field 

for the recurrence, if it exists, should be higher than 33 T. 

For further attempts in the future, higher magnetic fields such as a 45-

T resistive magnet which is now under construction and will be useful in 

the near future at NHMFL are desired. Measurements with use of a pulse 

magnet is also worthwhile. Concerning measuring methods, resistivity mea­

surements are not enough since a certain change in the resistivity cannot be 

directly connected to superconducting signals, and therefore, measurements 

of thermodynamic properties are needed together. For example, magnetiza­

tion measurements with a torquemeter, whose signal-to-noise ratio is much 

better than the resistivity measurements, are useful: the angle-dependent 

torque, if the recurrence occurs, will exhibit a kink due to superconductiv­

ity in the direction parallel to the conducting plane. Besides, an inductive 

method used for usual magnetization measurements is also considered to be 

useful. 
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Chapter 6 

Summary 

In this thesis, the experimental results on the phenomena induced by ori­

ented magnetic fields have been presented. High quality samples enabled 

us to study these effects in the normal and superconducting states of Q2D 

superconductors. 

In Chapter 4, the normal state of Q2D superconductors have been studied 

through the measurements of angle-dependent galvanomagnetic effects and 

quantum oscillations, paying attention to the interplay between the cylindri­

cal FS and magnetic fields. 

In Section 4.1 and 4.3, the results of AMRO and a resistance peak in 

Sr2Ru04 were presented as the first example of these effects in oxide super­

conductors. Since the normal state properties of Sr2Ru04 had been exten­

sively studied, more detailed analysis was possible compared to organic su­

perconductors. According to the AMRO results yielding the in-plane energy 

dispersion, we have shown that the observed FS contour is rather consistent 

with the calculated one, although ambiguity of the assignment is left. At 

present stage, it seems to be more likely that the (3 branch dominates the 

AMRO behavior, taking into account of the contribution of each FS branch 

to the inter-plane conductivity. On the other hand, the resistance peak at 

0==90° yielding the inter-plane dispersion showed notable dependence on the 

in-plane direction, incompatible with that expected for a simple energy dis-
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pers1on. This indicates that the anisotropy in t l. should be taken into account 

in the analysis of experiments. In fact, the observed behavior of the inter­

plane transverse magnetoresistance, showing different power low dependence 

between at and outside the resistance peak, cannot be explained by a simple 

FS model at all. We pointed out the essential role of the anisotropy in tl. for 

the behavior. Through the results of these measurements, more significant 

role of the in-plane anisotropy in Sr2Ru04 has been revealed than in organic 

superconductors. 

In Section 4.2, we have revealed the close relevance between the dimen­

sionality of the system and the oscillatory behavior of the quantum oscilla­

tions. The observed sum and difference frequencies of the o: and (3 branches 

were enhanced at the so-called Yamaji angle, where the system can be re­

garded as pure 2D. We have shown that the coincidence of the Yamaji angle 

for the o: and (3 branches is essential for the observation, and pointed out that 

the theoretical assumption of constant chemical potential is not satisfied at 

such angles and that theoretically strict treatment of the system with con­

stant electron number should be taken. The sum and difference frequencies 

are well explained as a result of carrier exchange between relevant two bands, 

leading to modulation of the density of states. The independent three FS 

branches, very similar to theoretical models, enabled us to come to this clear 

interpretation, compared to the case for organic superconductor forming a 

magnetic breakdown system in the high field region. 

In Section 4.4, we · have shown the existence of a small 3D FS in the 

Q2D organic superconductor x:-(BEDT-TTF)2Cu2 (CN)3, through the mea­

surements of angle dependence of the quantum oscillations. The sensitivity 

of the FS cross-sectional area to pressure is distinct from the observed FS 

consistent with the band calculation, indicating the different origin of the 

FSs. Based upon the structural consideration, we pointed out that the small 
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FS originates from the interaction between BEDT-TTF molecules and the 

anion layers, which has been neglected in the conventional band calculation. 

The strong pressure dependence can be understood by dramatic enhance­

ment of the inter-plane transfer due to the reduction of the layer spacing by 

pressure. 

In Chapter 5, the superconducting state of Q2D superconductors have 

been studied through the resistance measurements in magnetic fields applied 

parallel to the conducting plane, paying attention to the suppression of the 

orbital depairing effect. 

In Section 5.1, we have presented the Hc2 results in the organic supercon­

ductor ~-(BEDT-TTF) 4 Hg2_89Br8 , obtained by the resistance measurements 

down to 0.5 K. Compared to other organic superconductors with a similar 

Tc, the initial slope of the Hc2 curve near Tc was by a factor of 3 greater, 

indicating that the orbital depairing effect is strongly suppressed in this field 

configuration. We have shown that Hc2 of ~-(BEDT-TTF)4Hg2.89 Br8 is by a 

factor of almost 2 greater than Hp along the conducting plane, expected for 

a weak-coupling BCS model, although a slope change in the high field region, 

ascribable to new superconducting states such as the FFLO state, was not 

detected. As one of the reasons for the absence, the inhomogeniety or inter­

nal strain inherent to the incommensurate crystal structure is pointed out. 

The origin of the enhancement of Hc2 may be ascribed to strong-coupling 

superconductor or large spin-orbit coupling but further experimental study 

is needed to obtain a conclusive view. 

In Section 5.2, we have presented the experimental results of the search for 

superconductivity recurrence, which have been proposed for the p-wave su­

perconductor Sr2Ru04 in strong magnetic fields along the conducting plane. 

We carried out measurements of the in-plane resistivity by controlling the 

field orientation with angle resolution of 0.01°. However, we could not find 
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any trace of the superconductivity recurrence as far as the measurements 

were carried out in the magnetic field reaching 33 T and at 50 mK. Since the 

superconductivity recurrence depends on band parameters such as t1_, the 

required field for the observation can be higher than 33 T. It is worthwhile 

to carry out experiments in higher magnetic fields using a pulsed magnet. It 

should be also noted that the in-plane resistivity exhibited huge longitudinal 

magnetoresistance reaching ~Pab/ Pabo rv70 at 33 T, even though the filed was 

applied almost parallel to the current. The origin should be clarified in the 

future. 
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