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Abstract

This thesis presents analyses of silicon oxide etching in fluorocarbon plasmas. The silicon ox-

ide etching by using fluorocarbon plasmas are difficult to be controlled owing to a number of

reactions concerned in the processes. The two models have been developed for a plasma gas

phase domain and a plasma-surface interface domain. The former or macroscopic model con-

sists of a inductively coupled CF4 plasma source, gas-phase reactions in the chamber, reactions

between plasma and substrate surfaces or chamber wall, taking into account transport of ions

and radicals. The latter or microscopic model consists of particle transport inside microstructure

and surface reactions. The microscopic model clarifies effects of pattern geometries on etching

profiles and potential distribution in the microstructure by calculating from fluxes of chemical

species and electrons in the plasma.

Fluorocarbonplasmas are employed for etching of silicon oxide insulating layers. This

plasma-surface combination generates a number of species consisting of carbon, oxygen, flu-

orine, and silicon through the plasma-surface interactions. Therefore, identification of species

to contribute to etching promotion or inhibition is significantly important. The macroscopic

model contains not only gas-phase reactions, but also reactions between plasma and surfaces,

and succeeded to clarify two-dimensional distributions of etch products in a chamber. On the

other hand, the microscopic plasma-surface interaction model has been developed focusing on

pattern geometries of a hole and a trench. The results obtained from the model analysis are

effective for the other chemical combinations of plasma gases and etched materials.

This thesis consists of five chapters. In Chapter 1, the requirements for the plasma etch-

ing technology in the fabrication of advanced ultralarge-scale integrated (ULSI) devices are

presented. The plasma-surface interactions are then explained along with their effects on the

formation of undesired profile irregularities. The scope of this thesis is given after introducing

the previous studies of the SiO2 etching by using fluorocarbon plasmas.

In Chapter 2, a two-dimensional fluid model has been developed to study plasma chemical
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behavior of etch products as well as reactants during SiO2 etchingby using inductively coupled

CF4 plasmas. The plasma fluid model consisted of Maxwell’s equations, continuity equations

for neutral and charged species including gas-phase and surface reactions, and energy balance

equations for electrons. The surface reaction model assumed Langumiur adsorption kinetics

with the coverage of fluorine atoms, fluorocarbon radicals, and polymers on SiO2 surfaces.

Numerical results indicated that etch product species occupy a significant fraction of reactive

ions as well as neutrals in the reactor chamber during etching, which in turn led to a change of

plasma and surface chemistry underlying the processing. In practice, the density of SiF4 was

typically about 10% of that of the feedstock CF4, being comparable to that of the most abundant

fluorocarbon radical CF2; moreover, the density of SiF+3 was typically about 5% of that of the

most abundant fluorocarbon ion CF+3 . The density and the distribution of such product species

in the reactor chamber were changed by varying the ion bombardment energy on substrate

surfaces, gas pressure, mass flow rate, and coil configuration, which arose in part from gas-

phase reactions depending on plasma electron density and temperature. Surface reactions on

the chamber walls and on substrate also affected the product density and distribution in the

reactor; in particular, the surface reactions on the SiO2 dielectric window as well as substrate

surfaces were found to largely affect the product density and distribution.

In Chapter 3, two-dimensional etching profile evolution in two different geometries, namely

an axisymmetric hole and an infinitely long trench, has been simulated with the cellular algo-

rithm, to clarify the effects of geometrically different structures on etching profile evolution.

The simulation assumed SiO2 etching using CF4 plasmas, owing to the widely employed fluo-

rocarbon plasmas for the fabrication of contact and via holes. Numerical results indicated that

the two mask pattern geometries gave some differences in profile evolution, depending on con-

dition parameters such as ion energy, mask pattern size, mask height, and reflection probability

on mask surfaces. The profile evolution was slower and more anisotropic in a hole than in a

trench; in practice, the profile of a trench tended to have prominent lateral etches such as an un-

dercut and a bowing on sidewalls. Moreover, the reactive ion etching lag was less significant for

a hole than for a trench. These differences were ascribed to the geometrical shadowing effects

of the structure for neutrals, where the incident flux of neutrals was more significantly reduced

in a hole than in a trench. The differences were also attributed to the anisotropy of the velocity

distribution of neutrals; in effect, the velocity distribution was more anisotropic in a hole, be-
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causemore particles interact with mask sidewalls to adsorb or reflect thereon in a hole, so that

more anisotropic neutrals were transported onto bottom surfaces after passing mask features.

In Chapter 4, the effects of mask pattern geometry on potential distribution and ion trajecto-

ries were investigated on the basis of the previous etching profile model described in Chapter 3,

incorporating surface charge continuity and Poisson’s equation. Two geometrical mask patterns

of a hole and a trench were considered to clarify the effects of geometrically different struc-

tures on potential distribution and ion trajectories. Charging effects and the resulting potential

changed flux of ions and electrons incident to surfaces. Ion flux incident to the structure bot-

tom were significantly reduced under charging condition compared to the ion flux under the

non-charging condition. Moreover, numerical results showed that the difference of potential

distribution inside the structure between the hole and trench; the potential drop at the structure

bottom was observed in the trench, while no significant potential drop was observed in the hole.

The potential difference derived from mask pattern geometry also changed ion trajectories. The

results indicates that etched feature profile is affected by mask pattern geometry.

Chapter 5 concludes this study.
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Chapter 1
Intr oduction

1.1 Semiconductor industries and plasma etching

The semiconductor device industry is a fast-growing and fundamental industry. The driving

principle of the growing semiconductor industry has been Moore’s law, which was proposed by

Gordon Moore in 1965 [1]; it is stated as follows: the number of transistors and resistors on

an IC chip doubles every 18 months. Moore’s law has been realized by technology innovations

aimed at increasing the number of components on a miniaturized chip. International Technology

Roadmap for Semiconductor (ITRS) gives views that these technology innovations typically

involve scaling-down of the technology node, as shown in Fig. 1.1 [2]; in this figure, the half-

pitches of the dynamic random access memory (DRAM), micro-processing unit (MPU), and

application specific integrated circuit (ASIC) is shown as a function of the year.

All products involving large scale integration (LSI) and also some compound semiconductor

devices are manufactured by utilizing core plasma processes such as plasma etching technology

and plasma ashing technology. The capabilities of plasma processes were first demonstrated by

the oxygen plasma ashing of a polymer-based photoresist film by Irving in 1968 [3,4]. In 1971,

he disclosed experimental data pertaining to the plasma etching of silicon using CF4 plasma [5].

In the early 1970s, both O2 plasma ashing technology and plasma isotropic etching technology

were successfully used to manufacture a 16K DRAM based on a 5 mm node [6–9]. As the

first industrial application of isotropic etching, 13.56 MHz rf discharge plasma in a barrel-type

1
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Fig. 1.1: 2001 ITRS Roadmap of DRAM half-pich and MPU/ASIC half-pich [2].

chamber with CF4 or CF4/O2 gas was applied to remove silicon nitride films to form a local

oxidation of silicon (LOCOS) isolation structure. Plasma stripping of the masking photoresist

film was also applied in this manufacturing process. The successful application of plasma

etching as well as plasma ashing technologies induced drastic changes in the manufacturing

process of LSIs from the conventional liquid-based wet processes within a fairly short period.

These changes reduced the number of steps in the manufacturing process and clearly enhanced

the chip yields, therefore the changes reduced the manufacturing cost of the devices.

There are two main methods of etching used in the semiconductor industry: wet etching, and

dry or plasma etching. In the early days of the industry, wet etching was used exclusively. It was

well-established, simple, and inexpensive technology. Wet etching can also be very selective.

Eventually, however, the need for smaller line widths and more vertical structures required new

techniques. Plasma etching methods were developed for integrated circuit fabrication and are

used for most etching steps today.

The significant disadvantages of wet etching are as follows: (1) poor accuracy of the etched

patterns due to inherent undercutting, (2) poor stability and reproducibility of the etching pro-

cess because of the difficulty in controlling the chemical composition during hot processing, (3)

the danger involved in handling during the wet etching and stripping processes, (4) waste chem-

icals are a serious issue from the viewpoint of pollution, (5) wet processes are handled manually

by operators, and this causes a strong dependence of the pattern yield on an operator’s skills,

(6) wet processes are difficult to automate, and (7) the total cost of wet processes is high [10].
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Theplasma etching process has played a key role in integrated circuit manufacture for many

years, and it becomes even more important nowadays as we enter the era of ultra-large scale in-

tegration (ULSI). However, the low etch rate and profile irregularities of the small features were

found to depend on the structure geometry and process conditions. The etch rate dependence

on the feature size results in the necessity to do some, sometimes significant, overetching to

achieve equal depths of the features with different sizes. This in turn increases the cost of man-

ufacturing and makes the chips vulnerable to damage due to overetching or failure to clear.

Deviations from the desired profile can also lead to considerable yield reduction. As a result the

dependence of the etch rate and profile on both the feature size and the process conditions has

been widely discussed in the literature [11–19] and several attempts have been made to develop

the models of the etching process [13–15,18,19].

1.2 Plasma generation

Discharges excited and sustained by high-frequency electromagnetic fields are of increasing

interest for technical and industrial applications. The power absorptionPabsper volumeV by a

plasma in a high-frequency field is given by [20–22]

Pabs

V
=

1
2

ne
e2

meν

ν2

ν2 + ω2
E2

0, (1.1)

wherene is the electron density,eandme are the electron charge and mass,ν is the electron-

neutral collision frequency, andω refers to the angular frequency of the electromagnetic field

whose amplitude isE0.

Rf discharges are usually operated in the frequency rangef = ω/2π ' 1−100 MHz. The

corresponding wavelengths (λ = 300−3 m) are large compared to the dimensions of the plasma

reactor. For microwaves the most commonly used wavelength is 12.24 cm, corresponding to a

frequency of 2.45 GHz. This wavelength is roughly comparable to the dimensions of a typical

microwave reactor. For lower frequencies, the ions accelerated in the field move towards the

electrodes and produce secondary electrons, similar to what happens in a dc discharge. As the

frequency increases, the ions and subsequently also the electrons can no longer reach the elec-

trode surface during the acceleration phase of the exciting external field. Capacitively coupled

discharges will be discussed first, followed by high-density plasmas such as electron cyclotron
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Chamber
SubstratePlasmaElectrodes
Gas

Fig. 1.2: Schematic of a CCP plasma reactor.

resonance (ECR) plasma and inductively coupled plasma (ICP).

1.2.1 Capacitively coupled plasmas (CCP)

The vessel of a capacitively coupled discharge [23–28] may have interior circular disc-shaped

parallel electrodes which are separated by a distance of a few centi meters as shown in Fig. 1.2.

The electrodes may be in contact with the discharge or they be insulated from discharge by

a dielectric. Gas pressures are typically in the range 1−103 Pa (7.5−7.5 × 103 mTorr). A

conventional rf system for sustaining a discharge consists of a generator, usually combined

with an impedance matching network, and the reactor with the electrodes. The generator type

has to be licensed in terms of the frequency band for commercial use. The electrodes in the rf

discharge are covered by sheath regions, which are similar to the cathode dark space in a dc

glow discharge. The space between the electrodes is filled with the bulk plasma.

In a capacitively coupled rf discharge, the electron density is in the rangene =109–1010 cm−3

and densities of up to 1011 cm−3 are possible at higher frequencies [29]. The ion energy near

the powered electrode can reach energies of a few hundred electron-volts due to the self-bias.

Such discharges are successfully applied to thin-film deposition and plasma etching as well as

to the sputtering of insulating materials.
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1.2.2 Electron cyclotron resonance (ECR) plasmas

Plasma generation using microwaves is widely employed in many applications [22, 30–35].

Characteristic features of microwaves are the wavelength, which is comparable to the dimen-

sions of the plasma apparatus (2.45 GHz:λ = 12.24 cm), and the short period of the exciting

microwave field. The amplitude of the oscillations of the electrons in the microwave field is

very small. For an excitation frequencyf = 2.45 GHz and an amplitudeE0 = 500 V cm−1,

it is 3.5 × 10−3 cm. The power absorption (eq. (1.1)) depends on the electron-neutral colli-

sion frequency, i.e. on the gas pressure and the gas composition. The absorption efficiency

in a 2.45 GHz discharge is high for He in the region between 103 and 104 Pa (7.5× 103 and

7.5 × 104 mTorr), whereas the maximum efficiency for Ar is reached for 200 Pa (1.5× 103

mTorr) [36]. However, microwave discharges can be operated at higher pressures as well, even

at atmospheric pressure. The corresponding cut-off density of the electrons at 2.45 GHz is about

1011 cm−3. Waves of this frequency can penetrate into plasmas with higher densities only up to

the thickness of the skin sheath, which equals a few centimeters under these conditions. The

microwave power absorption inside the skin sheath transfers energy into the plasma via waves

with a frequency below the cut-off frequency. A microwave plasma reactor consists in principle

of a microwave power supply, a circulator, the applicator, and the plasma load. The transmis-

sion lines are rectangular waveguides or, at lower powers, coaxial cables. The applicator should

optimize the energy transfer into the plasma and minimize the power reflection. The circulator

protects the power supply from reflected power.

An ECR plasma is a typical example of a microwave plasma in magnetic fields. Figure 1.3

shows a schematic of an ECR plasma reactor. The discharge tube is located at the point of

maximum electric field, the distance between tube and stubs isλ/4. This principle can also be

used for the excitation of rf plasmas. The excitation of surface waves [31] is another way of

generating plasmas by microwaves. The surface wave propagates along the boundary between

the plasma column and the dielectric vessel. The wave energy is absorbed by the plasma. A

technical application of this type of plasma excitation is realized in a surfatron.

ECR plasmas have often been used for material processing, because it enables production

of high-electron-temperature and low-ion-temperature plasma at low gas pressures. In many

cases, some magnetic coils are used to generate the magnetic field (875 gauss for 2.45 GHz)

for ECR [37–41]. The cost of the magnet system becomes quite high when we generate an
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Magnetic coilQuartz windowWave guide
ChamberPlasma
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Gas

Substrate

Microwave

Fig. 1.3: Schematic of an ECR plasma reactor.

ECR plasma of large diameter. The surface magnetic fields are easily obtained by permanent

magnets, and they are useful for plasma production by ECR and also for plasma confinement.

Among the various arrangements of permanent magnets, the multi-ring-cusp-type field is ex-

pected to show high performance because of the closed orbit of the electron drift motion.

1.2.3 Inductively coupled plasmas (ICP)

An ICP [23,24,42] is excited by an electric field generated by a transformer from a rf current in

a conductor. The changing magnetic field of this conductor induces an electric field in which the

plasma electrons are accelerated. A typical example of ICP reactor and a photograph of plasma

generated in an ICP plasma reactor are shown in Figs. 1.4 and 1.5, respectively. The current-

carrying coil or wire can either be outside or inside the plasma volume. ICPs can achieve high

electron densities (ne = 1012 cm−3) at low ion energies. Several applications are reported such

as thin-film deposition, plasma etching, and ion sources in mass spectrometric analysis [43].

ICP etching offers an attractive alternative dry etching technique. The general belief is that

ICP sources are easier to scale up than ECR plasma sources, and are more economical in terms
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Chamber
Plasma

Electrode
GasQuartz windowInduction coil

Substrate

Fig. 1.4: Schematic of an ICP plasma reactor.

Fig. 1.5: A photograph of plasma generated in an ICP plasma reactor.

of cost and power requirements. ICP plasmas are formed in a dielectric vessel encircled by an

inductive coil into which rf power is applied. A strong magnetic field is induced in the center

of the chamber which generates a high-density plasma due to the circular region of the electric

field that exists concentric to the coil. At low pressures (≤ 10 mTorr), the plasma diffuses from

the generation region and drifts to the substrate at relatively low ion energy. Thus, ICP etching

is expected to produce low damage while achieving high etch rates. Anisotropic profiles are

obtained by superimposing an rf bias on the sample to independently control ion energy.
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1 µm
Fig.1.6: An SEM micrograph of multi-layer metal interconnect structure of Cu dual damascene

process [44].

1.3 Fluorocarbon plasma and SiO 2 etching

Silicon oxide (SiO2) is employed for insulating films between wirings or between wirings and

devices. Figure 1.6 shows of an image of multi-layer metal interconnect structure of Cu dual

damascene process by using a scanning electron microscope (SEM) [44]. As damascene pro-

cesses spreads in the formation of a multilayer wiring structure and wiring in semiconductor

devices, the number of process steps of SiO2 etching continues to increase in the future. Diffu-

sion layer and the polycrystalline Si gate electrode formed in the Si substrate has been placed

under the SiO2 layer. This configuration is a typical example of high aspect ratio etching, there-

fore SiO2 is required to be etched at high selectivity against Si substrate or polycrystalline Si.

The highly selective etching of SiO2 against Si requires fluorocarbon etching gases such as

CF4, CHF3, C2F6, and C4F8, and additive gases such as H2, CO, CO2, and Ar. The possible

mechanism of the selective etching is attributed to the competition between etching reaction of

F atoms on the surface of SiO2 and Si, and deposition of fluorocarbon polymer consisting of

CF and CF2 radicals. However, the detailed mechanism of ion-assisted reaction in SiO2 etching

by fluorocarbon plasma is not well understood owing to complexity of competition of polymer

film deposition from CFx (x =1−3) radicals and ion etching from CF+x (x =1−3) ions.

Plasma etching involves the ionization of chemical gas into ions and neutrals. For sili-

con oxide (SiO2) etching, the initial gas is usually a carbon fluorine molecule such as carbon

tetraflouride (CF4). The ionized plasma within the chamber is accelerated towards the wafer

holding chuck through the rf bias on the chuck which creates a strong electric field with the
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plasma.The ions pick up most of their energy when they enter the sheath and are accelerated

by the electric field. The neutrals diffuses from the plasma through the sheath towards the wafer

and the chamber walls.

Rf discharges in low-pressure fluorocarbon gases are widely used for the etching of SiO2

layers in microelectronics circuit fabrication. By careful adjustment of the gas composition

(using mixtures of CF4, H2, CHF3, C2F6, C4F8, etc.), it is possible to etch sub-micron features

in SiO2 with vertical side-walls and without etching the underlying silicon. This etch selec-

tivity occurs due to the selective formation of a protective fluorocarbon polymer film on the

Si surface. A number of studies have stressed the importance of CFx radicals in the polymer

deposition process. In particular, numerous groups have reported a strong correlation between

the gas-phase CF2 radical concentration and the polymer deposition rate (and thus to the etch

selectivity) [45–51]. It has therefore been suggested that the film is formed simply by the

sticking of CF2 radicals on the silicon surface, forming a polytetrafluoroethylene (PTFE)-like

(CF2)n film [45,52]. However, several other neutral molecules (for example CF [53], CF3 [54],

C2F5 [54] and C4F2 [53]) have also been proposed as the polymer precursors. In general, condi-

tions which give high selectivity and polymer deposition rate always coincide with low fluorine

atom concentration and high CFx radical concentrations.

It is thus desirable to monitor and control the CFx radical concentration in the gas phase

to optimize the etching process, and this has stimulated numerous studies of the CFx radical

kinetics. Several studies have shown the importance of reactor wall catalyzed processes for CFx

radical destruction [55–58], and recently use has been made of the effect of varying the reactor

wall temperature and chemical composition (e.g. using a hot silicon wall) on the gas chemistry

and thus the etch characteristics.

Models of fluorocarbon plasma chemistry have generally assumed that CFx radicals are only

produced by electron-impact induced dissociation of the fluorocarbon feedstock gas [59–67],

either directly or by sequential fragmentation. However, several studies in capacitively-coupled

plasmas [47,56,68–75] have indicated that the CF2 concentration is often maximal at, or close

to, the powered electrode, suggesting a surface production mechanism. This phenomenon leads

to observed CFx radical concentrations that are orders of magnitude higher than those predicted

by models.
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(a) Undercut (b) Bowing

(c) Tapering (d) Inversely tapering

(e) Microtrenching (f) Notching

MaskEtched material

Fig. 1.7: Irregular etched profiles.

1.4 Etching profile irregularities

As illustrated in Figs. 1.7(a)−1.7(f), however, the complex plasma-surface interactions also

cause undesired profile irregularities, such as undercutting, sidewall bowing, sidewall tapering,

microtrenching, and notching. There are general assumptions to explain the mechanisms for the

formation of these feature irregularities as follows. The lateral etching or undercutting beneath

the mask is enhanced by spontaneous chemical etching at higher substrate temperatures [76].

In contrast, surface oxidation and inhibitor deposition suppress the lateral etching, resulting

in sidewall tapering. The energetic ions reflected from feature sidewalls cause the etching to

be enhanced at the corner of the feature bottom, resulting in microtrenches thereat. The mi-

crostructural feature surfaces of insulating materials are differentially charged up, owing to the

difference in angular distribution of ions and electrons incident onto substrates [77, 78]. This

surface charging leads to etch profile distortion, because the trajectory of incoming charged ions

are deflected by the Coulomb force. In practice, the ions attracted by the negative charging on

insulating mask surfaces enhance the formation of microtrenches at the corner of the feature
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(a) RIE lag (b) Inverse RIE lag
MaskEtched material

Fig. 1.8: Microscopic ununiformity in etch rate.

bottom [79]; on the other hand, the ions deflected by the positive charging on insulating SiO2

films underlying Si enhance the notching during overetch step for gate electrode etching [80].

The geometrical shadowing for ions and neutrals cause microscopically non-uniform etch rate,

which is usually enhanced for features of higher aspect ratios [81]. The dependence of etch rate

on the feature geometry is referred to as a reactive ion etching (RIE) lag and microloading [82].

In contrast, the etch rate is reduced for lower aspect ratio features or wider space patterns in

the presence of oxygen or etch inhibitor, being called an inverse RIE lag [81]. Figures 1.8(a)

and 1.8(b) illustrate schematic of a RIE lag and inverse RIE lag, respectively. Moreover, there

are profile irregularities which rely on aspect ratio of features. In practical etching processes, it

is still difficult to suppress these feature irregularities because they are caused by the complex

plasma-surface interactions.

1.5 Charging damage

1.5.1 The origin of differential charging

The mechanism that allows one to successfully explain both the decrease in SiO2 etch rate with

increasing aspect ratio and the microtrenching phenomenon is differential charging [14]. Dif-

ferential charging has been proposed to occur as a result of the difference in angular distribution

for ions and electrons. The ion angular distribution is highly anisotropic, whereas the electron

angular distribution is nearly isotropic. On microscopic features electrons will mainly arrive at

the surface portions near the top of the feature, and are prevented from reaching the bottom,

whereas ions will reach the bottom of the feature. This differential charging produces local

electric fields inside the feature, which will lead to changes in ion and electron trajectories un-
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Fig. 1.9: Schematic cross section of insulating microstructures, which shows the mechanism of

differential charging with anisotropic ion and isotropic electron incidents.

til electron and ion currents eventually are balanced everywhere along the surface as shown in

Fig. 1.9. Surface discharge mechanisms have also been suggested to play a role in the balancing

of ion and electron currents [83]. As a result of the suggested differential charging effect, the ion

flux to the bottom of features is reduced. This mechanism could therefore explain the decrease

in SiO2 etch rate with increasing aspect ratio. Further, in the differential charging mechanism

microtrenching can directly result from ion deflection by negatively charged sidewalls. Differ-

ential charging is an important effect in microstructure fabrication using high-density plasmas

and could be an important root cause for other microstructure etching phenomena, such as the

decrease in the etch rate with increasing aspect ratio [11,16].

Plasma-induced charging damage exemplifies a formidable challenge that lies ahead as crit-

ical dimensions break the 0.25-µm barrier (transistor gate length) and gate-oxides become thin-

ner (≤5 nm). Charging damage during plasma etching manifests itself in at least two forms: a)

sidewall profile irregularities, such as notching [84,85] and sidewall bowing, which are readily

observable by scanning electron microscopy, and b) electrical degradation and/or breakdown

of thin gate-oxides [86–88], induced by tunneling current injection. The latent nature of the

latter form of damage is particularly aggravating, requiring special on-wafer charge monitors to
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detectits occurrence and, thus, avoid further processing of the damaged wafer. The literature

abounds with conflicting reports on how charging damage occurs and what is the influence of

various plasma parameters [88]. Some of the confusion originates in the separation between the

observableand latent forms of damage, in spite of their common origin in pattern-dependent

charging. Indeed, notching is usually studied in line-and-space (L&S) patterns formed on thick

(≥ 100 nm) oxide [84,85], where electron tunneling barely occurs; likewise, tunneling damage

is studied in antenna structures, where notching is seldom seen [87]. However, both effects

can occur simultaneously in L&S patterns, provided that thin gate oxides are used to facili-

tate electron tunneling; then, tunneling currents can even help reduce notching. To establish

a common nomenclature, we propose to define as charging damage any undesirable effect of

pattern-dependent charging, occurring during plasma processing.

Generally, charging damage is a result of differential microstructure charging brought about

by the directionality difference between ions and electrons at the wafer [80, 85, 87, 89]. There

seems to be some confusion in the literature about what the angular distributions of ions and

electrons at the wafer are like, so we shall discuss them in detail.

1.5.2 Charging reduction methodology

Notching can be reduced by decreasing the energy and/or flux of the deflected ions to the side-

walls. Sidewall passivation or changes in the etch chemistry can also be employed, but these

methods effectively increase the energy threshold for etching [80]. The root of the problems

is the differential charging of the microstructure and only by attacking it notching can be com-

pletely eliminated. Making the electron angular distribution more anisotropic would prevent

sidewall charging, while it would also neutralize very effectively the bottom surface potentials.

This approach is, however, not compatible with continuous plasma operation. Broadening the

ion angular distribution is also, obviously, not an option, although it could effectively decrease

sidewall charging. Given the existence of the positive sheath and the difference between the ion

and electron anisotropies, how can surface charging be reduced?

A significant reduction in charging damage has been reported when etching in pulsed plas-

mas [90–92]. The neutralization in charging potentials implied by these improvements has been

attributed to the lower sheath potential in the afterglow [90], negative ions [91], more directional

electrons in the afterglow [92], less anisotropic ions in the afterglow [93,94] more electrons than
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ions in the early stages of the active glow [95], more electrons than ions in the late stages of

theafter glow [94, 96], just to mention a few of the proposed mechanisms. The apparent con-

troversy suggests gaps in the understanding of sheath dynamics in pulsed plasmas; the reader is

referred to a companion article [97], where the reduction in differential microstructure charging

by pulsing the plasma is further elucidated upon and a new theory is set forth that consistently

explains the results.

1.6 Structure of the thesis

This thesis integrates the macroscopic and microscopic studies of SiO2 etching by using CF4

plasma described in the following chapters.

Chapter 2 describes that a two-dimensional fluid model has been developed to study plasma

chemical behavior of etch products as well as reactants during inductively coupled CF4 plasma

etching of SiO2. The plasma fluid model consists of Maxwell’s equations, continuity equations

for neutral and charged species including gas-phase and surface reactions and an energy balance

equation for electrons. Etched products from the substrates to the gas phase is focused on this

model. In particular, the dependence on ion bombardment energy, gas pressure, mass flow rate,

and coil configuration was investigated.

Chapter 3 describes two-dimensional etching profile evolution in an axisymmetric hole and

an infinitely long trench has been simulated with the cellular algorithm, to clarify the effects of

geometrically different structures on etching profile evolution. The simulation assumed SiO2

etching using CF4 plasmas, owing to the widely employed fluorocarbon plasmas for the fabri-

cation of contact and via holes.

Chapter 4 describes effects of mask pattern geometry on potential distribution and ion trajec-

tories based on the etching profile simulation model with Poisson’s equation. Two geometrical

mask patterns of a hole and a trench is considered to clarify the effects of geometrically different

structures on potential distribution and ion trajectories. The simulation assumed SiO2 etching

using CF4 plasmas, owing to the widely employed fluorocarbon plasmas for the fabrication of

contact and via holes.

Chapter 5 concludes this study and discusses recommendation for future work.
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Chapter 2
PlasmaGas Phase

2.1 Introduction

Duringplasma etching, several different kinds of reactive ions and neutrals occur in the plasma,

which are incident onto the substrate surfaces being etched: feedstock gas species and their

fragments (or reactants), reaction products (or etch products) desorbed from the substrate, im-

purities from chamber walls, and mask materials eroded [1]. In high-density plasmas such as

electron cyclotron resonance (ECR) plasmas and inductively coupled plasmas (ICP), high etch

rates often lead to a buildup of etch products, and hence to a reduction of the concentration of

reactants. In these situations, the plasma chemical behavior of products as well as reactants

is important, because the products desorbed from the substrate participate in gas-phase reac-

tions and some of them return onto substrate surfaces, which in turn significantly influence the

etching characteristics such as etch rate, profile, and their microscopic as well as macroscopic

uniformity [2]. Thus, the behavior of etch products must also be taken into account in both

experiments and numerical models, to gain a better understanding of the physics and chemistry

underlying the process.

Coburn and Winters studied etch products desorbed from Si substrates during simultaneous

exposure of Ar+ ion beams and F2 gases, using threshold ionization mass spectroscopy [3]. Van

Veldhuizenet al. investigated the etching of quartz in ICP CF4 plasmas by infrared absorption

spectroscopy, to estimate the density of etch products SiF4 and CO [4]. O’Neillet al. investi-

21
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gated gas-phase reactant and product species during Si etching in ICP CF2Cl2 plasmasby using

Fourier transform infrared (FTIR) absorption spectroscopy, to observe the generation of etch

product SiF4 [5]. Ono et al. found that the density of etch product SiCl4 was comparable to

that of feedstock gases during Si etching in ECR Cl2 plasmas, by using laser-induced fluore-

cence (LIF) and FTIR absorption spectroscopy [6–8]. Cungeet al. observed SiF2 radicals by

LIF during Si and SiO2 etching in capacitively coupled plasmas (CCP) with CF4 [9]. Hebner

measured the spatially resolved density of etch products SiF and SiF2 by LIF during Si etching

in ICP C2F6 and C4F8 plasmas [10, 11]. Raoet al. detected a significant amount of etch prod-

ucts SiFx/COFx (x = 0−3) by quadrupole mass spectrometry, which originated from the quartz

window in ICP CF4 plasmas [12]. Crudenet al. observed etch products of SiF4, COF2, and

CO originating from the quartz window in ICP CF4 plasmas by FTIR absorption spectroscopy,

which occurred in approximately equal ratios and together account for 6−19 % of the feedstock

gases [13].

Plasmareactor simulations range from zero to three dimensional. The improvement of

computer performance has recently enabled us to predict the distribution of plasma species in

the reactor chamber in two and three dimensions [14–77]: 2D fluid [15, 19, 20, 22, 25, 26, 28,

36–38, 40, 42, 45, 49, 50, 52, 54, 56, 57, 59, 60, 66, 70, 71], particle [21, 35, 43], and hybrid [23,

24, 27, 29, 30, 32–34, 41, 44, 46, 47, 55, 58, 61–63, 65, 67–69, 73] models, and 3D fluid [53, 72]

and hybrid [31] models. Some of these are two-dimensional simulations of ICP Ar and Cl2

plasmas [14,17,20,24–30,32,37,47,49,56,58,59,68,69], and there are a few three-dimensional

ICP models [31, 53, 72]. Some of the other work focus on two-dimensional simulations of

ICP and CCP with N2, O2, C2F6, and C4F8 [15, 16, 23, 33, 34, 50, 55, 57, 61–63, 66, 67, 70].

　 In particular, several numerical studies have been concerned with the role of etch products

during Si etching in ICP Cl2 plasmas, based on two-dimensional fluid [74], particle [75, 76],

and hybrid [77] models of the plasma in combination with a simple surface kinetics model,

with emphasis being placed on the spatial distribution of products in the plasma reactor. Lee

et al. investigated the role of etch products during Si etching in ICP Cl2 plasmas using the

so-called global model of zero dimension [78].

Fluorocarbon plasmas have been widely used in the etching of dielectric SiO2 layers for in-

terconnection of microelectronic devices [79]. The number of SiO2 etching processes is increas-

ing in manufacturing, with the prevalence of multi-level interconnections and the Damascene
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process[80]. A number of plasma models have been reported for CF4 [16,21,37,39,44,81–96].

Some of these are concerned with two-dimensional simulations [16, 21, 37, 86–88, 90], and

some of these are with one- [89, 94, 96] and zero-dimensional ones [91]. Moreover, some

models focus exclusively on gas-phase reactions and do not include etching or surface reac-

tions [21, 89, 90, 93, 94, 96], while others include simple [16, 37, 39, 81, 82, 86, 87, 91] and de-

tailed [44] treatments of surface reactions. Owing to the complex gas and surface chemistry in

fluorocarbon plasma etching of SiO2, which includes a number of reactive ions and neutrals,

experiments are often required to be coupled with a numerical analysis to gain a better under-

standing of the fundamental processes underlying the etching. Thus, it is also important for SiO2

etching in fluorocarbon plasmas that the model incorporates etch products as well as reactants

in a self-consistent manner. Zhang and Kushner combined the hybrid plasma equipment and

surface kinetics models for ICP fluorocarbon plasma etching of Si [41] and SiO2 [97]. However,

little analysis has been done taking into account the gas-phase as well as surface chemistry of

etch products in fluorocarbon plasma etching.

In this paper, we present a two-dimensional fluid model for CF4 plasma etching of SiO2

in ICP, taking into account the plasma and surface chemistry of etch product species in a self-

consistent manner. The next section describes the plasma fluid model used in this study, together

with gas-phase chemistry in the plasma and surface chemistry on substrate surfaces and cham-

ber walls. The numerical procedure is then given in § 2.3, and numerical results are given in

§ 2.4, showing that the density of etch products significantly affects plasma properties and thus

etching characteristics. We discuss the plasma and surface properties as a function of externally

controllable parameters such as pressure, mass flow rate, and rf coil configuration. Finally, our

concluding remarks are given in § 2.5.

2.2 Model

A schematic of the ICP plasma reactor presently studied is shown in Fig. 2.1, where the reactor

is a cylindrical metal chamber with a dielectric window of SiO2 at the top, having a radius and

height ofR = 15 cm andH = 9 cm, respectively. The plasma is generated by 13.56-MHz rf

powers fed through a multi-turn planar coil on the dielectric window. The sum of the dielectric

thickness and coil radius is 2 cm, and the most inner coil is located 1.3 cm away from the
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Fig. 2.1: Schematic of the ICP reactor studied in the simulation. The reactor is a cylindrical

metal chamber with a dielectric window of SiO2 at the top, having a radius and height ofR= 15

cm andH = 9 cm, respectively. Plasma is generated by 13.56-MHz rf powers fed through a

multi-turn coil on the dielectric window. Feedstock gases are supplied through a gas inlet ring

located just under the dielectric window, being pumped away through an annular ring vacuum

port at the bottom.

center with the others being placed concentrically each separated by 2 cm. The rf current in the

coil produces a time-varying magnetic field, which in turn induces the azimuthal electric field

that couples rf powers to plasma electrons within a skin depth layer near the plasma-dielectric

interfaces. A wafer stage 10 cm in radius is located at the bottom of the chamber, which can be

biased by a separate rf power supply to control the ion energy bombarding the substrate. The rf

bias contributes little to ionization in the plasma, but directly affects the acceleration of positive

ions through the ion sheath towards substrate surfaces. Feedstock gases are supplied through a

gas inlet ring located just under the dielectric window, being pumped away through an annular

ring vacuum port at the bottom. We investigate CF4 plasmas with SiO2 substrates for etching, at

incident ion energies of 100−500 eV, pressures of 10 and 50 mTorr, mass flow rates of 100−300

sccm, and three coil configurations.
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2.2.1 Inductive electric field

The electromagnetic fields are obtained by solving Maxwell’s equations, with the rf spiral coil

being approximated by concentric coils. Assuming the azimuthal symmetry of the system, we

consider only the azimuthal component of the inductive electric fieldEθ = Ẽθ exp (jωt), where

ω is the angular frequency of the coil current,Irf = Ĩrf exp (jωt), and j is the imaginary unit.

The equation for the complex amplitudẽEθ in the plasma is then expressed as

∂2Ẽθ
∂r2
+

1
r
∂Ẽθ
∂r
+
∂2Ẽθ
∂z2
+

(
ω2εpµ0 −

1
r2

)
Ẽθ = 0, (2.1)

whereµ0 is the permeability of vacuum. The plasma dielectric constantεp is given by [98]

εp =

1− ω2
pe

ω(ω − jνm)

 ε0, (2.2)

whereωpe = (e2ne/ε0me)1/2 is the electron plasma frequency,ε0 the dielectric constant of vac-

uum, andνm = νen+ νei the sum of the momentum transfer collision frequencies between elec-

trons and neutralsνen and between electrons and ionsνei. Here,e is the elementary charge,ne the

electron density, andme the mass of electron. The boundary condition at the plasma-dielectric

window interfaces is derived from Biot-Savart’s law [99],

Ẽθ(rB, zB) =
µ0ω

2π

− j Ĩrf

coil∑
n

(
rn

rB

)1/2

H(kn) +
plasma∑

i, j

σp(r i , zj)Ẽθ(r i , zj)

(
r i

rB

)1/2

H(ki j)∆r∆z

 , (2.3)

whereσp = ε0ω
2
pe/( jω + νm) is the plasma conductivity, and∆r and∆z are the spatial grids in

the radial and axial directions, respectively. Moreover,kn andki j are given by

k2
n =

4rBrn

(zB − zn)2 + (rB + rn)2
, (2.4)

k2
i j =

4rBr i

(zB − zj)2 + (rB + r i)2
, (2.5)

where(rB, zB), (r i , zj), and (rn, zn) are the coordinates of the boundary points, coordinates in

the simulation domain of the plasma, and coordinates of thenth turn rf coil from the center,

respectively. The functionH(k) is given by [100]

H(k) =
2
k

[K(k) − E(k)] − kK(k), (2.6)

whereK(k) andE(k) are the complete elliptic integrals of the first and second kinds, respec-

tively. In equation (2.3), the first sum is over all the coil current loops concerned, and the

second one is over the plasma currents induced in the plasma region.
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The power deposition per unit volume into the plasma averaged over an rf cycle is given by

W =
1
2

Re
(
σp|Ẽθ|2

)
, (2.7)

wherethe model assumes all the power deposited collisionally, although the collisionless heat-

ing may be important especially at low pressures [101]. The total power deposition into the

chamber or into the plasma is expressed as

Wt = 2π
∫ H

0

∫ R

0
Wrdrdz. (2.8)

In practice, given the coil current̃Irf and plasma conductivityσp, we obtainẼθ at the plasma-

dielectric interfaces according to equation (2.3). Then,Ẽθ in the plasma is calculated by using

equation (2.1), giving the power depositionW according to equation (2.7).

2.2.2 Electron energy balance

The electron energy balance is expressed as

∂

∂t

(
3
2

nekBTe

)
=W− ∇ · qe−

∑
n

νen,n
3me

Mn
nekB(Te− Tn)

−
∑

i

νei,i
3me

Mi
nekB(Te− Ti) −

∑
j

Rej 4 Hej , (2.9)

Theelectron energy fluxqe consists of heat conduction and convection as

qe = −κe∇Te+
5
2

kBTeΓe, (2.10)

whereΓe is the electron flux, andκe is the electron thermal conductivity given by [53,74]

κe =
3
2

kBDene, (2.11)

whereDe = kBTe/meνm is the electron diffusion coefficient. We further assume thatqe = 0

on the axis of symmetry, and that∇Te = 0 at the plasma-surface boundaries; the latter implies

that the electron thermal energy transferred to substrate surfaces and reactor chamber walls is

negligible.

2.2.3 Charged particle transport

The continuity equation for theith ion species (positive and negative ions) is described as

∂ni

∂t
= −∇ · Γi +

∑
j

Ri j , (2.12)
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whereni is the ith ion density,Γi the ith ion flux, Ri j the production/destruction rate for theith

ion species due to the reaction eventj in the plasma, and the sum is over all the reactions that

produce/destroy theith ion. The ion flux is given by

Γi = µiniE − Di∇ni , (2.13)

whereE is the electrostatic field having two components ofEr andEz, which are independent of

the inductive electric field̃Eθ. Equation (4.1) assumes the drift-diffusion approximation, since

the pressure of interest is high enough for gas-phase collisions to dominate the ion transport.

Here, the mobility and diffusion coefficient are given by

µi =
qi

Miνin,i
, Di =

kBTi

Miνin,i
, (2.14)

respectively, whereqi andνin,i are the charge and ion-neutral momentum transfer collision fre-

quency for theith ion. The boundary conditions are zero gradient of the density on the axis of

symmetry(∂ni/∂r = 0). Moreover, at the plasma-surface boundaries, theith positive ion flux

normal to surfaces is set equal to the Bohm fluxΓi⊥ = 0.61ni
√

kBTe/Mi; on the other hand,

the negative ion density is set to zero thereat, because negative ions are repelled by the sheath

potential.

Further assuming the ambipolar diffusion of ions and electrons or the flux balance of charged

species in the plasma, ∑
+

Γ+ =
∑
−
Γ−, (2.15)

the electrostatic field that causes the drift is given by [56]

E =
∑
+ D+∇n+ −

∑
− D−∇n−∑

+ µ+n+ +
∑
− µ−n−

. (2.16)

Here, the subscript ’+’ indicates positive ions, and ’−’ indicates negative ions and electrons.

It is noted that the electron fluxΓe is obtained from equation (2.15), and that the mobilityµe

and diffusion coefficientDe are given by equations similar to (2.14). The electron densityne is

obtained assuming the quasi-neutrality,∑
+

n+ =
∑
−

n−, (2.17)

which implies that the sheath at plasma-surface boundaries is not included in the simulation.
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2.2.4 Neutral species transport

Theflux of thenth neutral species is given by

Γn = −Dn∇nn, (2.18)

taking the mobility set equal to zero in equation (4.1). Here,nn andDn = kBTn/Mnνnn,n are the

density and diffusion coefficient for thenth neutral, respectively, andνnn,n is the neutral-neutral

momentum transfer collision frequency for thenth neutral. The corresponding continuity equa-

tion is expressed as

∂nn

∂t
= −∇ · Γn +

∑
j

Rn j, (2.19)

similarly to equation (2.12), whereRn j is the production/destruction rate for thenth neutral

species due to the reaction eventj in the plasma.

Feedstock gases are taken to flow into the discharge through a gas inlet as depicted in

Fig. 2.1, and to flow out of the discharge as a result of pumping. The flux of feedstock gases

entering the reactor chamber is proportional to the flow rateSin (sccm) at the inlet,

Γin =
n0Sin

Ain
, (2.20)

wheren0 = 2.6868× 1019 cm−3 is the Loschmidt number (or the number density at standard

pressure and temperature), andAin is the inlet area. The particle loss due to pumping is given by

the fluxΓout at the exit boundary, which is adjusted to maintain a given pressure in the chamber

through auto pressure control. The boundary conditions are zero gradient of the density on the

axis of symmetry(∂nn/∂r = 0). Moreover, at the plasma-surface boundaries, thenth neutral

flux normal to surfaces is set to be the thermal fluxΓn⊥ = (1/4)nn
√

8kBTn/πMn.

2.2.5 Gas-phase and surface chemistry

Plasma etching involves various kinds of physical and chemical steps. Radicals and ions gen-

erated in the plasma diffuse to chamber walls and substrate surfaces, and then adsorb thereon.

The species adsorbed on substrates react with substrate atoms to form products or etch products,

which then desorb and diffuse back into the plasma. The model takes into account three chem-

ical reaction systems: gas-phase reactions, surface reactions on chamber walls, and etching
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reactionson substrate surfaces. The model contains feedstock CF4, its fragments CFx and CF+x

(x = 1−3), etch product SiF4, its fragments SiFx and SiF+x (x = 1−3), and oxygen-containing

species O, O2, CO, CO2, COF, COF2, O+, O+2 , O−, and CO+ also originating from SiO2 sur-

faces being etched. It should be noted here that the present plasma reactor shown in Fig. 2.1

consists of a cylindrical metal chamber with a dielectric SiO2 window at the top; thus, surface

chemistries on SiO2 are taken into account on the dielectric window at the top as well as on

substrate surfaces at the bottom of the reactor.

Gas-phase reactions in CF4 plasmas considered in this study are listed in Table I [102–109].

Feedstock CF4 molecules are dissociated into fluorocarbon radicals CFx (x = 1−3) by elec-

tron impact (reactions G1−G3), which are then further dissociated into smaller radicals also

by electron impact (G4 and G5). Moreover, fluorocarbon radicals CFx (x = 1−3) recombine

with fluorine atoms to form CFx+1 (G6−G8). The primary processes for generating positive

ions CF+x (x = 1−3) are assumed to be electron-impact dissociative ionization of feedstock CF4

(G9−G11) and electron-impact direct ionization of their fragments CFx (G12−G14), while the

loss of positive ions is due to ion-electron and ion-ion recombination in the plasma (G16−G18).

Negative ions F− are generated primarily by electron-impact dissociative attachment to CF4

(G15), being lost by ion-ion recombination (G17, G18) and electron detachment (G19). The re-

actions including oxygen-containing species are included in this study (G20−G50). Moreover,

the etch product SiF4 and its fragments SiFx and SiF+x (x = 1−3) are taken to react similarly to

fluorocarbon species (G51−G66).

The electron-impact rate coefficientsk j for the reaction eventj are calculated from the

known cross sectionσ j(ε) as

kj =

∫ ∞

0
σ j(ε)

(
2ε
me

)1/2

f (ε)dε, (2.21)

whereε is the electron energy andf (ε) is the electron energy distribution function. Assuming

the Maxwellian distribution for electrons, equation (2.21) becomes

k j =

(
8
πme

)1/2 (
1

kBTe

)3/2 ∫ ∞

0
εσ j(ε) exp

(
− ε

kBTe

)
dε. (2.22)

In practice, a modified Arrhenius formk j = ATB
e exp (−C/Te) is employed in this study, where

A, B, andC are constants determined through fitting to the calculatedkj.

Surface chemistries considered on metal chamber walls are summarized in Table II [102,

105, 106], along with the specified reaction probabilitiesγ j, where the wall temperature is as-
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Table I: Gas-phase reactions considered in the simulation, wherep is the gas pressure in mTorr

andTe is the electron temperature in eV.

No. Reactionj a,b Rate coefficientkj (m3s−1) ∆Hej (eV) Ref.

Reactionsfor fluorocarbons

G1 CF4 + e→ CF3 + F + e 2× 10−15 exp(−13/Te) 12.5 [102,103]

G2 CF4 + e→ CF2 + 2F+ e 5× 10−15 exp(−13/Te) 15.0 [102,104]

G3 CF4 + e→ CF+ 3F+ e 4.8× 10−17T0.5
e exp(−20/Te) 20.0 [102,104]

G4 CF3 + e→ CF2 + F + e 3.3× 10−16 3.0 [102,104]

G5 CF2 + e→ CF+ F + e 3.3× 10−16 4.55 [102,104]

G6 CF3 + F→ CF4 2.3× 10−19× p [102]

G7 CF2 + F→ CF3 9× 10−22× p [102]

G8 CF+ F→ CF2 9.6× 10−24× p [102]

G9 CF4 + e→ CF+3 + F +2e 7× 10−14 exp(−17.4/Te) 15.9 [102,103]

G10 CF4 + e→ CF+2 + 2F+2e 7× 10−15 exp(−24.7/Te) 22.0 [102,103]

G11 CF4 + e→ CF+ + 3F+2e 9× 10−15 exp(−30/Te) 27.0 [102,104]

G12 CF3 + e→ CF+3 +2e 8× 10−15 exp(−12.2/Te) 8.5 [102,104]

G13 CF2 + e→ CF+2 +2e 2.5× 10−14 exp(−12.2/Te) 11.4 [102,104]

G14 CF+ e→ CF+ +2e 2.5× 10−14 exp(−15.3/Te) 9.1 [102,104]

G15 CF4 + e→ F− + CF3 4.6× 10−15T−1.5
e exp(−7/Te) 4.8 [102,104]

G16 CF+3 + e→ CF3 4× 10−14 −8.5 [102,104]

G17 X+ + F− → X + F 4× 10−13 [102]

G18 CF+3 + F− → CF4 5× 10−14 [102]

G19 CF3 + F− → CF4 + e 5× 10−16 −4.8 [102,104]

Reactions for oxygen-containing species

G20 O+ e→ O+ + 2e 9.0× 10−15T0.7
e exp(−13.6/Te) 13.6 [104,105]

G21 O2 + e→ O+2 + 2e 2.13× 10−14 exp(−14.5/Te) 12.1 [105,106]

G22 O2 + e→ O− + O 8.8× 10−17 exp(−4.4/Te) 3.64 [105]c

G23 O− + O+ → O + O 2.7× 10−13 [105]

G24 O− + O+2 → O + O2 1.5× 10−13 [105]
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G25O− + e→ O +2e 2.0× 10−13 exp(−5.5/Te) 1.53 [105]c

G26 O2 + e→ 2O+ e 4.2× 10−15 exp(−5.6/Te) 5.17 [105]c

G27 O2 + e→ O + O(1D) + e 5.0× 10−14 exp(−8.4/Te) 7.13 [105]c

G28 O2 + e→ O+ + O− + e 7.1× 10−17T0.5
e exp(−17/Te) 17.32 [105]c

G29 O2 + e→ O+ + O + 2e 5.3× 10−16T0.9
e exp(−20/Te) 18.84 [105]c

G30 O+2 + e→ O + O 5.2× 10−15/Te -6.97 [105]c

G31 O− + O→ O2 + e 3× 10−16 −3.64 [105]c

G32 O2 + e→ O2(a1∆g) + e 1.7× 10−15 exp(−3.1/Te) 0.977 [105,107]

G33 O2(a1∆g) + e→ O+2 + 2e 9.0× 10−16T2.0
e exp(−11.6/Te) 11.16 [105,107]c

G34 O2(a1∆g) + e→ O− + O 2.28× 10−16 exp(−2.29/Te) 2.66 [105,107]c

G35 O2(a1∆g) + e→ O2 + e 5.6× 10−15 exp(−2.2/Te) −0.977 [105,107]c

G36 O2(a1∆g) + e→ O + O + e 4.2× 10−15T2.0
e exp(−4.6/Te) 4.19 [105,107]c

G37 CF3 + O→ COF2 + F 3.1× 10−17 [108]

G38 CF2 + O→ COF+ F 1.4× 10−17 [108]

G39 CF2 + O→ CO+ 2F 4× 10−18 [108]

G40 COF+ O→ CO2 + F 9.3× 10−17 [108]

G41 COF+ F→ COF2 8× 10−19 [108]

G42 COF+ CF2→ CF3 + CO 3× 10−19 [108]

G43 COF+ CF2→ COF2 + CF 3× 10−19 [108]

G44 COF+ CF3→ CF4 + CO 1× 10−17 [108]

G45 COF+ CF3→ COF2 + CF2 1× 10−17 [108]

G46 COF+ COF→ COF2 + CO 1× 10−17 [108]

G47 CF+ O→ CO+ F 2× 10−17 [108]

G48 CO2 + e→ CO+ O + e 4.47× 10−15T−0.201
e exp (−4.53/Te) 6.1 [103,104]

G49 COF2 + e→ COF+ F + e 1.13× 10−14T−0.399
e exp (−13.10/Te) 6.0 [103,104]

G50 CO+ e→ CO+ + 2e 3.47× 10−13T−0.0487
e exp (−23.8/Te) 14.0 [106]
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Reactions for silicon fluorides

G51SiF4 + e→ SiF3 + F + e 4.80× 10−15T0.8282
e exp (−11.22/Te) 7.25 [106]

G52 SiF4 + e→ SiF2 + 2F+ e 1.45× 10−14T0.01834
e exp (−16.03/Te) 11.9 [106]

G53 SiF4 + e→ SiF+ 3F+ e 6.94× 10−18T1.187
e exp (−18.98/Te) 18.6 [106]

G54 SiF3 + F→ SiF4 1.0× 10−16 [109]

G55 SiF2 + F→ SiF3 1.0× 10−16 [109]

G56 SiF+ F→ SiF2 1.0× 10−16 [109]

G57 Si+ F→ SiF 1.0× 10−16 Assumed

G58 SiF4 + e→ SiF+3 + F + 2e 1.15× 10−14T0.6641
e exp (−17.42/Te) 16.0 [106]

G59 SiF4 + e→ SiF+2 + 2F+ 2e 3.44× 10−15T0.5108
e exp (−22.83/Te) 23.4 [106]

G60 SiF4 + e→ SiF+ + 3F+ 2e 6.19× 10−16T1.090
e exp (−26.99/Te) 25.1 [106]

G61 SiF3 + e→ SiF+3 + 2e 9.79× 10−15T0.3633
e exp (−10.21/Te) 9.60 [106]

G62 SiF2 + e→ SiF+2 + 2e 2.80× 10−14T0.2530
e exp (−11.62/Te) 10.80 [106]

G63 SiF+ e→ SiF+ + 2e 6.25× 10−14T0.3258
e exp (−7.80/Te) 7.26 [106]

G64 SiF4 + e→ F− + SiF3 3.18× 10−16T−0.3792
e exp(−9.82/Te) 3.8 [106]

G65 SiF+3 + e→ SiF3 4× 10−14 Assumed

G66 SiF+3 + F− → SiF4 5× 10−14 Assumed

a X = CFx (x = 1−3).

b O(1D), O2(a1∆g) are metastables.

c ∆Hej is calculated from the Fourth Edition of NIST-JANAF Thermochemical Tables.
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sumedto beTw = 300 K. Ions of CF+x (x = 1−3), O+x (x = 1, 2), and CO+ lose their charge by

neutralization on the walls to generate their own neutrals CFx, Ox, and CO, which then return

into the gas phase or in the plasma (reactions W1−W3, W8−W10). The neutrals of CFx (x =

1−3), F, and CO are assumed to adsorb on the walls (W4−W7, W13); on the other hand, O

atoms recombine and O2 (a1∆g) metastables are deactivated on the walls to generate O2, which

then returns into the gas phase (W11, W12). The etch products SiFx, SiF+x (x = 1−3), and Si

are assumed to behave similarly to CFx and CF+x (W14−W20), where the respective reaction

probabilities are taken to be the same as those for the similar CFx and CF+x .

Surface chemistries for SiO2 etching in fluorocarbon plasmas have been studied for years [83,

110–123], which are summarized in Table III according to a model of Gogolideset al. [124].

The removal of surface atoms of SiO2 substrates is attributed mainly to ion-enhanced etching

reactions through simultaneous exposure of reactive neutrals and energetic ions: the neutral

atoms and molecules adsorbed react with SiO2 surfaces to form surface reaction layers, which

are then enhanced to be desorbed from the surfaces under energetic ion bombardment. We as-

sume that fluorine atoms, fluorocarbon radicals, and polymers are bonded to SiO2 surface sites,

and that the etching progresses as long as the polymer does not cover all the sites. The equations

of surface site balance are written as

σS
dθF
dt
= sF(1− θtot)ΓF − 2βF(1+ b)θFΓion − 2K(Ts)θFΓF, (2.23)

σS
dθCFx

dt
=

∑
n

sCFn(1− θtot)ΓCFn − (βCFx + yC)θSxΓion − krecθCFxΓF, (2.24)

σS
dθP
dt
=

∑
i

xiyd,iΓion + βSθCFxΓion − βF/PθPθF/PΓion

+βSθPθCFx/PΓion +
∑

n

sSiFnΓSiFn, (2.25)

whereσS is the surface site areal density on SiO2, θF, θCFx, andθP the surface coverages of

fluorine atoms, fluorocarbon radicals, and polymers thereon,θtot = θF + θCFx + θP the sum

of coverages,sF, sCFn, andsSiFn (n = 1−3) the adsorption probabilities of fluorine atoms and

fluorocarbon radicals on SiO2 and of fluorosilicon radicals on all the surface sites. Moreover,

b is the branching ratio of the fraction of SiF2 radicals produced in SiO2 etching relative to
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Table II: Surface reactions considered on metal chamber walls in the simulation.

No. Reactionj a,b Reactionprobabilityγ j Ref.

Reactionsfor fluorocarbons

W1 CF+3(g)
wall→ CF3(g) 1.0 [102]

W2 CF+2(g)
wall→ CF2(g) 1.0 [102]

W3 CF+(g)
wall→ CF(g) 1.0 [102]

W4 CF3(g)
wall→ CF3(w) 0.05 [102]

W5 CF2(g)
wall→ CF2(w) 0.05 [102]

W6 CF(g)
wall→ CF(w) 0.20 [102]

W7 F(g)
wall→ F(w) 0.02 [102]

Reactions for oxygen-containing species

W8 O+(g)
wall→ O(g) 1.0 [105]

W9 O+2(g)
wall→ O2(g) 1.0 [105]

W10 CO+(g)
wall→ CO(g) 1.0 [106]

W11 O(g)
wall→ 0.5O2(g) 0.40 [105]

W12 O2(a1∆g)(g)
wall→ O2(g) 0.007 [105]

W13 CO(g)
wall→ CO(w) 0.01 Assumed

Reactions for silicon fluorides

W14 SiF+3(g)
wall→ SiF3(g) 1.0 Assumed

W15 SiF+2(g)
wall→ SiF2(g) 1.0 Assumed

W16 SiF+(g)
wall→ SiF(g) 1.0 Assumed

W17 SiF3(g)
wall→ SiF3(w) 0.05 Assumed

W18 SiF2(g)
wall→ SiF2(w) 0.02 Assumed

W19 SiF(g)
wall→ SiF(w) 0.20 Assumed

W20 Si(g)
wall→ Si(w) 0.20 Assumed

a g stands for atoms, radicals, and ions in the gas phase or in the plasma.

b w stands for atoms and radicals adsorbed on the walls.
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Table III: Surface reactions considered on SiO2 surfaces (dielectric window as well as substrate

surfaces) during etching in the simulation, whereTs is the surface temperature of 300 K.

No. Reactiona,b Flux Surface Rate coefficientc,d Ref.

coverage

Physicalsputtering

S1 SiO2* → Si(g)+ 2O(g) Γion 1− θtot ysp,i = Ai(
√

Ei −
√

Eth)e [124]

Reactionswith F atoms

S2 SiO2* → SiO2F2(s) ΓF 1− θtot sF = 0.02 [124]

+ 2F(g)

S3 SiO2F2(s) → SiF4(g) + O2(g) Γion θF βF = 0.0454(
√

Ei −
√

Eth)f [124]

+ 2F(g)

S4 SiO2F2(s) → SiF2(g) + O2(g) Γion θF βFb = 0.0454b(
√

Ei −
√

Eth)f [124]

S5 SiO2F2(s) → SiF4(g) + O2(s) ΓF θF K(Ts) =
K0ρNA

Mw
exp

(
− Ea

kTs

)
[124]

+ 2F(g)

Reactions with fluorocarbon radicals

S6 SiO2* → SiO2CFx(s) ΓCFx 1− θtot sCFx = 0.1 Assumed

+ CFx(g)

S7 SiO2CFx(s)→ SiFx(g) +2CO(g) Γion θCFx βCFx = 0.361(
√

Ei −
√

Eth)f [124]

S8 SiO2CFx(s)→ Si(s)+ 2COFx(g) Γion θCFx yC = 0.0361 [124]

S9 SiO2CFx(s)→ SiO2* + CFx+1(g) ΓF θCFx krec = 0.60 [124]

+ F(g)

Reactions of polymer creation or loss

S10 CF+x(g) → P Γion 1 yd,i = −Ad,i
√

Ei
g [124]

(0 < Ei ≤ 1
2Eth)

yd,i = Ai(
√

Ei −
√

Eth)h [124]

(1
2Eth < Ei < Eth)

S11SiO2CFx(s)→ P Γion θCFx βs = 0.0361 [124]
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S12 P−F(s/P) → etchingof P Γion θPθF/P βF/P = 0.2 (
√

Ei −
√

Eth)i [124]

S13P−CFx(s/P)→more P Γion θPθCFx/P βs = 0.0361 [124]

S14 SiFx(g) → P ΓSiFx 1 sSiFx = 0.1 Assumed

Reactions with F atoms on polymer surfaces

S2’ P+ 2F(g) → P−F2(s) ΓF θP(1− θtot/P) sF/P = 0.1 Assumed

S3’ P−F2(s) → CF4(g) + O2(g) Γion θPθF/P βF/P = 0.2 (
√

Ei −
√

Eth)i Assumed

+ 2F(p) + P

Reactionswith fluorocarbon radicals on polymer surfaces

S6’ P+ CFx(g) → P−CFx(s) ΓCFx θP(1− θtot/P) sCFx/P = 0.1 Assumed

S7’ P−2CFx(s) → CFx(g) +2CO(g) Γion θPθCFx/P βCFx/P = 0.2 (
√

Ei −
√

Eth)i Assumed

+ P

S8’ P−CFx(s) → Si(s)+ 2COFx(g) Γion θPθCFx/P yC = 0.0361 Assumed

+ P

S9’ P−CFx(s) → P+ CFx+1(g) ΓF θPθCFx/P krec = 0.60 [124]

+ F(g)

a p, s, P, and s/P stand for physisorbed atoms, chemisorbed atoms and radicals, polymer,

and chemisorbed atoms and radicals on polymer surface, respectively.

b The symbol (*) denotes a dangling bond or a site for chemisorption.

c Ai andAd,i are constants.

d K0, Ea, ρ, NA, andMw stand for a constant, activation energy, material density,

Avogadro’s number, and the atomic or molecular weight of the material being etched, respectively.

e Ai = 0.0456 (CF+3), 0.0306 (CF+2), 0.0228 (CF+), Eth = 20 eV (CF+3), Eth = 80 eV (CF+2),

Eth = 150 eV (CF+).

f Eth = 4 eV.

g Ad,i = 0.0189 (CF+3), 0.0127(CF+2), 0.0094(CF+), Eth = 20 eV (CF+3), Eth = 80 eV (CF+2),

Eth = 150 eV (CF+).

h Ai = 0.0456 (CF+3), 0.0306 (CF+2), 0.0228 (CF+), Eth = 20 eV (CF+3), Eth = 80 eV (CF+2),

Eth = 150 eV (CF+).

i Eth = 4 eV.
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that of SiF4, described asb = b0
√

Ei, whereb0 = 0.007 is the coefficient of the branching

ratio andEi is the ion energy [117];K(Ts) is the thermal (chemical) etching coefficient for

fluorine atoms at a surface temperatureTs. The coefficientsβF andβCFx are the ion-enhanced

SiO2 etching yields by fluorine atoms and fluorocarbon radicals, respectively,βF/P the ion-

enhanced polymer etching yield by fluorine atoms,βS the ion-enhanced deposition yield of

adsorbed fluorocarbon radicals,yC the carbon sputtering yield,krec the recombination coefficient

of adsorbed fluorocarbon radicals and fluorine atoms,xi the ratio of theith ion (i = 1−3) to the

total ion flux,yd,i the direct ion deposition yield for theith ion, andθF/P andθCFx/P the coverages

of fluorine atoms and fluorocarbon radicals on the polymer. In addition,Γion, ΓF, ΓCFn, andΓSiFn

(n= 1−3) are the incident fluxes of ions, fluorine atoms, fluorocarbon radicals, and fluorosilicon

radicals onto the surfaces, respectively.

The F and CFx site balances on the polymer surfaces are written in a similar manner:

σS
dθPθF/P

dt
= sF/PθP(1− θtot/P)ΓF − βF/PθPθF/PΓion, (2.26)

σS
dθPθCFx/P

dt
=

∑
n

sCFn/PθP(1− θtot/P)ΓCFn − (βCFx/P+ yC)θPθCFx/PΓion

−krecθPθCFx/PΓF, (2.27)

whereθtot/P = θF/P + θCFx/P is the sum of surface coverages of fluorine atoms and fluorocarbon

radicals on the polymer,sF/P andsCFn/P (n= 1−3) the adsorption probabilities of fluorine atoms

and fluorocarbon radicals on the polymer, andβCFx/P the ion-enhanced polymer etching yield

by fluorocarbon radicals. In the calculation,sCFn, sSiFn, andsCFn/P are taken to besCFx, sSiFx, and

sCFx/P, irrespective of the species concerned.

It is noted that the first term of equation (2.23) represents the adsorption of fluorine atoms

on SiO2 (reaction S2), the second term the removal of fluorine atoms by ion-enhanced etch-

ing to produce SiF4 and SiF2 (S3, S4), and the third term the chemical etching by fluorine

atoms (S5). The first term of equation (2.24) represents the adsorption of fluorocarbon radicals

on SiO2 (S6), the second term the removal of fluorocarbon radicals by ion-enhanced etching

(S7) and carbon sputtering (S8), and the third term the removal of fluorocarbon radicals by

recombination with fluorine atoms (S9). The first term of equation (2.25) represents the di-

rect ion deposition (S10), the second term the ion-enhanced deposition of fluorocarbon radicals
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adsorbed on SiO2 (S11), the third term the ion-enhanced etching of polymer (S12), the forth

term the ion-enhanced deposition of fluorocarbon radicals adsorbed on polymer (S13), and the

last term the direct deposition of silicon fluorides (S14). Moreover, equations (2.26) and (2.27)

characterizing reactions on polymer surfaces are assumed to be similar to equations (2.23) and

(2.24), respectively. The first term of equation (2.26) represents the adsorption of fluorine atoms

on polymer (S2’), and the second term the removal of fluorine atoms by ion-enhanced etching

(S3’). The first term of equation (2.27) represents the adsorption of fluorocarbon radicals on

polymer (S6’), the second term the removal of fluorocarbon radicals by ion-enhanced etching

(S7’) and carbon sputtering (S8’), and the third term the removal of fluorocarbon radicals by

recombination with fluorine atoms (S9’).

Here,we solve equations (2.23)−(2.27) to obtain the surface site coverageθF, θCFx, θP, θF/P,

andθCFx/P under steady-state conditions (d/dt = 0). These surface coverages are used to deter-

mine the net fluxes of reactants and products into and out of the surface. The etch rate is given

by

ER= ΓSiFx/ρSiO2, (2.28)

whereρSiO2 = 2.64× 1022 molecules/cm3 is the material density of SiO2 to be etched, andΓSiFx

is the flux of SiFn (n = 0−4) molecules leaving SiO2 surfaces through surface reactions given

by

ΓSiFx =
∑

i

xiysp,i(1− θtot)Γion + βF(1+ b)θFΓion + K(T)θFΓF

+(βCFx + yC)θCFxΓion, (2.29)

whereysp,i is the physical sputtering yield by theith ion. The first term of (2.29) represents the

physical sputtering of SiO2 (S1), the second term the ion-enhanced etching by fluorine atoms

(S3, S4), the third term the purely chemical etching by fluorine atoms (S5), and the last term

the ion-enhanced etching by fluorocarbon radicals (S7) and carbon sputtering (S8).

2.3 Numerical procedures

We employed a home-made code in Fortran programing language to obtain steady-state solu-

tions. The model consists of an electromagnetic equation for the inductive electric field power-
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ing the plasma, an equation for the electron energy assuming Maxwellian electrons, and conti-

nuity equations for charged (positive and negative ions) and neutral species including gas-phase

and surface reactions. The present model is based on the fluid approximation, with the charged

particle flux being further described by the drift-diffusion approximation and the neutral flux

by the diffusion approximation [125, 126]. These equations include a stiff system which in-

volves both fast and slow time-varying phenomena, and so a modular approach is essential to

overcome the disparate time scales associated with the transport and chemistry of electrons and

heavy particles (ions and neutrals) in the plasma.

In the electromagnetic module, we employ the cylindrical coordinates (r, z), assuming the

azimuthal symmetry of the system; Maxwell’s equations are solved to obtain the power de-

position into the plasma, where equation (2.1) is spatially discretized with the finite-volume

approximation [127] and solved for each unit cell with a boundary condition (2.3) at the plasma-

dielectric window interfaces. The spatial steps are taken to be∆r = 0.5 cm and∆z = 0.3 cm,

where the simulation area is divided into 30 cells in ther direction and 30 cells in thezdirection.

In the electron energy module, the electron temperature is determined by integrating equation

(2.9) with no transfer of the electron thermal energy at plasma-surface boundaries (on chamber

walls and substrate surfaces). In the plasma reaction module, the rate coefficients for gas-phase

reactions through electron impact are calculated as a function of electron temperature, being

employed in source and sink terms of the continuity equations (2.12) and (2.19) for charged and

neutral species to obtain their densities in the plasma. Then, we integrate a set of the ordinary

differential equations by iterating Gear’s backward differential formulae (BDF) method [128]

with the minimum time step∆t = 1 × 10−7 s, assuming initial two-dimensional profiles of the

electron density, temperature, and species densities. At plasma-surface boundaries, given the

flux of positive ions and neutrals from the plasma onto surfaces, the surface site balance model

of equations such as (2.23)−(2.27) is employed to analyze surface reactions, to obtain the flux

of reaction products desorbed from surfaces into the plasma. The electron density is calculated

by charge neutrality to give the plasma conductivity, which in turn is employed in Maxwell’s

equations.

In the present simulation, we include 12 charged and 16 neutral species, along with 66 gas-

phase reactions and 40 surface reactions (20 on chamber walls and 20 on substrate surfaces).

The electron transport properties in electromagnetic and fluid equations are given based on the
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Fig. 2.2: Time variation of the spatially averaged densities of several major species: a gas

pressure of 10 mTorr, a feedstock CF4 flow rate of 200 sccm, a total power deposition of 250

W, and an ion bombardment energy of 100 eV on substrate surfaces.
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electronmomentum transfer collision cross section [129], and the transport properties for neu-

trals and ions therein are given based on the Lennard-Jones parameter and polarizability [88].

The following is chosen as standard conditions: a gas pressure of 10 mTorr, a feedstock CF4

flow rate of 200 sccm, a total power deposition of 250 W at an rf frequency of 13.56 MHz, and

an ion bombardment energy of 100 eV on substrate surfaces of temperatureTs = 300 K. The ion

bombardment energy on SiO2 surfaces of the dielectric window is determined from the plasma

and floating potentials asEi = Vp−Vf = kBTe[0.5+ (Mi/2πme)1/2], which is in the range 15−20

eV in the present simulation. The numerical procedure is iterated until a steady-state solution is

obtained. Figure 2.2 shows the time variation of the spatially averaged density of major species

under the standard condition, indicating that the species density converges to the steady state

for less than several 10 ms.

2.4 Results and Discussion

Figures 2.3(a)−2.3(j) show the two-dimensional distribution of plasma properties in the reac-

tor chamber under the standard conditions. Figure 2.3(a) gives the power deposition, most

of which is localized near the coil, since the electromagnetic waves cannot penetrate the high-

density plasma over a few skin depths (δ ∼ 1.5 cm). The peak power deposition is more than 0.7

W/cm3 just beneath the coil. Figure 2.3(b) gives the feedstock CF4 density, which is maximum

near the gas inlet and decreases farther away from the inlet. Figures 2.3(c) and 2.3(d) give the

electron density and temperature, respectively, where the electrons produced by ionization are

mainly lost by ambipolar diffusion to the chamber walls and by dissociative attachment to CF4

in the plasma. Although the electron temperature is maximum beneath the coil where the power

deposition is maximum, the high thermal conductivity for electrons at low pressures results in

heating up the whole plasma in the reactor. Figures 2.3(e) and 2.3(f) give the F atom and F− ion

densities, respectively. Neutral F atoms are produced mainly through electron-impact dissocia-

tion of the feedstock CF4 and its fragments CF3 and CF2, in the central upper part of the reactor

chamber where the electron density and temperature are relatively high. On the chamber walls,

F atoms are adsorbed with a probabilityγ j = 0.02, or reemitted with a probability (1− γ j).

Negative F− ions are produced through dissociative electron attachment to CF4 in abundant

CF4 atmospheres near the gas inlet, being confined by the ambipolar electric fields owing to its
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negative charge, and being lost in the central part of the chamber by frequent ion-ion recombi-

nationwith positive ions such as CF+3 and SiF+3 . Figures 2.3(g) and 2.3(h) give the density of

fragments CF2 and CF+3 , respectively. The CF2 neutral density is maximum around beneath the

coil, where CF2 neutrals are produced mainly through electron-impact dissociation of CF4 and

CF3. The CF+3 ion density has a peak in the central middle part of the chamber, where CF+
3 ions

are produced through electron-impact dissociative ionization of CF4 and also electron-impact

ionization of CF3. Figures 2.3(i) and 2.3(j) give the density of etch products SiF4 and SiF+3 ,

respectively. The SiF4 density has a strong downhill-like gradient from the central region on

SiO2 substrates towards the exit owing to a large amount of SiF4 production thereon, implying

that the diffusion is slower than surface reactions. The SiF4 molecules are produced on SiO2

dielectric windows as well as on substrate surfaces; in practice, the density of products decays

away from both the top and bottom boundaries. It is noted here that the etch rateERwas typi-

cally 0.46µm/min for substrates, while 0.28µm/min for dielelctric windows. The SiF4 density

is about 10% of that of the feedstock CF4, and is comparable to that of CF2; thus, etch prod-

ucts are not negligible in etching reactions. Electron-impact dissociation and ionization produce

fragments SiFx and SiF+x (x= 1−3). The SiF+3 ion density has a peak at the central middle part of

the chamber, decreasing towards boundary surfaces through ambipolar diffusion. The location

of the SiF+3 and CF+3 density peak almost corresponds to that of the electron density peak, while

the density of SiF+3 is about 5% of that of CF+3 .

Figures2.4(a) and 2.4(b) show the radial distribution of different ion and neutral fluxes

incident on substrate surfaces, respectively, derived from the results of Fig. 2.3. The ion and

neutral fluxes decrease radially towards the edge, being consistent with the distribution of the

respective ion and neutral densities in the plasma near the substrate surfaces as shown in Fig. 2.3.

The neutral-to-ion flux ratio is typicallyΓF/ΓCF+3
≈ 100 andΓCF2/ΓCF+3

≈ 10. Figure 2.4(c) shows

the distribution of etch rateERand surface coveragesθF, θCFx, andθP of F atoms, CFx radicals,

and polymers. The coverage is determined by a balance between ion and neutral fluxes; in

practice, the F coverageθF increases with increasing F flux, while it decreases with increasing

ion flux; and the CFx coverageθCFx increases with increasing CFx flux, while it decreases with

increasing ion and F fluxes. The etch rateERdecreases gradually in the radial direction towards

the edge and then slightly increases near the edge, which is governed primarily by the ion-

enhanced etching with F atoms and CFx radicals adsorbed on substrate surfaces. A drop in the
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Fig. 2.3: Two-dimensional distributions of (a) power deposition, (b) feedstock CF4 density, (c)

electron density, (d) electron temperature, (e) F density, (f) F− density, (g) CF2 density, (h) CF+3

density, (i) SiF4 density, and (j) SiF+3 density under the standard conditions: a gas pressure of

10 mTorr, a feedstock CF4 flow rate of 200 sccm, a total power deposition of 250 W, and an ion

bombardment energy of 100 eV on substrate surfaces of temperatureTs = 300 K.



44 CHAPTER 2. PLASMA GAS PHASE

r (cm)Neutralflux
(cm-2 s-1 )

0 2 4 6 8 101016101710181019

r (cm)Etchrate(µ
m/min) Coverage0 2 4 6 8 100.00.20.40.60.81.0

0.00.20.40.60.81.0

r (cm)Ionflux(cm
-2 s-1 )

0 2 4 6 8 101014101510161017(a)

(c)

(b)

FθPθ
xCFθ

CF3+CF2+CF+SiF3+

Etch rate

F SiF4CF2CF3 CF

Fig. 2.4: Radial distributions on substrate surfaces of (a) ion fluxes, (b) neutral fluxes, and (c)

etch rate and surfaces coveragesθP, θF, andθCFx under the standard conditions of Fig. 2.3.
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Fig. 2.5: Chemical compositions of (a) neutral and (b) charged species averaged over the entire

region of the reactor chamber in three cases of ”a wafer ”, ”no wafer”, and ”no etching”, with

the other parameters being the same as those under the standard conditions of Fig. 2.3. Etching

occurs on both the SiO2 dielectric window and substrate surfaces in the ”a wafer” case (or a

case of Figs. 2.3 and 2.4), and occurs only on the SiO2 dielectric window in the ”no wafer”

case; in contrast, no etching occurs on any surfaces in the ”no etching” case.

polymer coverageθP near the edge also contributes to the increasedERthereat.

Figures 2.5(a) and 2.5(b) show the chemical composition of neutral and charged species,
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respectively, averaged over the entire region of the reactor chamber, where calculations were

madefor three cases of ”a wafer”, ”no wafer”, and ”no etching” with the other parameters

being the same as those under the standard conditions of Fig. 2.3. Etching occurs on both the

SiO2 dielectric window and substrate surfaces in the ”a wafer” case (or a case of Figs. 2.3 and

2.4), and occurs only on the SiO2 dielectric window in the ”no wafer” case; on the other hand,

no etching occurs on any surfaces in the ”no etching” case, where there are no etch products

such as CO, SiF4, and SiF+3 . Under the ”no wafer” case, etch products are attributed to SiO2

surface reactions of the dielectric window. It is noted that the etch product densities are larger in

the ”a wafer” case than in the ”no wafer” case. In both cases, the densities of the feedstock CF4

and its fragment neutrals and ions such as CFx, F, and CF+x tend to be decreased as compared

with those in the ”no etching” case, as a result of desorption of etch products into the reactor

chamber; in contrast, the electron and F− ion densities remain almost unchanged. The CO

radical density is the largest among etch products, and that of CO+ ions is the largest among

product ions, which are possible to contribute to the ion-enhanced etching.

Here, we did a sensitivity analysis by changing the assumed coefficients, indicating that

the results were not so sensitive to changes in the coefficient of gas-phase reactions. However,

the results were sensitive to changes in the coefficient of surface reactions, in particular, the

adsorption probability of CO on chamber walls.

2.4.1 Ion energy dependence

Figures 2.6(a)−2.6(h) show the two-dimensional distribution of plasma properties in the reactor

chamber for a higher ion energy of 500 eV, with the other parameters being the same as those

under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and 2.6 indicates

that as a result of increased ion bombardment energy on the substrate surfaces, the density of

etch product SiF4 in the plasma is typically 1.3 times larger than that for the ion energy of 100

eV. Correspondingly, the density of product ion SiF+
3 is also increased, while the densities of

fragment neutrals and ions such as CF2 and CF+3 are slightly decreased at a constant pressure. It

is noted that the etch rateERwas increased to typically 0.68µm/min for the substrates, while

slightly decreased to typically 0.24µm/min for the dielectric window. Figures 2.7(a) and 2.7(b)

show the chemical composition of neutral and charged species for different ion energies of 100

(standard), 300, and 500 eV, averaged over the entire region of the reactor chamber. Note that
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thesedata correspond to those in ”a wafer” case, and so the data for 100 eV are the same as

those in the ”a wafer” case of Fig. 2.5; in addition, the data in the ”no wafer” and ”no etching”

cases for 100 eV are the same as those in Fig. 2.5. The densities of fluorocarbon radicals CFx

(x = 1−3) are smaller for higher ion energies, while the densities of etch products such as O-

containing species and SiFx (x = 0−4) are larger for higher ion energies. Correspondingly, the

densities of fluorocarbon ions CF+x (x= 1−3) are smaller, and the densities of product ions such

as O-containing ions and SiF+x (x = 1−3) are larger for higher ion energies.

2.4.2 Pressure dependence

Figures 2.8(a)−2.8(h) show the two-dimensional distribution of plasma properties in the reactor

chamber for a higher pressure of 50 mTorr, with the other parameters being the same as those

under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and 2.8 indicates that

as a result of increased pressure, the electron density has a maximum in the vicinity of the coil,

decreasing significantly towards the bottom of the chamber, which is ascribed to the lowered

electron thermal conduction as well as ambipolar diffusion of ions and electrons at increased

pressures. Correspondingly, the densities of fragment neutrals and ions such as F, CF2 and

CF+3 are decreased at around substrate surfaces at the chamber bottom, which in turn results in

reduced densities of etch product SiF4 and product ion SiF+3 in the plasma. It is noted that the

etch rateER was decreased to typically 0.06µm/min for substrates, where the neutral-to-ion

flux ratio was typicallyΓF/ΓCF+3
≈ 400 andΓCF2/ΓCF+3

≈ 60 with ΓCF+3
≈ 1.5× 1015 cm−3; on

the other hand, theER remained almost unchanged at typically 0.27µm/min for the dielectric

window, and thus the etch product originated primarily from the SiO2 dielectric window beneath

the coil.

Figures 2.9(a) and 2.9(b) show the chemical composition of neutral and charged species for

different pressures of 10 (standard) and 50 mTorr, averaged over the entire region of the reactor

chamber. Note that the data for 10 mTorr are the same as those in the ”a wafer” case of Fig. 2.5.

The densities of F atoms and fluorocarbon radicals CFx (x = 1, 3) tend to be smaller at higher

pressures, and the densities of etch products such as O-containing species and SiFx (x = 0−4)

are also smaller at higher pressures. Correspondingly, the densities of fluorocarbon ions CF+
x (x

= 1−3) tend to be smaller, and the densities of product ions such as O-containing ions and SiF+
x

(x = 1−3) are smaller at higher pressures.
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Fig.2.6: Two-dimensional distributions of plasma properties in the reactor chamber for a higher

ion energy of 500 eV with the other parameters being the same as those under the standard

conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density, (d) F− density,

(e) CF2 density, (f) CF+3 density, (g) SiF4 density, and (h) SiF+3 density.
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(a) Neutral species

(b) Charged species

100 eV300 eV500 eV100 eV300 eV500 eV

100 eV300 eV500 eV100 eV300 eV500 eV

Fig. 2.7: Chemical compositions of (a) neutral and (b) charged species averaged over the entire

region of the reactor chamber for different ion energies of 100 (standard), 300, and 500 eV. Note

that the data for 100 eV are the same as those in ”a wafer” case of Fig. 2.5.
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(b) (eV)eT(a) (1011 cm−3)
(d) (1011 cm−3)(c) (1014 cm−3)

(e) (1013 cm−3) (f) (1011 cm−3)
(g) (1012 cm−3) (h) (109 cm−3)

en
-FnFn

2CFn +3CFn

4SiFn +3SiFn

50 mTorr

Fig.2.8: Two-dimensional distributions of plasma properties in the reactor chamber for a higher

pressure of 50 mTorr with the other parameters being the same as those under the standard

conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density, (d) F− density,

(e) CF2 density, (f) CF+3 density, (g) SiF4 density, and (h) SiF+3 density.
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Species
Density(cm-3 )

CF4CF3CF2 CF F O O2 COCO2COFCOF2SiF4SiF3SiF2 SiF Si1071081091010101110121013101410151016

Species
Density(cm-3 )

e- CF3+ CF2+ CF+ F- O+ O2+ O- CO+ SiF3+ SiF2+ SiF+1041051061071081091010101110121013

10 mTorr50 mTorr10 mTorr50 mTorr(a) Neutral species

(b) Charged species 10 mTorr50 mTorr10 mTorr50 mTorr

Fig. 2.9: Chemical compositions of (a) neutral and (b) charged species averaged over the entire

region of the reactor chamber for different pressures of 10 (standard) and 50 mTorr. Note that

the data for 10 mTorr are the same as those in the ”a wafer” case of Fig. 2.5.
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2.4.3 Mass flow dependence

Figures2.10(a)−2.10(h) show the two-dimensional distribution of plasma properties in the re-

actor chamber for a higher mass flow rate of 300 sccm, with the other parameters being the

same as those under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and

2.10 indicates that as a result of increased mass flow rate, or reduced gas residence time in the

chamber, the densities of fragment neutrals and ions such as CF2 and CF+3 are increased owing

to reduced recombination loss at chamber walls, while the F atom density is slightly decreased.

Moreover, the densities of etch product SiF4 and product ion SiF+3 in the plasma are decreased

owing to reduced residence time or increased exhaust velocity to maintain a constant pressure.

In practice, the increase in the mass flow rate effectively decreases the amount of etch products

in the reactor chamber. It is noted that the etch rateER was slightly decreased to typically

0.41µm/min for substrates, owing to the reduced density and thus the surface coverage of F

atoms; on the other hand, theER for the dielectric window remained almost unchanged at 0.28

µm/min.

Figures 2.11(a) and 2.11(b) show the chemical composition of neutral and charged species

for different mass flow rates of 100, 200 (standard), and 300 sccm, averaged over the entire

region of the reactor chamber. Note that the data for 200 sccm are the same as those in the

”a wafer” case of Fig. 2.5. The densities of fluorocarbon radicals CFx (x = 1−3) are larger for

higher flow rates, while the densities of etch products such as O-containing species and SiFx (x

= 2−4) are smaller for higher flow rates. Correspondingly, the densities of fluorocarbon ions

CF+x (x = 1−3) are larger, and the densities of product ions such as O-containing ions and SiF+
x

(x = 1−3) are smaller for higher flow rates.

2.4.4 Coil configurations

Figure 2.12(a) and 2.12(b) show the two-dimensional distribution of electron and SiF4 densities

in the reactor chamber for three different ICP coil configurations, with the other parameters be-

ing the same as those under the standard conditions of Fig. 2.3: (i) standard coil configuration

as used for the aforementioned analysis, (ii) inner coil configuration, and (iii) outer coil con-

figuration. Note that the figures for (i) are the same as those in Fig. 2.3. The electron density

distribution in all configurations has a peak in the central middle part of the chamber, and the
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(b) (eV)eT(a) (1011 cm−3)
(d) (1010 cm−3)(c) (1014 cm−3)

(e) (1013 cm−3) (f) (1011 cm−3)
(g) (1013 cm−3) (h) (109 cm−3)

en
-FnFn

2CFn +3CFn

4SiFn +3SiFn

300 sccm

Fig. 2.10: Two-dimensional distributions of plasma properties in the reactor chamber for a

higher mass flow rate of 300 sccm with the other parameters being the same as those under the

standard conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density, (d)

F− density, (e) CF2 density, (f) CF+3 density, (g) SiF4 density, and (h) SiF+3 density.
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Species
Density(cm-3 )

CF4CF3CF2 CF F O O2 COCO2COFCOF2SiF4SiF3SiF2 SiF Si108109101010111012101310141015

Species
Density(cm-3 )

e- CF3+ CF2+ CF+ F- O+ O2+ O- CO+ SiF3+ SiF2+ SiF+106107108109101010111012

100 sccm200 sccm300 sccm100 sccm200 sccm300 sccm(a) Neutral species

(b) Charged species 100 sccm200 sccm300 sccm100 sccm200 sccm300 sccm

Fig.2.11: Chemical compositions of (a) neutral and (b) charged species averaged over the entire

region of the reactor chamber for different mass flow rates of 100, 200 (standard), and 300 sccm.

Note that the data for 200 sccm are the same as those in ”a wafer” case of Fig. 2.3.



2.4. RESULTS AND DISCUSSION 55

(iii)
(ii)
(i)

(a) (1011 cm−3)en (b) (1013 cm−3)4SiFn

Fig. 2.12: Two-dimensional distributions of (a) electron and (b) SiF4 densities in the reactor

chamber for different ICP coil configurations: (i) standard, (ii) inner, and (iii) outer coil config-

urations. The other parameters are the same as those under the standard conditions of Fig. 2.3.

Note that the figures for (i) are the same as those in Fig. 2.3.

density difference is attributed to the distance between the coil and reactor chamber walls which

consume electrons as a result of diffusion. The electron density (and also temperature) in con-

figuration (ii) is highest among the three, because the input power is absorbed in a limited area

beneath the coil; on the other hand, in configuration (iii), the electrons generated in a region

beneath the coil easily diffuse radially to chamber walls, and so the electron density is low-

est among the three. The distribution of etch products is also affected by the coil configuration.

The etch product SiF4 originates primarily from substrate surfaces in configurations (i) and (iii),

while originates from the SiO2 dielectric window as well as substrate surfaces in configuration

(ii). The etch rate uniformity of the substrates was found to be significantly better in (i) and

(iii), as compared to that in (ii).
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2.5 Conclusions

Two-dimensional fluid simulation of an ICP CF4 plasma etching of SiO2 has been performed

taking into account gas-phase and surface chemistries of etch products as well as reactants dur-

ing etching. The plasma fluid model consisted of Maxwell’s equations, continuity equations for

neutral and charged species including gas-phase and surface reactions, and an energy balance

equation for electrons. The surface reaction model assumed Langumiur adsorption kinetics with

the coverage of fluorine atoms, fluorocarbon radicals, and polymers on SiO2 surfaces. In the

simulation, we included 12 charged and 16 neutral species, together with 66 gas-phase reactions

and 40 surface reactions (20 on metal chamber walls, and 20 on the SiO2 dielectric window as

well as the substrate surfaces). The steady-state solutions were obtained by coupling all these

equations involving both fast and slow time-varying phenomena in a self-consistent manner.

The numerical results indicated that etch product species occupy a significant fraction of

reactive ions as well as neutrals in the reactor chamber during etching, which in turn leads to a

change of plasma and surface chemistry underlying the process. In practice, SiF4 was the most

abundant product species of silicon fluorides SiFx, and its density was typically about 10% of

that of the feedstock CF4, which is comparable to that of the most abundant fluorocarbon radical

CF2; moreover, CO was the most abundant O-containing product species, and its density was

much larger than that of SiF4. Regarding product ions, SiF+3 was the most abundant among prod-

uct SiF+x ions, and its density was typically about 5% of that of the most abundant fluorocarbon

ion CF+3 ; moreover, CO+ was most abundant among O-containing product ions, and its density

was much larger than that of SiF+3 . The density and its distribution of such product species in

the reactor chamber, together with those of fluorocarbon ions and neutrals, were changed by

varying the ion bombardment energy on substrate surfaces, gas pressure, mass flow rate, and

coil configuration, which arises in part from gas-phase reactions depending on plasma electron

density and temperature. Surface reactions on the chamber walls and on the substrate also affect

the density and distribution of product species in the reactor chamber; in particular, the surface

reactions on the SiO2 dielectric window as well as the substrate surfaces were found to largely

affect the product density and distribution, depending on the plasma properties including the

ion bombardment energy.
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[123] R. Knizikevičius: Vacuum82 (2008) 1191.

[124] E. Gogolides, P. Vauvert, G. Kokkoris, G. Turban, and A. G. Boudouvis: J. Appl. Phys.

88 (2000) 5570.

[125] G. J. Nienhuis, W. J. Gedheer, E. A. G. Hamers, W. G. J. H. M. van Sark, and J. Bezemer:

J. Appl. Phys.82 (1997) 2060.

[126] H. J. Yoon, T. H. Chung, C. J. Chung, and J. K. Lee: Thin Solid Films506(2006) 454.



64 CHAPTER 2. PLASMA GAS PHASE

[127] K. W. Morton and E. S̈uli: IMA J. Numer. Anal.11 (1991) 241.

[128] C. W. Gear: Comm. ACM14 (1971) 176.

[129] L. G. Christophorou, J. K. Olthoff, and M. V. V. S. Rao: J. Phys. Chem. Ref. Data25

(1996) 1341.



Chapter 3
PlasmaEtching Profile

3.1 Introduction

Plasmaetching is widely employed in today’s semiconductor manufacturing, which has con-

tributed to progress in semiconductor industry. Much effort to improve the plasma etching

technique has resulted in the scaling down of process dimensions, which in turn has improved

semiconductor device performance. Further scaling down will continue to produce faster and

smaller semiconductor devices. In practice, plasma etching forms circuit structures on sub-

strates through a patterned mask, and the sectional profiles of the circuit structures are essential

for device performance. One issue is critical dimension (CD) loss or gain, which is a pattern

gap between the mask and etching profiles [1]. For example, the CD variation of gate elec-

trodes, which closely affects the channel length of a transistor and thus device performance, has

become increasingly important as integrated circuit device dimensions are scaled down to much

less than 100 nm. Thus, a better understanding of plasma-surface interactions during etching

continues to be important for the nanoscale control of etched profiles and CDs.

Etching profiles are affected by various factors during etching such as neutral and ion fluxes

from plasma, mask patterns and materials, and bias voltage through the sheath. Boufnichelet

al. investigated the effect of process parameters such as pressure, bias voltage, temperature, and

gas flow rate on local bowing, by cryogenic etching with SF6/O2 inductively coupled plasmas

65
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(ICP) [2]. They especially showed that local bowing depends on the trench passivation mecha-

nismand on ion energy and density. Vyvodaet al.studied the effects of source and bias powers,

pressure, and feed gas composition on the feature profiles of SiO2-masked crystalline silicon

etched in Cl2/HBr transformer-coupled plasmas (TCP) [3]. They obtained higher etch rates at

higher source powers, bias powers, and pressures. When HBr was used instead of Cl2, etch rate

decreased substantially, but the etch profile became more vertical and the trench bottom became

flatter.

In recent years, etching profile simulation has contributed to the investigation of etching

mechanisms, owing to improvement in computational performance. There are several methods

of investigating plasma etching profiles [4–6]: string method [7–16], ray-tracing method [4,

17], cell removal method [4–6, 18–34], and level-set method [35–39]. Each method has both

advantages and disadvantages. The string and ray-tracing methods are fast in computation and

use surface-advancement algorithms, in which a mesh of connected points is used to represent

the surface of the material during etching. However, surface-advancement algorithms poses

difficulty in implementing calculations, and also present difficult algorithmic and geometrical

problems in the treatment of boundaries or in the elimination of loops. In contrast, in the cell

removal method, the volume of wafer to be simulated is described by dividing it into a matrix of

small cells, which are removed depending on the local etch conditions. Increasing computing

power now makes it possible to develop a three-dimensional profile simulator using the cell

removal algorithm. The level set method views the moving front as a particular level set of a

higher-dimensional function, where sharp gradients and cusps form naturally, and the effects

of curvature can be easily incorporated. This method is highly robust for tracking interfaces

moving with complex motions.

For the mask geometry, Kokkoriset al. calculated the neutral flux onto surfaces in two

different structures, namely, a hole and a trench, indicating that the neutral flux is lower in

a hole than in a trench of the same aspect ratio [40]. Dalvieet al. analyzed the feature profile

evolution of a via and a trench exposed to three-dimensional-velocity ion fluxes, using the string

method coupled with the Monte Carlo method for the plasma sheath. [41] They indicated that

the etch rate is lower in a via than in a trench because of the larger geometrical constraint of via

on ion trajectories.

There are several experimental studies of the difference in etching profile between holes and



3.1. INTRODUCTION 67

trenches.Vyvoda et al. investigated Si etching profiles with oxide masks with geometrically

different openings of a via and a trench in Cl2 and HBr plasmas [3]. Their results showed that

similar profiles are observed for via and trench bottoms, but that there are slight differences

between nested vias and trenches in that in some cases (i.e., low pressure, high source power,

and low bias power) microtrenching is less severe in vias, while in other cases the reverse is

true. Chung investigated the reactive ion etching (RIE) lag for different feature dimensions of

rectangles, squares, and circles/doughnuts during Si deep etching in ICPs with gases alternating

between SF6/O2 and C4F8 [42]. Kiihamäki and Franssila reported that the RIE lag is related to

pattern shape (square and circular holes, and trenches with variable aspect ratios) and size (from

a few microns to over 100µm) during Si etching in ICPs with SF6 followed by the application of

a short unbiased C4F8 passivation pulse [43]. Doemlinget al. compared etch depth and profile

between holes and trenches during SiO2 etching in CHF3 plasmas, showing that the inverse RIE

lag was stronger in holes than in trenches [44].

A number of profile simulations have been developed not only for plasma etching but also

for chemical vapor deposition (CVD) in terms of surface geometry [45–47]. IslamRajaet

al. simulated the feature profile evolution of CVD in holes and trenches using a string algo-

rithm in two dimensions, showing that the step coverage is higher in a trench than in a hole [45].

Here, step coverage was defined as the ratio of the deposited film thickness on sidewalls near the

feature bottom to the thickness at the top surface. Coronellet al. also simulated the profile evo-

lution of CVD using two geometrical models of a hole and a trench represented by discretized

cells in two dimensions, showing similar step coverages [46]. These differences between a hole

and a trench are clearly caused by stronger shadowing or geometrical restrictions in hole struc-

tures. Correspondingly, the geometrical effects of a mask pattern on processing characteristics

such as RIE lag and step coverage should be considered more important from the point of view

of circuit design, while the effects of aspect ratio have been considered important in a number

of researches.

In this study, we present a profile simulation of SiO2 etching in CF4 plasmas, which is

widely employed for the fabrication of trenches, vias, and contact holes. Attention was given on

the effects of mask geometry to optimize mask patterning for the obtaining the etched profiles

desired. In practice, silicon dioxide has been employed for interlayer insulating films owing

to its low dielectric constant, and most SiO2 etch processes use plasmas of fluorocarbon and
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hydrofluorocarbon gases such as CF4, C2F6, C4F8, and CHF3 [23, 48]. F atoms are needed to

react with Si to form the volatile product SiF4, and C atoms are needed to combine with O

atoms to form the volatile products CO, CO2, and COF2. The plasma etching of SiO2 requires

energetic ions as well as etchant neutrals, because ion bombardment stimulates the chemical

reaction between deposited fluorocarbon polymers and oxide surfaces, by breaking strong Si-

O bonds (7.9 eV) [27, 49, 50]. The predominant ion is pressumed to be CF+
3 in CF4 plasmas,

where the relative abundance of CF+3 , CF+2 , and CF+ depends on feed gas density as well as

on plasma electron density and temperature [51]. To investigate the role of mask geometry on

etched profiles such as undercut, bowing, and RIE lag, profile evolution was simulated using

the Monte Carlo and cell removal methods. The model is described in § 3.2, and the numerical

results of the etched feature profiles are presented in § 3.3. Finally, the conclusions are given in

§ 3.4.

3.2 Model

We consider two structures of an axisymmetric circular hole and an infinitely long rectangular

trench in two dimensions, as shown in Fig. 3.1. The simulation domain is a several-hundreds-

of-nanometer region containing plasma and substrate surfaces. The profiles are represented by

two-dimensional coordinates (r, z) for the hole and (x, z) for the trench. The substrate surfaces

have two layers: the upper layer for the resist mask and the lower for SiO2 to be etched. Particle

trajectories are tracked through a three-dimensional position and a three-dimensional velocity.

The model for etching profile evolution consists of four modules: a particle injection mod-

ule outside microstructures where ions and neutrals are injected from the plasma through the

sheath, a particle transport module inside microstructures where ions and neutrals are trans-

ported from the top boundary of the simulation domain to feature surfaces, a surface reaction

module of the SiO2 layer, and a surface evolution module. The injection module calculates the

flux of ions and neutrals using parameters such as species density and temperature obtained

from plasma simulation. The transport module calculates the flux of ions and neutrals trans-

ported inside microstructures onto surfaces, including the incident angle thereon. Then, the

surface reaction module treats the interactions between incident ions and neutrals and surface

compounds (SiO2 layer consisting of SiO2 and the polymer deposited). The Monte Carlo ap-
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Fig. 3.1: Schematic of the simulation domain.

proach allows chemical and physical mechanisms with probabilistic considerations, taking into

account neutral adsorption, spontaneous chemical etching, and sputtering on SiO2 surfaces, to-

gether with specular reflection of ions and diffusive reflection of neutrals on mask surfaces. All

these mechanisms play an important role in profile evolution. [9,20,52]

Figure 3.2 shows the flowchart of the simulation. Firstly, newly injected particles from the

plasma are characterized by their own initial positions and velocities. Secondly, all particles in

the simulation domain move at their own velocities every small time step∆t. If a particle reaches

surfaces, it is discriminated from other particles in the domain to calculate the surface reaction.

Finally, SiO2 layer surfaces evolve as a result of surface reactions. The procedures are repeated

during the calculation. We now exclude the evolution of a resist mask and charging effects

on feature surfaces, because we are interested in pure geometrical effects in plasma-surface

interactions as a first step. However, charging has become an important issue in the present

plasma processing, particularly the charging potential deflecting ion trajectories to cause profile

irregularities [26]. We are now developing a new version of the simulation including charging

as well as geometrical effects on plasma etching, which will soon be reported.
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Fig. 3.2: Flowchart of the simulation.



3.2. MODEL 71

Table I: Densities of seven chemical species in the plasma.

Ion Density (m−3) Neutral Density (m−3)

CF+ 5.49× 1014 F 9.70× 1019

CF+2 1.31× 1016 CF 1.24× 1018

CF+3 1.34× 1017 CF2 1.61× 1019

CF3 1.83× 1019

3.2.1 Plasma conditions and particle transport

Silicon dioxide etching in fluorocarbon plasmas involves a number of chemical species, which

result in complicated gas-phase and surface reactions. Since all these reactions are difficult to

treat in the simulation, several important ones are selected in the model. We assume fluoro-

carbon plasmas containing seven species (i.e., CF+
3 , CF+2 , CF+, CF3, CF2, CF, and F), as listed

in Table I. The respective densities in the plasma were taken from our gas-phase calculations

of ICP CF4 plasmas at 10 mTorr and 250 W, where the electron density and temperature were

ne = 1.0×1011 cm−3 andTe = 3 eV, respectively [53,54]. The ions are assumed to be in thermal

equilibrium atTi = 0.5 eV, and the neutrals atTn = 0.05 eV in the plasma.

The species originating from the plasma are injected from the top boundary of the simulation

domain, where the particles are randomly located, being transported in microstructures onto

feature surfaces. Here, particle simulation is employed on the basis of successively injected

multi-particle trajectories with three velocity components (vx, vy, vz). The velocity distribution

of injected particles is assumed to be anisotropic for ions, while isotropic for neutrals. The

particles travel straight towards feature surfaces by reflecting on mask sidewalls with a given

probabilityγ, and thus adsorbing thereon with a probability (1− γ). The reflection is assumed

to be specular for ions, while diffusive for neutrals at a surface temperature of 300 K [15].

The ion fluxΓi is given by [55]

Γi = nsuB = 0.61n0uB, (3.1)

wherens is the plasma density at the sheath edge,uB =
√

kTe/Mi the Bohm velocity,k the

Boltzmann constant,Mi the mass of ion, andn0 the bulk plasma density. Ions acquire their

own kinetic energy after being accelerated through the sheath between the plasma and substrate
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surfaces; the resulting energetic ions have their own thermal energy plus a given bias voltage.

Theneutral fluxΓn is given by [55]

Γn =
1
4

nnvn, (3.2)

wherenn is the neutral density of the plasma andvn the thermal velocity of neutrals. The particle

velocity is defined in three dimensions at the top boundary, where particles are injected into the

simulation domain. The velocity (vx, vy, vz) for neutrals is given as [56]

vx =

√
−2kTn ln ξ1

Mn
cos2πξ2, (3.3)

vy =

√
−2kTn ln ξ1

Mn
sin2πξ2, (3.4)

vz = −
√
−2kTn ln ξ3

Mn
sinπξ4, (3.5)

whereMn(= Mi) is the mass of neutrals, andξ1, ξ2, ξ3, andξ4 are random numbers between 0

and 1 independent of each other.

For weakly ionized plasmas used in plasma etching, the average motion of ions in the sheath

can be described in terms of a constant drift velocity along the direction of the sheath electric

field. In practice, ions are accelerated by the electric field through the sheath, to gain an energy

corresponding to the potential difference between the bulk plasma and substrate surfaces. Thus,

assuming a collisionless sheath, the velocity component for ions in thez-axis or the direction

normal to the substrate surface at the injection boundary is modified as [57]

vz = −

√
−2kTi ln ξ3

Mi
sin2 πξ4 +

2e(φp − φs)

Mi
, (3.6)

wheree is the elementary charge,φp the plasma potential, andφs the surface potential. We

consider the potential differenceφp − φs as the ion energyEi under the condition ofEi �

kTi. Figure 3.3 shows thex-axis component of the angular distribution of ions at the injection

boundary for different values ofEi = 50, 100, 200, 400, and 800 eV. The velocity distribution

of ions is anisotropic after the ions were accelerated through the sheath, and most part of the

distribution ranges between±10◦. A larger ion energyEi gives a sharper distribution, which

in turn gives anisotropic etching. Here, the incident angleθ and itsx-axis componentθx are

defined as shown in Fig. 3.4, whereθ takes values from 0 to 90◦, andθx takes values from−90

to 90◦.
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Fig. 3.3: Definition of the incident angleθ and itsx-axis componentθx.
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Fig. 3.4: Definition of the incident angleθ and itsx-axis componentθx.
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Fig.3.5: Schematic of the cell structure for the SiO2 layer to be etched: (a) rectangular doughnut

ring for the hole and (b) infinitely long rectangular parallelepiped for the trench.

3.2.2 Surface representation

We employ two-dimensional cell removal method for representing the difference in geomet-

rical effects on etching profiles between a hole and a trench. The SiO2 layer being etched is

represented by a number of two-dimensional cells, each of which is a rectangular doughnut

ring for the hole and an infinitely long rectangular parallelepiped for the trench, as shown in

Figs. 3.5(a) and 3.5(b), respectively. In the hole model, the section of each cell is rectangular

with an area∆r × ∆z, and thenth cell from the center axis has an inner radius of (n− 1)∆r and

an outer radius ofn∆r. On the other hand, in the trench model, the cells employed are all the

same with the section of each cell being rectangular with an area∆x × ∆z. The cell volume is

vcell = (2n− 1)π(∆r)2∆z for thenth cell in a hole, andvcell = ∆x∆y∆z for all the cells in trench.

The parameters taken in the present calculation are∆x = ∆r = 1 nm,∆z = 5 nm, and∆y = 60

nm.
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Fig. 3.6: Schematic of the SiO2-layer cell consisting of three components: ”Vacuum”, ”SiO2”,

and ”Polymer”.



76 CHAPTER 3. PLASMA ETCHING PROFILE

Figure 3.6 shows a schematic of the cell of SiO2 layer. The volume of a cell is taken to be

separated into three components, namely, ”Vacuum”, ”SiO2”, and ”Polymer”, and the sum of

the respective volumes is given byvcell = vVacuum+vSiO2 +vPolymer. ”Vacuum” indicates an empty

space, ”SiO2” a space occupied only by SiO2, and ”Polymer” a space occupied by the polymer

deposited consisting of carbon, fluorine, silicon, and oxygen. The cells neighboring the vacuum

or empty cell are defined as boundary cells, which are cells on the uppermost surfaces being

etched. The polymer surface coverage is defined thereat as

α =
vPolymer

vSiO2 + vPolymer
. (3.7)

At the beginning of the calculation, all the cells are solid ”SiO2”.

3.2.3 Surface reactions

The particles injected into the simulation domain strike either the mask or SiO2-layer surfaces.

On the mask surfaces, as mentioned earlier, all incident species of ions and neutrals are assumed

to reflect thereon with a probabilityγ, where no etching or deposition is assumed to occur. We

treat the reflection probabilityγ on the mask surfaces as a given parameter, and the particles

adsorbed on mask surfaces with a probability (1− γ) are removed from the simulation domain.

On SiO2 layer surfaces, all incident species are assumed to react with SiO2 or polymer on

the surface without reflection. Table II shows chemical reactions on SiO2 layer surfaces which

are incorporated in the model [27,58]. The reactions depend on incident species and the surface

composition of SiO2 or the polymer. Incident ions (CF+x : x = 1− 3) have two kinds of reaction

processes: etching or sputtering and direct ion deposition. The sputtering or deposition yieldY

is a function of ion incident energyEi and angleθ [59]:

Y(Ei , θ) =


A1(
√

Ei −
√

Eth) f (θ) Eth < Ei ,

A1(
√

Ei −
√

Eth) 1
2Eth < Ei ≤ Eth,

−A2
√

Ei 0 < Ei ≤ 1
2Eth,

(3.8)

whereA1 andA2 arecoefficients of sputtering and deposition, respectively, andEth is the sput-

tering threshold energy [60]. The functionf (θ) is given by

f (θ) =


1 θ ≤ θcr,

cosθ
cosθcr

θ > θcr,
(3.9)
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Table II: Reactions on SiO2 layer surfaces.

Reaction Incident Surface Process

species

(1) O2 −Si∗ CF+x SiO2 Physical sputtering

→ Si(g)+ 2O(g)+ O2−Si∗ (Ei ≥ Eth)

(2) polymer→ sputtering of polymer (Ei ≥ Eth) CF+x polymer Physical sputtering

(3) CF+x(g)→ polymer(s) (Ei < Eth) CF+x SiO2 or polymer Deposition

(4) CFx→ polymer CFx SiO2 or polymer Deposition

(5) 2F(g)+ O2− Si ∗(s)→ O2−Si−F2(s) F SiO2 Adsorption

(6) 2F(g)+ O2−Si−F2(s) F SiO2 Chemical etching

→ Si−F4(g) + O2(g) + O2−Si∗

(7) F(g)+ polymer(s)→ etching of polymer F polymer Chemical etching

Ei: ion energy,Eth: sputtering threshold energy,

g: gas phase, s: solid, *: a dangling bond or a site for chemisorption.

whereθcr = 45◦ is a critical incident angle [33, 34]. Note that the yieldY indicates etching

(Y > 0) atEi > Eth and deposition (Y < 0) atEi < Eth, and that the yieldY for deposition has

a peak (a negative peak) atEi = 1/2Eth. The coefficientsA1 andA2 and the threshold energy

Eth are listed in Table III, which are cited from the surface model of Gogolideset al. [59]. In

general, the effect of etching on sputtering yield for a polymer remains unknown but is expected

to depend on the type of polymer, because the reactions of a polymer are difficult to identify

owing to its complex constituents. Thus, we assumed the ion sputtering yield for SiO2 to be the

same as the sputtering yield for a polymer, as Gogolideset al. did in their simulation of plasma-

surface interactions [59]. In practice, SiO2 and a polymer in a cell are simultaneously sputtered,

where the sputtered volumes of SiO2 and the polymer are determined from their occupation of

the cell.

Incident CFx (x=1−3) radicals result in deposition on SiO2 layer surfaces, with a reaction

probability of unity on both surface compositions of SiO2 and a polymer. On the other hand,

incident F atoms have three reaction paths: adsorption on the surface composition of SiO2,

and chemical etchings on compositions of SiO2 and a polymer, where the respective reaction
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Table III: CoefficientsA1 and A2 for sputtering and deposition, and the sputtering threshold

energyEth of fluorocarbon ions on SiO2 and polymer.

Ion A1 A2 Eth (eV) Ref.

CF+ 0.0456 0.0189 20 59

CF+2 0.0306 0.0127 80 59

CF+3 0.0228 0.0094 150 59

probabilitiesare taken to be 0.1, 0.9, and 1.0, respectively [58, 61] When a polymer is etched

with F atoms, it volatilizes from the surface as CF4, because a polymer consists primarily of

fluorocarbons.

3.3 Results and Discussion

We simulate etching profiles by varying several parameters, including the incident flux and

angular distribution of ions and neutrals onto feature surfaces. The following are chosen as

standard conditions: an ion energyEi = 200 eV, a mask pattern diameter/width D/W = 20 nm,

a mask heightH = 100 nm, and a reflection probabilityγ = 0.5 on mask surfaces for all plasma

species of ions and neutrals. It is assumed that on mask surfaces, incident ions reflect specularly

and neutrals reflect thermally or randomly, as mentioned earlier.

3.3.1 Ion energy

Figures 3.7(a) and 3.7(b) show the feature profile evolutions of a hole and a trench during

etching, respectively, simulated for different values ofEi = 200, 400, and 800 eV withD/W =

20 nm,H = 100 nm, andγ = 0.5. Each curve represents the evolving interfaces obtained every

60 s. By comparing the two structures, the etched depth is larger for the trench, and the bowing

or lateral etch on sidewalls is also more significant for the trench. In both structures, the etched

depth is larger, or the etch rate is higher, at higherEi, owing to increased etching or sputtering

yield.

Figures 3.8(a) and 3.8(b) show the distributions of CF3 radical and CF+3 ion fluxes incident

to the mask sidewalls and bottom SiO2 surfaces for the hole and trench, respectively, calculated
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Fig. 3.7: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for

different ion energiesEi = 200, 400, and 800 eV. The other conditions areD/W = 20 nm,

H = 100 nm, andγ = 0.5. Each curve represents the evolving interfaces obtained every 60 s.
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Fig. 3.8: Distributions of CF3 radical and CF+3 ion fluxes incident to mask sidewalls and bottom

SiO2 surfaces for the (a) hole and (b) trench, calculated under the same conditions of Fig. 3.7.
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underthe same conditions shown in Fig. 3.7. By comparing the two structures, the neutral flux

is larger in the trench than in the hole; in particular, on bottom surfaces and mask sidewalls

near the bottom, the neutral flux in the trench is about ten times larger than that in the hole.

On the other hand, the ion fluxes are almost the same in both structures. Therefore, the profile

differences between the hole and trench in Fig. 3.7 come from the geometrical shadowing effects

of the structure for neutrals, which are more severe for the hole than for the trench. In both

structures, the neutral flux onto bottom surfaces and sidewalls remains almost the same under

different values ofEi, assuming no collisions between ions and neutrals in the sheath. On the

other hand, the ion flux onto bottom surfaces remains almost the same under different values of

Ei, while the ion flux onto mask sidewalls decreases by about 1.5 times with the doubling of

Ei, owing to the increased anisotropy of the ion velocity distribution. The ion flux incident on

bottom surfaces almost equals that injected at the top boundary.

3.3.2 Mask pattern size

Figures 3.9(a) and 3.9(b) show the feature profile evolutions of the hole and trench during

etching, respectively, simulated for different values ofD/W = 20, 30, 40, and 50 nm withEi =

200 eV,H = 100 nm, andγ = 0.5. Each curve also represents the evolving interfaces every 60

s. By comparing the two structures, the etched depth is larger, and the bowing or lateral etch is

more significant for the trench, as in Fig. 3.7. In both structures, the etched depth decreases with

decreasing mask pattern sizeD/W, or RIE lag occurs; in practice, the decrease with decreasing

D/W is more remarkable, or the degree of the RIE lag is larger, for the trench than for the hole.

Moreover, the bowing or lateral etch on sidewalls is also reduced with decreasingD/W, which

is also more significant for the trench than for the hole. These differences also come from the

geometrical shadowing effects of the structure for neutrals, which are more severe for smaller

mask patterns, as can be seen below. Kiihamäki et al. investigated the etch depths of a hole and

a trench, which decreased with decreasingD/W [43]; they found that the etch depth was larger

in the trench than in the hole for similar values ofD/W. Thus, our results are in good agreement

with their experimental results.

Figures 3.10(a) and 3.10(b) show the distributions of the CF3 radical and CF+3 ion fluxes

incident on mask sidewalls and bottom SiO2 surfaces for the hole and trench, respectively,

calculated under the same conditions shown in Fig. 3.9. By comparing the two structures, the
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Fig. 3.9: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for

different mask pattern diameters/widths D/W = 20, 30, 40, and 50 nm. The other conditions

are H = 100 nm,Ei = 200 eV, andγ = 0.5. Each curve represents the evolving interfaces

obtained every 60 s.
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Fig.3.10: Distributions of CF3 radical and CF+3 ion fluxes incident to mask sidewalls and bottom

SiO2 surfaces for the (a) hole and (b) trench, calculated under the same conditions shown in

Fig. 3.9.



84 CHAPTER 3. PLASMA ETCHING PROFILE

neutral flux is larger in the trench than in the hole, while the ion fluxes are almost the same, as

in Fig. 3.8. In both structures, the neutral flux onto bottom surfaces and sidewalls is smaller for

smallerD/W, while the ion flux onto bottom surfaces and sidewalls remains almost the same

for differentD/W values. Thus, the neutral-to-ion flux ratio is smaller in the hole than in the

trench, and is also smaller for smallerD/W, which results in a higher anisotropy of the etching

profile for a hole and for a smaller pattern sizeD/W, as shown in Fig. 3.9. In practice, the

neutral-to-ion flux ratios on bottom surfaces are> 1 in the trench and< 1 in the hole; moreover,

in the case of a smallD = 20 nm of the hole, the neutral-to-ion flux ratio on bottom surfaces

is < 0.1, where the etching starves for neutrals and thus is determined primarily by incident

ion flux. It is further noted that the larger degree of RIE lag for the trench is ascribed to the

decrease in neutral flux onto bottom surfaces with decreasingD/W, which affects etching more

significantly for the trench owing to the neutral-to-ion flux ratio being> 1.

3.3.3 Mask height

The etching profile can be controlled by changing the mask pattern diameter/width D/W, as

mentioned above. However, pattern size is usually determined by circuit design requirements,

and so the mask pattern sizeD/W is inflexible as an option for controlling etching profile. Thus,

the mask heightH can be an option for controlling the profile.

Figures 3.11(a) and 3.11(b) show the feature profile evolutions of the hole and trench during

etching, respectively, simulated for different values ofH = 50, 100, 200, and 400 nm withEi =

200 eV,D/W = 20 nm, andγ = 0.5. Each curve also represents the evolving interfaces every 60

s. In both structures, etched depth and the rate of bowing or lateral etch significantly decrease

with increasing mask heightH, especially in the trench, which is ascribed to the geometrical

shadowing effects of the structure for ions as well as for neutrals, which are more severe for

greater mask heights. Figure 3.12 shows the normalized fluxΓ/Γ0 of CF3 radicals and CF+3

ions as a function ofH for the hole and trench, calculated under the same conditions shown

in Fig. 3.11. Here,Γ is the flux incident to bottom SiO2 surfaces andΓ0 is the flux injected at

the top boundary. Neutral flux decreases substantially with increasingH in both structures, and

even ion flux decreases almost linearly with increasingH.

Figures 3.13(a) and 3.13(b) show the angular distributions of the CF3 radical flux incident

to bottom SiO2 surfaces for the hole and trench with different mask heightsH, respectively, cal-
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Fig. 3.11: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for

different mask heightsH = 50, 100, 200, and 400 nm. The other conditions areD/W = 20 nm,

Ei = 200 eV, andγ = 0.5. Each curve represents the evolving interfaces obtained every 60 s.
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Fig. 3.12: Normalized fluxesΓ/Γ0 of CF3 radicals and CF+3 ions as a function of mask heightH

for the hole and trench, calculated under the same conditions shown in Fig. 3.11.

culated under the same conditions shown in Fig. 3.11. Here, angular distribution is concerned

with thex-axis componentθx of the incident angleθ (see Figs. 3.4 and 3.5 for the definitions of

θx andθ). The distributions overθx are similar in both structures, having a prominent peak at

θx = 0◦. The angular distribution is sharper for higherH, while the distribution is isotropic at

the top boundary. In other words, the angular distribution of a neutral flux gradually becomes

sharper, or the velocity distribution of neutrals gradually becomes anisotropic, towards the bot-

tom of the structure, because neutrals approach the bottom through successive interactions with

the mask sidewalls to adsorb and/or reflect thereon.

Figures 3.14(a) and 3.14(b) show the two-dimensional angular distributions of the CF3 radi-

cal flux incident on bottom SiO2 surfaces for the hole and trench with different mask heightsH,

respectively, calculated under the same conditions shown in Fig. 3.11. Here, they-axis compo-

nentθy of the incident angleθ is defined as thex-axis componentθx (see also Figs. 3.4 and 3.5).

The two-dimensional distribution overθx andθy gives a new point of view, as compared with

the one-dimensional distribution overθx as shown in the preceding Fig. 3.13, exhibiting marked

differences between the two structures. The distribution in the hole is shaped like a circular

cone, while that in the trench is shaped like a long hill or a triangle wall ranging from−90 to
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Fig. 3.13: x-Axis component of the angular distribution of CF3 radical flux incident to bottom

SiO2 surfaces for the (a) hole and (b) trench with different mask heightsH, calculated under the

same conditions shown in Fig. 3.11.
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Fig. 3.14: Two-dimensional angular distributions of the CF3 radical flux incident to bottom

SiO2 surfaces for the (a) hole and (b) trench with different mask heightsH, calculated under the

same conditions shown in Fig. 3.11.
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90◦ in the y-axis; in both structures, the distribution is sharper for higherH, as in Fig. 3.13.

Note that in the hole, neutrals reach the bottom of the structure with successive interactions

with mask sidewalls in bothx- andy-axis directions (see Fig. 3.5); thus, the angular distribution

of the neutral flux overθ is sharper, or the velocity distribution of neutrals is more anisotropic,

in the hole than in the trench, and the neutral flux incident to bottom surfaces is smaller in the

hole than in the trench. These transport effects for neutrals, as well as the geometrical shadow-

ing effects of the structure, cause differences in feature profile evolution between a hole and a

trench.

3.3.4 Mask surface condition

Mask surface conditions such as material and surface roughness are important factors for regu-

lating the particle flux onto the bottom of the structure. Thus, we investigate the effects of mask

surface condition on etching profiles by changing the reflection probability of ions and neutrals

on mask surfaces fromγ = 0.1 to 0.9. The reflection probability on feature sidewalls has been

reported to beγ ≈ 0.4 [15] and 0.5 [21,44], depending on plasma species and surface material;

however, the probability changes largely depending on surface condition during etching.

Figures 3.15(a) and 3.15(b) show the feature profile evolutions of the hole and trench during

etching, respectively, simulated for different values ofγ = 0.1, 0.5, and 0.9 withEi = 200 eV,

D/W = 20 nm, andH = 100 nm. Each curve also represents the evolving interfaces every

60 s. In both structures, the etched depth and the rate of bowing or lateral etch decrease with

decreasing reflection probabilityγ, especially in the trench, which is primarily attributed to the

smaller neutral flux onto feature surfaces being etched in the case of a smallerγ, as can be seen

below.

Figures 3.16(a) and 3.16(b) show the distributions of the CF3 radical and CF+3 ion fluxes

incident to mask sidewalls and bottom SiO2 surfaces for the hole and trench, respectively, cal-

culated under the same conditions shown in Fig. 3.15. In both structures, the neutral flux onto

bottom surfaces and sidewalls is smaller for smallerγ, which is more significant for the hole

than for the trench. In contrast, the ion flux onto bottom surfaces and sidewalls remains almost

the same for different values ofγ, and also for the hole and trench. Thus, the neutral-to-ion flux

ratio is smaller in the hole than in the trench, and is also smaller for a smallerγ, which results

in a higher anisotropy of the etching profile for the hole and for a smaller reflection probability
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Fig. 3.15: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for

different reflection probabilitiesγ = 0.1, 0.5, and 0.9. The other conditions areD/W = 20 nm,

H = 100 nm, andEi = 200 eV. Each curve represents the evolving interfaces obtained every 60

s.
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Fig.3.16: Distributions of CF3 radical and CF+3 ion fluxes incident to mask sidewalls and bottom

SiO2 surfaces for the (a) hole and (b) trench, calculated under the same conditions shown in

Fig. 3.15.
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γ, as shown in Fig. 3.15.

3.4 Conclusions

Two-dimensional etching profile simulation was conducted to investigate the effects of mask

pattern geometry on the feature profile evolution during SiO2 etching in CF4 plasmas. The

model included the particle transport of ions and neutrals and surface kinetics, for an axisym-

metric hole and an infinitely long trench. The calculation used the Monte Carlo technique with

a cellular representation of etching profile evolution; in practice, the cell removal method en-

abled us to treat the two mask pattern geometries of a cylindrical hole and a rectangular trench

without changing the numerical scheme. Numerical results indicated that the feature profile

evolutions of the hole and trench have similar tendencies under different plasma conditions of

ion energy, mask pattern size (D/W), mask height, and reflection probability on mask surfaces.

However, two mask pattern geometries exhibited several marked differences: the profile evolu-

tion is slower and more anisotropic for the hole than for the trench; in practice, the profile of the

trench tends to have prominent lateral etches such as an undercut and a bowing on sidewalls.

Moreover, the reactive ion etching lag is less significant for the hole than for the trench. These

differences are ascribed to the geometrical shadowing effects of the structure for neutrals, where

the incident flux of neutrals is more significantly reduced in the hole than in the trench. The

neutral-to-ion flux ratios on bottom surfaces are typically> 1 in the trench and< 1 in the hole,

where the etching starves for neutrals and thus is determined primarily by ion flux. The differ-

ences are also attributed to the velocity distribution of neutrals in the structure, which is more

anisotropic for the hole than for the trench, because more particles interact with mask sidewalls

to adsorb or reflect thereon in the hole.
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Chapter 4
Charging Effects
on Flux Characteristics

4.1 Introduction

Higher-aspect-ratio patterning is indispensable for next generation ultralarge-scale integrated

circuits (ULSI). In particular, the etching of contact holes through SiO2 layers or via holes

through low-dielectric films are key processes in fabricating multilayer interconnections [1, 2].

However, as the feature size is reduced to a nanometer level, the etching requirement becomes

more severe. Many serious problems occur during the high-aspect-ratio etching process, such

as charge-buildup damage [3–5], etching stop [6–8], and microloading effects [6, 9, 10]. The

dependence of etch rate on feature dimensions has been referred to as reactive ion etching

(RIE) lag, or aspect ratio dependent etching (ARDE) [11–14]. These phenomena are attributed

to various mechanisms such as transport of neutrals, ion shadowing, neutral shadowing, and

differential charging of the insulating microstrucure [12].

Here, charging damage is attracting a great deal of attention as one of the most serious cur-

rent and future problems in plasma processing [15]. In particular, pattern-dependent charging

is rapidly becoming one of the most serious issues to confront plasma processing of advanced

ULSI [16]. Understanding charging damage requires detailed modeling and simulation of ion

and electron dynamics in plasmas, through sheaths, and as they impinge at various microstruc-
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ture surfaces where they cause charging, physical sputtering, and chemical reactions.

Charging is also possible to cause profile irregularities in process and degradation in perfor-

mance. The mechanisms mainly concern the rf electric field, nonuniform plasma, nonuniform

bias voltage, and electron-shading effect. In addition, electron shading can also cause structural

defects during etching in the form of sidewall bowing, microtrenching, undercutting, and notch-

ing [17,18]. Furthermore, it has been discovered that charging is one of the main causes of the

problems involved in high aspect ratio plasma processing. These problems include notching,

etch stop, micro-loading and ARDE [12].

Local charging is attributed to the difference in angular distributions of ions and electrons

in the sheath. The electrons have a broad velocity distribution, while the ions have a sharp ve-

locity distribution. Therefore the upper sidewalls are negatively charged, because the electrons

initially impact the sidewalls more than the ions. On the other hand, the bottoms of the feature

are positively charged [19]. The local charging between a topologically different pattern ex-

posed to plasmas during etching has been traditionally understood by a mechanism of electron

shading induced by the great difference in velocity distribution between the positive ions and

electrons incident on the microstructures [18,20,21]. Charge builds up until the bottom surface

acquires a potential large enough to repel a sufficient number of ions so that the ion and electron

currents to the bottom surface balance [4,22]. The repelled ions bombard the sidewalls, increas-

ing the charging potential on the sidewalls. As the potential difference across the underlying

gate oxide builds up, large Fowler-Nordheim tunneling currents are possible to lead to oxide

degradation and breakdown [18,23].

Current balance is accomplished when equal fluxes of ions and electrons impinge onto each

surface segment. While the directionality difference has no important issue for flat surfaces, it

can significantly perturb the current balance when the surface is patterned as a result of geomet-

rical shading of the surface segment from the oblique electrons by the features that constitute

the pattern. The phenomenon, termed ”electron shading”, is a major cause of charging damage

during plasma processing [23]. The total charge density and its distribution along the surface at

steady state depend upon the geometry of the structure and the initial energy and angle distri-

butions of the ions and electrons [19]. In particular, the high aspect ratio features (depth over

diameter/width) influence critically the ability of electrons to reach the feature bottom. Owing

to a result of geometrical shadowing of the more isotropic electrons and the local electrostatics



4.1. INTRODUCTION 99

in the feature, which adjust the bottom and sidewall potentials so that electrons can be attracted

to balance the ion current to the various surfaces [24].

Various modeling approaches have been tried to predict feature profile evolution and pro-

vided useful insights to many difficulties such as RIE lag, inverse RIE lag, bowing, trenching,

faceting. Arnold and Sawin modeled the localized charging of a rectangular trench during

the plasma etching of a perfectly insulating surface by assuming an isotropic electron flux and

monodirectional ion bombardment [19]. Mahorowala and Sawin simulated the electric potential

near the feature surfaces through their Monte Carlo method profile evolution simulator incor-

porating charging model, assuming two electrical assumptions of a perfect insulating feature

and a resistive feature [25]. Kinoshitaet al. found significant positive charging at the bottom of

high aspect ratio features and related it to the notching observed on the inner wall of the out-

ermost line [4]. Hwang and Giapiset al. devotedly investigated charging mechanisms during

plasma etching by using two-dimensional Monte Carlo simulations, obtaining electric poten-

tial, ion trajectories, and profile evolutions [15,16,22,26–31]. They found that charging effects

are fluctuated by several mechanisms such as mask thickness, electron temperature, the number

of line-and-space features, and the ratio of the exposed area to the patterned area. Park and

Lee et al. studied charge-up phenomena for the aspect ratios of 5 and 10, and different pres-

sures of 10, 50, and 100 mTorr. At a high-aspect ratio, the charge-up potential was reduced

when the pressure of a plasmas chamber is high. At a high pressure, more vertical etching

feature is expected [32]. Lee and Changet al. performed a simplified two-dimensional Monte

Carlo simulations is performed to estimate the charging potential fluctuations caused by strong

binary Coulomb interactions between discrete charged particles in nanometer scale trenches.

They found that the discrete charge effect can be an important part of the nanoscale trench

research, inducing scattering of ion trajectories in a nanoscale trench by a fluctuating electric

field [33]. Ootera and Nambaet al. investigated ion trajectories near a submicron-patterned

surface through numerical simulations including the effects of local charging on the patterned

surface and ion drift velocity toward the wafer. They showed that the ion trajectories were

largely deflected at the inside of the outermost lines of the line-and-space patterns [5]. Vyvoda

and Graveset al. simulated ion trajectories and feature profiles of a trench, comparing to their

previous experiments [34]. Matsui and Makabeet al.simulated the wall potential in the trench

exposed to plasma etching in a pulsed operation, assuming different surface conductivity [1].
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They also numerically investigated physical and electrical influences on plasma etching on the

insideof a microtrench in SiO2 by using Monte Carlo simulation of ions and electrons with the

aid of surface charge continuity and Poisson’s equation [35].

A number of researchers have studied the effect of feature charging during the high den-

sity plasma etching and have made efforts to reduce the trench charging have been suggested,

including negative ion discharges and pulsed operations [36]. Schaepkens and Oehrlein have

shown experimentally that charging of the insulating material enhances microtrench formation

in SiO2 etching. A weak magnetic field increased the negative charge buildup on the oxide

sidewall, thus steering positive ions towards one side of the trench and producing asymmetric

microtrenches [37]. Ohtake and Samukawaet al.measured charge accumulation during pulse-

time-modulated (TM) plasma process by using their developed on-wafer monitoring chip. The

results indicated that the accumulated charge in the TM operation was drastically decreased

compared to continuous-wave plasma [2]. Upadhyaya and Krugeret al. showed scanning

surface-potential microscopy can be used to measure the differential charging in a high-aspect-

ratio pit through measuring the surface potential of the structures after plasma exposure, and

suggested a circuit model used to explain the experimental results [38]. Bogart and Laneet

al. investigated mask charging and profile evolution through experiments of chlorine plasma

etching of silicon, showing that charging of an insulating mask is not the primary origin of

microtrench formation during Cl2 etching of Si(100) or poly-Si [39]. Ohmori, Kamata Goto,

Kitajima, and Makabe investigated time-resolved charging and discharging on patterned SiO2

during one on/off period [20].

Charging damage generally depends on plasma parameters, such as electron and ion temper-

atures, plasma density, and rf bias voltage and frequency [40]. It also depends strongly on the

pattern geometry: feature aspect ratio, mask aspect ratio, open areas separating dense patterns,

antenna area, and gate oxide area.

When the patterns consist of insulating materials, plasma-induced charging may cause ion

deflection with undesirable consequences; for example, mask charging leads to sidewall profile

irregularities when etching high-aspect-ratio features [19, 41]. Therefore, the relation between

mask pattern geometry and potential distribution is important for the more precise processing.

However, only a few studies have been performed regarding the etching of oxides. The studies

of charging were mostly performed for poly-Si with resist and these revealed that local poten-
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tials may develop in high aspect ratio trenches which will change the trajectories of ions and

affect the ion-assisted etching [22,42,43].

Understanding charging potential requires detailed modeling and simulation of ion and elec-

tron dynamics in plasmas, through sheaths, and as they impinge at various microstructure sur-

faces where they cause charging, physical sputtering and chemical reactions, or undergo in-

elastic scattering. We have developed a self-consistent flux simulator that combines rf sheath,

surface charging, and long-range electrostatic effects [15]. Physical and electrical influences on

plasma etching on the inside of a microstructure in SiO2 were numerically investigated using

particle simulation of ions and electrons with the aid of surface charge continuity and Poisson’s

equation [35].

In this study, we observe the surface potential distribution and ion trajectories over the mi-

crostructure by varying aspect ratios between two different geometries of a hole and a trench.

We assume SiO2 etching by using CF4 inductively coupled plasmas (ICPs). Attention is im-

posed on the effects of mask pattern geometry of surface potential distribution and ion trajec-

tories. We employ Poisson’s equations for surfaces potential distribution and ballistic model of

plasma species for ion trajectories.

4.2 Model

In this work, we have employed kinetic process for particle trajectories with surface charge

continuity and Poisson’s equation in order to investigate the growth of local potential inside

geometrically different microstructures on a resist mask and a dielectric SiO2 exposed by a

fluorocarbon plasma for a wide range of aspect ratios.

4.2.1 Simulation domain

We consider two structures of an axisymmetric circular hole and an infinitely long rectangular

trench in two dimensions, as shown in Fig. 4.1. The whole simulation domain is represented by

a number of two-dimensional cells, each of which is a rectangular doughnut ring for the hole

and an infinitely long rectangular parallelepiped for the trench. The substrate surfaces have

two layers: the upper layer for the resist mask and the lower for SiO2, where both layers to be

perfect insulator. We do not take into account any kind of possible charge transfer by means
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of the surface or bulk current or surface discharge because details of these processes are not

clear. In other words, particles impinging the surface of a dielectric are considered to remain

at the point where they hit the surface. The particles are generated at the top boundary of the

simulation region. The particle trajectories are tracked through a three-dimensional position

and a three-dimensional velocity.

SiO2
Resistmask SiO2

Particle injection boundary y x
z y x
z

Hole Trench

Resistmask

Fig. 4.1: Schematic of the simulation domain.

We employ two-dimensional cells for representing the difference in geometrical effects on

potentials and charging fluxes between a hole and a trench. The two geometries are represented

by two-dimensional coordinates (r, z) for a hole and (x, z) for a trench. In the hole model, the

section of each cell is rectangular with an area∆r × ∆z, and thenth cell from the center axis

has an inner radius of (n − 1)∆r and an outer radius ofn∆r. On the other hand, in the trench

model, the cells employed are all the same with the section of each cell being rectangular with

an area∆x × ∆z as shown in Fig. 4.2. The cell volume isvcell = (2n− 1)π(∆r)2∆z for thenth

cell in a hole, andvcell = ∆x∆y∆zfor all the cells in trench. The parameters taken in the present

calculation are∆x = ∆r = 1 nm,∆z= 1 nm, and∆y = 60 nm.

The model for flux and potential calculation consists of four modules: a particle injection

module where particles are injected from the plasma through the sheath, a particle transport
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(a)

(n – 1) cells

xzy

yz x

n∆r

n ∆r ∆z

(b) xzy

yz x ∆x ∆z

Periodic boundary

Periodic boundary
1

Fig.4.2: Schematic of the cell structure in the simulation domain: (a) rectangular doughnut ring

for the hole and (b) infinitely long rectangular parallelepiped for the trench.

module where particles are transported from the top boundary of the simulation domain toward

feature surfaces, a particle deposition module treating the interactions between incident parti-

cles and surfaces, and a potential calculation module where potential is renewed for affecting

charged particle trajectories. The injection module calculates the flux of particles using param-

eters such as species density, temperature, and oscillating sheath voltage obtained from plasma

and sheath simulation. The transport module calculates the flux of particles transported onto

surfaces, including the incident angle thereon. Then, the particle deposition module counts

particles reaching surfaces to calculate charge deposition. The potential calculation module cal-

culates deposited charging on the surface, and determine electric potential distribution of the

whole simulation domain.

Figure 4.3 shows the flowchart of the simulation. At the beginning, newly injected particles

from the plasma are characterized by their own initial positions and velocities based on plasma

and sheath condition. All particles in the simulation domain move at their own velocities every

small time step∆t. The number of ions and electrons reaching the surface cell are counted,

and then charge density is accumulated on the surface cell. The electric potential is obtained

by solving Poisson’s equation. Then, the electric field is calculated from the resulting electric

potential and used for renewing the velocity of ions and electrons. The procedures are repeated
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during the calculation. Start

End

Particle injectionParticle transport(The equation of motion)Interaction on surface

Repeat

Charging accumulationElectric potential calculation(Poisson’s equation)Electric field calculation
Fig. 4.3: Flowchart of the simulation.

4.2.2 Plasma conditions and particle transport

Silicon dioxide etching in fluorocarbon plasmas involves a number of chemical species, which

result in complicated gas-phase and surface reactions. Since all these reactions are difficult to

treat in the simulation, several important ones are selected in the model. We assume fluoro-
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Table I: Densities of ions in the plasma.

Ion Density (m−3)

CF+ 5.49× 1014

CF+2 1.31× 1016

CF+3 1.34× 1017

carbonplasmas containing five charged species (i.e., CF+
3 , CF+2 , CF+, and electron), as listed

in Table I, where neutral species are omitted in this model to focus on charging effects from

flux of charged species. The respective densities in the plasma are taken from our gas-phase

calculations of ICP CF4 plasmas at 10 mTorr and 250 W [44, 45]. The electron densityne is

equal to the sum of all positive ionsne = nCF+3
+ nCF+2

+ nCF+ . The ions are assumed to be in

thermal equilibrium atTi = 0.5 eV and the electrons atTe = 3 eV in the plasma.

The species originating from the plasma given randomly Bohm velocity for ions and thermal

velocity for electrons. The ions and electrons affected electrically through sheath are injected

from the top boundary of the simulation domain above 50 nm from the top mask surface before

they travel into the simulation domain in the microstructures. Therefore, the velocity distribu-

tion of injected particles is anisotropic for ions and electrons after passing across the sheath.

Here, particle simulation is employed on the basis of successively injected multi-particle trajec-

tories with three velocity components (vx, vy, vz).

The ion fluxΓi =
∑

i

Γi is given by [46]

Γi =
∑

i

Γi =
∑

i

nsiuBi = 0.61
∑

i

n0iuBi , (4.1)

wherensi is the plasma density at the sheath edge of ioni (i = CF+3 , CF+2 , and CF+), uBi =
√

kTe/Mi the Bohm velocity of ioni, k the Boltzmann constant,Mi the mass of ioni, andn0i

the bulk plasma density of ioni. Ions acquire their own kinetic energy after being accelerated

through the sheath between the plasma and substrate surfaces; the resulting energetic ions have

their own thermal energy plus a given bias voltage. The electron fluxΓe has a relation ofΓe = Γi.

The velocity is defined in three dimensions at the top boundary before calculation of the sheath
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model. The isotropic velocity (vx, vy, vz) of ions and electrons in the bulk plasma is given as [47]

vx =

√
−2kT ln ξ1

M
cos2πξ2, (4.2)

vy =

√
−2kT ln ξ1

M
sin2πξ2, (4.3)

vz = −
√
−2kT ln ξ3

M
sinπξ4, (4.4)

whereT is the temperature of a particle,M is the mass of a particle, andξ1, ξ2, ξ3, andξ4 are

random numbers between 0 and 1 independent of each other.

We use a rf sheath model and a resulting ion and electron energy distribution from a particle

simulation, instead of a monoenergetic ion beam. Ions and electrons transport through the

sheath are solved explicitly to determine realistic energy flux and angular distributions of ions

and electrons arriving at the surfaces. The rf frequency is 13.56 MHz with the dc bias voltage

200−800 V. The rf electric field in the sheath must be combined with the equation of motion for

ions and electrons. We apply the linear model of Kushner [48], where the electric field decrease

in magnitude linearly proportional with distance for the electric field on position. The sheath is

assumed to be collisionless in view of the low pressure (10 mTorr) used in the ICP plasma.

Energy (eV)Energ
ydist
ributi
onfu
nctio
n

0 100 200 300 400 5000.000.050.100.150.200.250.30

CF3+
Electron

CF2+CF+

Fig. 4.4: Ion energy distribution functions of CF+3 , CF+2 , CF+ ions, and electron energy distri-

bution function arriving at the sheath lower boundary as predicted by a nonlinear sheath model.

The sheath parameters were:Vdc = −200 V,Vrf = 205 V, andfrf = 13.56 MHz.
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Figure4.4 shows ion energy distribution function (IEDF) and electron energy distribution

function (EEDF) at the sheath condition: dc bias voltageVdc = −200 V, Vrf = 205 V, and

frf = 13.56 MHz. As a result of the rf oscillation, ions entering the sheath at different phases

of one rf cycle will gain different energy as they cross the sheath. The ions striking the feature

surfaces have a bimodal energy distribution after being accelerated in the rf sheath. The splitting

of the ion energy distribution is typical when the sheath thickness is small because ions can

cross the sheath in less than one rf cycle. The high energy peak has higher intensity than the

low energy peak, as expected from the selfconsistent treatment of the sheath at the high rf bias

frequency. The low energy peak of the IEDF is essential for reaching steady-state charging at

the sidewalls. The IEDF of heavy ions has a narrow peak interval owing to their own large

inertia. The EEDF curve has one sharp peak at the 10 eV because electrons can pass the sheath

in small time range of one rf cycle, while the IEDF curve has two peaks at about 70 eV and

370 eV. The EEDF and IEDF indicates that this model has good agreement with the numerical

results by Hwanget al. [49] and the experimental results by Edelberget al. [50]

In addition to energy distribution, angular distribution of incident flux is important to an-

alyze fluxes of ions and electrons. Here, the incident angleθ and itsx-axis componentθx are

defined as shown in Fig. 4.5, whereθ takes values from 0 to 90◦, andθx takes values from−90

to 90◦. y-Axis componentθy is defined as the same withθx.

v
x

θ θx
z

− +

Fig. 4.5: Definition of the incident angleθ and itsx-axis componentθx.
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4.2.3 Surface interactions

The particles injected into the simulation domain strike either the resist mask or SiO2-layer

surfaces unless they are repelled from electric potential barriers. The particles travel towards

feature surfaces by repeating reflections on mask sidewalls with a given probabilityγ, and thus

adsorbing thereon with a probability (1− γ). The reflection is assumed to be specular for ions,

while diffusive for neutrals at a surface temperature of 300 K [51]. The reflection probability

is zero for electrons. Electrons disappear from the simulation domain at the reaching point of

the surface leaving its charge. On SiO2 layer surfaces, all incident species are assumed to react

with the SiO2 surfaces without reflection.

It is also assumed that there is no re-emission of the incident electrons on all surfaces. Then

local electric field is generated by the total charge of the electrons or ions on the patterned

surface. The trajectories of electrons and ions are calculated by solving the equation of motion

with the electric field.

4.2.4 Charging model

A charging potential calculation module is added to our previous model [44]. Fluxes to the

surfaces of the structure are determined in every time step∆t and the wall charge densities are

calculated temporally. The electrons and ions incident on the patterned surface are counted at

every small surface segment in every time step. The resulting potentials are then calculated and

the next step of simulation in the revised potential is carried out. Local electric field near the

patterned surface is calculated from the revised potential. In the next time step, the trajectories

of the electrons and ions are recalculated including the effect of the local electric field. The

steady state is obtained when the potential distribution along the bottom SiO2 surface no longer

changes [22]. Surface currents and secondary electron emission are both neglected. Charge

deposition creates local electric fields determined by solving Poisson’s equation. The fields

are used to alter ion and electron trajectories and are modified self-consistently as more charge

accumulates. The mask and the SiO2 layer are both perfect insulators in the simulation, where

the dielectric constant 3.9 of SiO2 is employed. The SiO2 is assumed to be thick enough to

prevent any tunneling current to the substrate.

Poisson’s equation,∇2φ = −ρ
ε

, is solved in the entire simulation domain, taking into con-
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siderationthe surface charge distribution along the pattern, whereρ is the charge density on

the resist mask and SiO2 surfaces, andε is the permittivity of the resist mask and SiO2 layer,

respectively. Charge deposition creates local surface potentials that give rise to local electric

fields which, in turn, alter ion trajectories.

We traced the electron and ion trajectories under a local wall potential by charging in each

time step, and computed the further charge accumulation from the fluxes incident on the wall

surface. The potential distribution was then calculated by solving Poisson’s equation for a hole:

1
r
∂φ

∂r
+
∂2φ

∂r2
+
∂2φ

∂z2
= −ρ
ε
, (4.5)

while Poisson’s equation for a trench:

∂2φ

∂x2
+
∂2φ

∂z2
= −ρ
ε
. (4.6)

We obtain an electric field from the resulting potential for a hole (Er ,Ez) written as:

Er = −
∂φ

∂r
,Ez = −

∂φ

∂z
, (4.7)

andfor a trench (Ex,Ez) written as:

Ex = −
∂φ

∂x
,Ez = −

∂φ

∂z
, (4.8)

Theprobability that more than two particles exist in the simulation space at the same time

is very low because the life time of particles in the simulation region is much shorter than the

incident time interval. Therefore, Poisson’s equation with the absence of space chargeρ is

simplified to Laplace’s equation∇φ = 0. The solution of Laplace’s equation are repeated until

steady state is reached as monitored by surface potential distributions that no longer change.

This condition corresponds to equal fluxes of ions and electrons impinging at all points along

the microstructure surfaces. After a reasonable number of particles has been sampled, Poisson’s

equation is solved for the simulation domain subject to the following boundary conditions of

∇V = 0 at the boundaries except the top and bottom: the cylindrical sidewall boundary for a

hole, and the left, right, back and forth sidewall boundary for a trench, where the Neumann

boundary condition, and the periodic boundary conditions,φleft = φright andφback = φforth are

adopted, and at the top and bottom the Dirichlet boundary conditions,φtop = φbottom = 0 are

employed. Particles arriving at periodic boundary pass the boundary and ejected from opposite

side periodic boundary.
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4.3 Results and Discussion

To investigate the effects of the mask pattern geometry on the resulting ion and electron fluxes,

we simulate fluxes onto the surfaces and distribution of incident angles of the plasma species

by varying parameters such as mask height and reflection probability on the mask surface. The

following is chosen as a standard condition: mask pattern diameter/width of 20 nm, ion energy

of 200 eV, and reflection probability of 0.5 on the mask surface.

4.3.1 Flux equilibrium

The goal of this first step is to obtain the converged potential, at each point on the dielectric

surface, that equalizes time-averaged ion and electron fluxes. This criterion is the necessary

condition for charging convergence. Figures 4.6(a) and 4.6(b) show time resolved flux of pos-

itive ion and electron onto the surfaces of the top and the bottom of the structure in the (a)

hole and (b) trench, calculated under the standard condition with mask height of 40 nm. The

positive ion fluxes onto the top in both hole and trench initially increase and reach almost the

same amount of electron flux, while the ion fluxes onto the bottom increase initially, then drop

rapidly, and again increase to almost the same amount of electron flux. The time to reach the

equilibrium on the top of about 150µs is shorter than the time on the bottom of about 400µs in

the hole and 300µs in the trench. The time lag between the top and the bottom in both struc-

tures indicates that incident flux on the bottom is less than that on the top owing to geometrical

shadowing from a point of view of flux equilibrium.

4.3.2 Potential Distribution

Figures 4.7(a) and 4.7(b) show two-dimensional potential distributions on thexzplane between

the particle injection boundary and the bottom surface for the (a) hole and (b) trench, calculated

under the standard condition with different mask heightsH = 20, 40, 60, and 80 nm. Every

figure shows that the potential increases linearly from the particle injection boundary of 0 V to

the mask opening of about 350 V. The difference of potential distribution between the hole and

the trench is observed inside the mask structure. The potentials are almost flat in the hole, while

the potentials have its maximum at the mask opening and 50−100 V drop at the bottom in the

trench. The difference of the potentials between the hole and trench can be due to the difference
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Fig. 4.6: Time resolved flux of positive ion and electron onto the surfaces of the top and the

bottom in the (a) hole and (b) trench, calculated under the standard condition with mask height

of 20 nm.
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of mask pattern geometry.

Fig. 4.7: Two-dimensional potential distributions on thexz plane from the particle injection

boundary to the bottom surface for the (a) hole and (b) trench, calculated the standard condition

with different mask heightsH = 20, 40, 60, and 80 nm.

Here, a reason why there is potential drop at the bottom in the trench can be shown in

Fig. 4.8, which shows normalized flux of positive ions and electron obtained by dividing the

bottom fluxΓB by the top fluxΓT in the (a) hole and (b) trench, respectively, calculated under

the standard condition with different mask heightsH = 20, 40, 60, and 80 nm. The normalized

fluxes of each ion and electron have a similar trend which decreases for higher mask heights,
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Fig. 4.8: Normalized flux of positive ions and electron obtained by dividing the bottom fluxΓB

by the top fluxΓT in the (a) hole and (b) trench, calculated under the standard condition with

different mask heightsH = 20, 40, 60, and 80 nm.

where there is no significant difference between the hole and the trench. In both structures,

fluxes of lighter-weight ions are more than those of heavier ions. The main reason is that

incident energy of light-weight ions such as CF+ and CF+2 has higher energy peak than that of

heavier ions such as CF+2 and CF+3 , respectively, as shown in Fig. 4.4; light-weight ions can

easily pass through the potential barrier to the bottom surfaces owing to their own large part of

the high energy in the distribution. The normalized flux of electron is higher than that of ions

because electrons after passing the rf sheath can easily reach the top and bottom surfaces with

support of the potential slope. The normalized flux of electron in the trench are larger than that

in the hole because there is less electron shadowing effect in the trench for geometrical reason,

indicating that the equilibrium charging density is lower in the trench than in the hole. This is a

big possible reason the bottom potentials are lower in the trench than in the hole.

Figures 4.9(a) and 4.9(b) show impact energy distribution functions of CF+
3 ions and elec-

trons on the bottom surface in the (a) hole and (b) trench, calculated under the standard condition

with different mask heightsH = 20, 40, 60, and 80 nm. Impact energy distributions of CF+
3

ion have a peak at 20−40 eV, while those of electron at 340−360 eV in every mask height in

the hole. By comparing the distributions with those in Fig. 4.4, CF+
3 ions lose energy through
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Fig.4.9: Impact energy distribution functions of CF+3 ions and electrons on the bottom surface in

the (a) hole and (b) trench, calculated under the standard condition with different mask heights

H = 20, 40, 60, and 80 nm.
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thepotential, while electrons gain energy. On the other hand, in the trench, some energy peaks

of CF+3 ion and electron are shifted towards each other. The peak shifts are attributed to the

potential drop of the bottom in the trench as shown in Fig. 4.7(b).

Distance along the surface (nm)Flux(cm-2 s-1 )
-60 -40 -20 0 20 40 6010141015101610171018

Distance along the surface (nm)Flux(cm-2 s-1 )
-60 -40 -20 0 20 40 6010131014101510161017

(a)

(b)

Non-chargingChargingNon-chargingChargingHole Trench

Hole TrenchNon-chargingChargingNon-chargingCharging
BottomSidewall Sidewall TopTop BottomSidewall Sidewall TopTop

BottomSidewall Sidewall TopTop BottomSidewall Sidewall TopTop

CF3+

Electron

Fig. 4.10: Distributions of fluxes incident to the surfaces of (a) CF+
3 ion and (b) electron under

the charging and non-charging conditions with the mask heightH = 40 nm, where the left side

of the figure indicate fluxes for the hole and the right side for the trench.

Figures 4.10(a) and 4.10(b) show distributions of fluxes incident to the surfaces of (a) CF+
3
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ion and (b) electron under the charging and non-charging conditions with the mask heightH =

40 nm, where the left side of the figure indicates fluxes for the hole and the right side for the

trench. Both CF+3 ion fluxes are almost the same on all surfaces in the hole and trench under

the non-charging condition, while the fluxes on the sidewall is higher in the trench than that in

the hole under the charging condition. Furthermore, the CF+
3 ion fluxes in both structures are

significantly less under the charging condition than those under the non-charging condition. On

the other hand, the electron fluxes have a large difference even in the non-charging condition

owing to the geometrical shadowing between the hole and trench. In the charging condition,

the electron fluxes on the bottom are almost the same amount between the hole and trench; the

electron flux on the sidewall in the trench is still twice more than that in the hole.

4.3.3 Ion trajectory

The trajectories of ”cold” CF+3 ions of different ion energiesEi = 200, 400, 800 eV after the

equilibrium with the mask heightH = 40 nm are shown in Figs. 4.11(a) and 4.11(b), for the

(a) hole and (b) trench, respectively. All trajectories inside the structure are bend toward the

center. Ions in both geometries are impossible to reach the bottom at 200 eV, while they reach

the bottom at 800 eV. However, ions at 400 eV are quite different; the trajectories do not reach

the bottom but the sidewall in the hole, while they reach the bottom in the trench because the

potential drop assists CF+3 ions.

Figures 4.12(a) and 4.12(b) show two-dimensional angular distributions of the CF+
3 ion flux

incident to the bottom SiO2 surfaces for the (a) hole and (b) trench with different mask heights

H = 20, 40, 60, 80 nm. The angular distributions of incident CF+
3 ions onto the bottom have

a center peak with a circular- or isotropic-distribution skirt in the hole. However, those in the

trench have a narrow distribution iny-axis and a broad distribution inx-axis with two splits.

The trend are stronger in the higher mask height. Here, two-dimensional angular distributions

of the CF+3 ion flux incident to bottom SiO2 surfaces with different reflection probabilities of

0.1−0.9 on the mask with a heightH = 40 nm are shown in Figs. 4.13(a) and 4.13(b) for the

(a) hole and (b) trench, respectively. In the trench, distributions at lower reflection probabilities

are strongly split. The results indicate that the split distribution are mainly attributed to ions

incident directly to the bottom.
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Fig. 4.11: Trajectories of CF+3 ions of different ion energiesEi = 200, 400, 800 eV for the (a)

hole and (b) trench with the mask heightH = 40 nm.
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Fig. 4.12: Two-dimensional angular distributions of the CF+
3 ion flux incident to the bottom

SiO2 surfaces for the (a) hole and (b) trench with different mask heightsH = 20, 40, 60, 80 nm.
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Fig. 4.13: Two-dimensional angular distributions of the CF+
3 ion flux incident to the bottom

SiO2 surfaces for the (a) hole and (b) trench with different reflection probabilities of 0.1−0.9 at

H = 40 nm.
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4.4 Conclusions

Two-dimensional potential distribution was calculated to investigate the effects of mask pattern

geometry on ion and electron fluxes during SiO2 etching in CF4 plasmas. The model included

the particle transport of ions and electrons through rf sheath, surface kinetics, charge accumula-

tion, and potential calculation for an axisymmetric hole and an infinitely long trench. Charging

effects and the resulting potential changed flux of ions and electrons incident to the surfaces. Ion

flux incident to the structure bottom were significantly reduced under charging condition com-

pared to the ion flux under the non-charging condition. Moreover, numerical results showed

that the difference of potential distribution inside the structure between the hole and trench;

the potential drop at the structure bottom was observed in the trench compared to the poten-

tial distribution in the hole. The potential difference from mask pattern geometry also changed

ion trajectories. The results indicates that etched feature profile is affected by mask pattern

geometry.
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Chapter 5
Conclusions

5.1 Concluding remarks

This thesis described analyses of SiO2 etching in fluorocarbon plasmas. There were two ap-

proaches to clarify SiO2 etching phenomena: a macroscopic plasma gas phase model and a

microscopic plasma-surface interaction model. The former or macroscopic model consists of a

inductively coupled CF4 plasma source generated, gas-phase reactions in the chamber, reactions

between plasma and substrate surfaces or chamber wall, taking into account transport of ions

and radicals. The latter or microscopic model consists of a module of particle transport inside

microstructure and a module of surface reactions.

In Chapter 2, a two-dimensional fluid model has been developed to study plasma chem-

ical behavior of etch products as well as reactants during SiO2 etching by using inductively

coupled CF4 plasmas. The plasma fluid model consisted of Maxwell’s equations, continuity

equations for neutral and charged species including gas-phase and surface reactions, and an

energy balance equation for electrons. The surface reaction model assumed Langumiur adsorp-

tion kinetics with the coverage of fluorine atoms, fluorocarbon radicals, and polymers on SiO2

surfaces. Numerical results indicated that etch product species occupy a significant fraction of

reactive ions as well as neutrals in the reactor chamber during etching, which in turn led to a

change of plasma and surface chemistry underlying the processing. In practice, the density of

SiF4 was typically about 10% of that of the feedstock CF4, being comparable to that of the most
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abundant fluorocarbon radical CF2; moreover, the density of SiF+3 was typically about 5% of

that of the most abundant fluorocarbon ion CF+
3 . The density and the distribution of such prod-

uct species in the reactor chamber were changed by varying the ion bombardment energy on

substrate surfaces, gas pressure, mass flow rate, and coil configuration, which arose in part from

gas-phase reactions depending on plasma electron density and temperature. Surface reactions

on the chamber walls and on substrate also affected the product density and distribution in the

reactor; in particular, the surface reactions on the SiO2 dielectric window as well as substrate

surfaces were found to largely affect the product density and distribution.

In Chapter 3, two-dimensional etching profile evolution in two different geometries, namely

an axisymmetric hole and an infinitely long trench, has been simulated with the cellular algo-

rithm, to clarify the effects of geometrically different structures on etching profile evolution.

The simulation assumed SiO2 etching using CF4 plasmas, owing to the widely employed fluo-

rocarbon plasmas for the fabrication of contact and via holes. Numerical results indicated that

the two mask pattern geometries gave some differences in profile evolution, depending on con-

dition parameters such as ion energy, mask pattern size, mask height, and reflection probability

on mask surfaces. The profile evolution was slower and more anisotropic in a hole than in a

trench; in practice, the profile of a trench tended to have prominent lateral etches such as an un-

dercut and a bowing on sidewalls. Moreover, the reactive ion etching lag was less significant for

a hole than for a trench. These differences were ascribed to the geometrical shadowing effects

of the structure for neutrals, where the incident flux of neutrals was more significantly reduced

in a hole than in a trench. The differences were also attributed to the anisotropy of the velocity

distribution of neutrals; in effect, the velocity distribution was more anisotropic in a hole, be-

cause more particles interact with mask sidewalls to adsorb or reflect thereon in a hole, so that

more anisotropic neutrals were transported onto bottom surfaces after passing mask features.

In Chapter 4, effects of mask pattern geometry on potential distribution and ion trajecto-

ries were investigated using surface charge continuity and Poisson’s equation. Two geometrical

mask patterns of a hole and a trench were considered to clarify the effects of geometrically

different structures on potential distribution and ion trajectories. The simulation assumed SiO2

etching using CF4 plasmas, owing to the widely employed fluorocarbon plasmas for the fab-

rication of contact and via holes. Charging effects and the resulting potential changed flux of

ions and electrons incident to surfaces. The ion flux incident to the structure bottom were sig-
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nificantly reduced under charging condition compared to the ion flux under the non-charging

condition. Moreover, numerical results showed that the difference of potential distribution in-

side the structure between the hole and trench; the potential drop at the structure bottom was

observed in the trench, while no significant potential drop was observed in the hole. The po-

tential difference derived from mask pattern geometry also changed ion trajectories. The results

indicates that etched feature profile is affected by mask pattern geometry.

5.2 Future work

Summarizing the paper, the author describes the further development of plasma etching model

developed in this study. The macroscopic plasma gas phase model and the microscopic mi-

crostructure flux model have been developed separately. Development of design and process of

semiconductor devises will be promoted faster by integrating the previous two models because

input of process parameters bring directly the prediction of process results. Recently, semicon-

ductor devices are increasingly commoditized, while they have been integrated densely and be-

come smarter. In other words, the semiconductor industries are no longer exclusively advanced

industries with few foundries. The advanced foundries are required to shorten the development

period to avoid price competition with follower foundries. On the other hand, approaches to

capture the phenomena involved in plasma etching are academically important, where different

scale phenomena must be modeled separately. The gas phase model is required to determine

optimum apparatus configurations such as power input position, gas inlet position, and mass

flow rate with experimental verification to obtain uniform plasma sources according to growth

of wafer size. The process model in microstructures must focus on the existence of atoms and

molecules of plasmas and surface materials because process dimensions are approaching atomic

scale. Therefore, first principle approach like molecular dynamics will become important rather

than an empirical approaches.

In addition, the current society systems manage to save their consumption energy, where

there is strong demand for power semiconductors for efficient power distribution and electrifi-

cation of transportation systems. In the future, research and practical applications of gallium

nitride, silicon carbide, and diamond will be actively conducted for replacing silicon semicon-

ductors. Therefore, the development of new plasma sources is required to process the new
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alternative semiconductors [1–4].
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