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Abstract

This thesis presents analyses of silicon oxide etching in fluorocarbon plasmas. The silicon ox-
ide etching by using fluorocarbon plasmas ariclilt to be controlled owing to a number of
reactions concerned in the processes. The two models have been developed for a plasma gas
phase domain and a plasma-surface interface domain. The former or macroscopic model con-
sists of a inductively coupled Gplasma source, gas-phase reactions in the chamber, reactions
between plasma and substrate surfaces or chamber wall, taking into account transport of ions
and radicals. The latter or microscopic model consists of particle transport inside microstructure
and surface reactions. The microscopic model clarifieeces of pattern geometries on etching
profiles and potential distribution in the microstructure by calculating from fluxes of chemical

species and electrons in the plasma.

Fluorocarbonplasmas are employed for etching of silicon oxide insulating layers. This
plasma-surface combination generates a number of species consisting of carbon, oxygen, flu-
orine, and silicon through the plasma-surface interactions. Therefore, identification of species
to contribute to etching promotion or inhibition is significantly important. The macroscopic
model contains not only gas-phase reactions, but also reactions between plasma and surfaces,
and succeeded to clarify two-dimensional distributions of etch products in a chamber. On the
other hand, the microscopic plasma-surface interaction model has been developed focusing on
pattern geometries of a hole and a trench. The results obtained from the model analysis are

effective for the other chemical combinations of plasma gases and etched materials.

This thesis consists of five chapters. In Chapter 1, the requirements for the plasma etch-
ing technology in the fabrication of advanced ultralarge-scale integrated (ULSI) devices are
presented. The plasma-surface interactions are then explained along withffénets en the
formation of undesired profile irregularities. The scope of this thesis is given after introducing

the previous studies of the Si@tching by using fluorocarbon plasmas.

In Chapter 2, a two-dimensional fluid model has been developed to study plasma chemical
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behavior of etch products as well as reactants during 8i€hingby using inductively coupled

CF4 plasmas. The plasma fluid model consisted of Maxwell’s equations, continuity equations
for neutral and charged species including gas-phase and surface reactions, and energy balance
equations for electrons. The surface reaction model assumed Langumiur adsorption kinetics
with the coverage of fluorine atoms, fluorocarbon radicals, and polymers gns8if@ces.
Numerical results indicated that etch product species occupy a significant fraction of reactive
ions as well as neutrals in the reactor chamber during etching, which in turn led to a change of
plasma and surface chemistry underlying the processing. In practice, the density ofaSiF
typically about 10% of that of the feedstock £ Being comparable to that of the most abundant
fluorocarbon radical Cf moreover, the density of SjFwas typically about 5% of that of the

most abundant fluorocarbon ion CFThe density and the distribution of such product species

in the reactor chamber were changed by varying the ion bombardment energy on substrate
surfaces, gas pressure, mass flow rate, and coil configuration, which arose in part from gas-
phase reactions depending on plasma electron density and temperature. Surface reactions on
the chamber walls and on substrate alfeaed the product density and distribution in the
reactor; in particular, the surface reactions on the,Sl@lectric window as well as substrate

surfaces were found to largely aét the product density and distribution.

In Chapter 3, two-dimensional etching profile evolution in twidetient geometries, namely
an axisymmetric hole and an infinitely long trench, has been simulated with the cellular algo-
rithm, to clarify the effects of geometricallyftirent structures on etching profile evolution.
The simulation assumed Si@tching using CEkplasmas, owing to the widely employed fluo-
rocarbon plasmas for the fabrication of contact and via holes. Numerical results indicated that
the two mask pattern geometries gave sonfidinces in profile evolution, depending on con-
dition parameters such as ion energy, mask pattern size, mask height, and reflection probability
on mask surfaces. The profile evolution was slower and more anisotropic in a hole than in a
trench; in practice, the profile of a trench tended to have prominent lateral etches such as an un-
dercut and a bowing on sidewalls. Moreover, the reactive ion etching lag was less significant for
a hole than for a trench. Thesdtdrences were ascribed to the geometrical shadovftiegte
of the structure for neutrals, where the incident flux of neutrals was more significantly reduced
in a hole than in a trench. TheftBrences were also attributed to the anisotropy of the velocity

distribution of neutrals; inféect, the velocity distribution was more anisotropic in a hole, be-



causemore particles interact with mask sidewalls to adsorb or reflect thereon in a hole, so that
more anisotropic neutrals were transported onto bottom surfaces after passing mask features.
In Chapter 4, theféects of mask pattern geometry on potential distribution and ion trajecto-
ries were investigated on the basis of the previous etching profile model described in Chapter 3,
incorporating surface charge continuity and Poisson’s equation. Two geometrical mask patterns
of a hole and a trench were considered to clarify tifeats of geometrically dierent struc-
tures on potential distribution and ion trajectories. Chargiffigogs and the resulting potential
changed flux of ions and electrons incident to surfaces. lon flux incident to the structure bot-
tom were significantly reduced under charging condition compared to the ion flux under the
non-charging condition. Moreover, numerical results showed that therehce of potential
distribution inside the structure between the hole and trench; the potential drop at the structure
bottom was observed in the trench, while no significant potential drop was observed in the hole.
The potential dierence derived from mask pattern geometry also changed ion trajectories. The
results indicates that etched feature profilefie@ed by mask pattern geometry.

Chapter 5 concludes this study.
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Chapter

Intr oduction

1.1 Semiconductor industries and plasma etching

The semiconductor device industry is a fast-growing and fundamental industry. The driving
principle of the growing semiconductor industry has been Moore’s law, which was proposed by
Gordon Moore in 1965 [1]; it is stated as follows: the number of transistors and resistors on
an IC chip doubles every 18 months. Moore’s law has been realized by technology innovations
aimed at increasing the number of components on a miniaturized chip. International Technology
Roadmap for Semiconductor (ITRS) gives views that these technology innovations typically
involve scaling-down of the technology node, as shown in Fig. 1.1 [2]; in this figure, the half-
pitches of the dynamic random access memory (DRAM), micro-processing unit (MPU), and
application specific integrated circuit (ASIC) is shown as a function of the year.

All products involving large scale integration (LSI) and also some compound semiconductor
devices are manufactured by utilizing core plasma processes such as plasma etching technology
and plasma ashing technology. The capabilities of plasma processes were first demonstrated by
the oxygen plasma ashing of a polymer-based photoresist film by Irving in 1968 [3,4]. In 1971,
he disclosed experimental data pertaining to the plasma etching of silicon usjmigSma [5].

In the early 1970s, both {plasma ashing technology and plasma isotropic etching technology
were successfully used to manufacture a 16K DRAM based on a 5 mm node [6-9]. As the

first industrial application of isotropic etching, 13.56 MHz rf discharge plasma in a barrel-type
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Fig. 1.1: 2001 ITRS Roadmap of DRAM half-pich and MPASIC half-pich [2].

chamber with CE or CF,/O, gas was applied to remove silicon nitride films to form a local
oxidation of silicon (LOCOS) isolation structure. Plasma stripping of the masking photoresist
film was also applied in this manufacturing process. The successful application of plasma
etching as well as plasma ashing technologies induced drastic changes in the manufacturing
process of LSIs from the conventional liquid-based wet processes within a fairly short period.
These changes reduced the number of steps in the manufacturing process and clearly enhanced

the chip yields, therefore the changes reduced the manufacturing cost of the devices.

There are two main methods of etching used in the semiconductor industry: wet etching, and
dry or plasma etching. In the early days of the industry, wet etching was used exclusively. It was
well-established, simple, and inexpensive technology. Wet etching can also be very selective.
Eventually, however, the need for smaller line widths and more vertical structures required new
technigues. Plasma etching methods were developed for integrated circuit fabrication and are
used for most etching steps today.

The significant disadvantages of wet etching are as follows: (1) poor accuracy of the etched
patterns due to inherent undercutting, (2) poor stability and reproducibility of the etching pro-
cess because of theflilculty in controlling the chemical composition during hot processing, (3)
the danger involved in handling during the wet etching and stripping processes, (4) waste chem-
icals are a serious issue from the viewpoint of pollution, (5) wet processes are handled manually
by operators, and this causes a strong dependence of the pattern yield on an operator’s skills,

(6) wet processes are difficult to automate, and (7) the total cost of wet processes is high [10].
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Theplasma etching process has played a key role in integrated circuit manufacture for many
years, and it becomes even more important nowadays as we enter the era of ultra-large scale in-
tegration (ULSI). However, the low etch rate and profile irregularities of the small features were
found to depend on the structure geometry and process conditions. The etch rate dependence
on the feature size results in the necessity to do some, sometimes significant, overetching to
achieve equal depths of the features witliatient sizes. This in turn increases the cost of man-
ufacturing and makes the chips vulnerable to damage due to overetching or failure to clear.
Deviations from the desired profile can also lead to considerable yield reduction. As a result the
dependence of the etch rate and profile on both the feature size and the process conditions has
been widely discussed in the literature [11-19] and several attempts have been made to develop

the models of the etching process [13-15, 18, 19].

1.2 Plasma generation

Discharges excited and sustained by high-frequency electromagnetic fields are of increasing
interest for technical and industrial applications. The power absorptiguper volumeV by a
plasma in a high-frequency field is given by [20-22]

Pabs _ 1 ez V2 2

V o 2 *mo i (1.1)

wherene is the electron densityg andmg are the electron charge and masts the electron-
neutral collision frequency, and refers to the angular frequency of the electromagnetic field
whose amplitude i&,.

Rf discharges are usually operated in the frequency rdngew/2r ~ 1-100 MHz. The
corresponding wavelengthg € 300—3 m) are large compared to the dimensions of the plasma
reactor. For microwaves the most commonly used wavelength is 12.24 cm, corresponding to a
frequency of 2.45 GHz. This wavelength is roughly comparable to the dimensions of a typical
microwave reactor. For lower frequencies, the ions accelerated in the field move towards the
electrodes and produce secondary electrons, similar to what happens in a dc discharge. As the
frequency increases, the ions and subsequently also the electrons can no longer reach the elec-
trode surface during the acceleration phase of the exciting external field. Capacitively coupled

discharges will be discussed first, followed by high-density plasmas such as electron cyclotron
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Fig. 1.2: Schematic of a CCP plasma reactor.

resonance (ECR) plasma and inductively coupled plasma (ICP).

1.2.1 Capacitively coupled plasmas (CCP)

The vessel of a capacitively coupled discharge [23—-28] may have interior circular disc-shaped
parallel electrodes which are separated by a distance of a few centi meters as shown in Fig. 1.2.
The electrodes may be in contact with the discharge or they be insulated from discharge by
a dielectric. Gas pressures are typically in the rang&0i Pa (7.5-7.5 x 10° mTorr). A
conventional rf system for sustaining a discharge consists of a generator, usually combined
with an impedance matching network, and the reactor with the electrodes. The generator type
has to be licensed in terms of the frequency band for commercial use. The electrodes in the rf
discharge are covered by sheath regions, which are similar to the cathode dark space in a dc

glow discharge. The space between the electrodes is filled with the bulk plasma.

In a capacitively coupled rf discharge, the electron density is in the rang&0®—10° cm3
and densities of up to tbcm2 are possible at higher frequencies [29]. The ion energy near
the powered electrode can reach energies of a few hundred electron-volts due to the self-bias.
Such discharges are successfully applied to thin-film deposition and plasma etching as well as

to the sputtering of insulating materials.
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1.2.2 Electron cyclotron resonance (ECR) plasmas

Plasma generation using microwaves is widely employed in many applications [22, 30-35].
Characteristic features of microwaves are the wavelength, which is comparable to the dimen-
sions of the plasma apparatus (2.45 GHz: 1224 cm), and the short period of the exciting
microwave field. The amplitude of the oscillations of the electrons in the microwave field is
very small. For an excitation frequendy= 2.45 GHz and an amplitudg, = 500 V cnt?,

it is 3.5 x 102 cm. The power absorption (eq. (1.1)) depends on the electron-neutral colli-
sion frequency, i.e. on the gas pressure and the gas composition. The absdfjitiency

in a 2.45 GHz discharge is high for He in the region betweehat@ 10 Pa (7.5x 10° and

7.5 x 10* mTorr), whereas the maximum efficiency for Ar is reached for 200 Paxq 1.6

mTorr) [36]. However, microwave discharges can be operated at higher pressures as well, even
at atmospheric pressure. The corresponding fidemsity of the electrons at 2.45 GHz is about

10* cm~3. Waves of this frequency can penetrate into plasmas with higher densities only up to
the thickness of the skin sheath, which equals a few centimeters under these conditions. The
microwave power absorption inside the skin sheath transfers energy into the plasma via waves
with a frequency below the cutddfrequency. A microwave plasma reactor consists in principle

of a microwave power supply, a circulator, the applicator, and the plasma load. The transmis-
sion lines are rectangular waveguides or, at lower powers, coaxial cables. The applicator should
optimize the energy transfer into the plasma and minimize the power reflection. The circulator
protects the power supply from reflected power.

An ECR plasma is a typical example of a microwave plasma in magnetic fields. Figure 1.3
shows a schematic of an ECR plasma reactor. The discharge tube is located at the point of
maximum electric field, the distance between tube and stubglisThis principle can also be
used for the excitation of rf plasmas. The excitation of surface waves [31] is another way of
generating plasmas by microwaves. The surface wave propagates along the boundary between
the plasma column and the dielectric vessel. The wave energy is absorbed by the plasma. A
technical application of this type of plasma excitation is realized in a surfatron.

ECR plasmas have often been used for material processing, because it enables production
of high-electron-temperature and low-ion-temperature plasma at low gas pressures. In many
cases, some magnetic coils are used to generate the magnetic field (875 gauss for 2.45 GHz)

for ECR [37—41]. The cost of the magnet system becomes quite high when we generate an
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Fig. 1.3: Schematic of an ECR plasma reactor.

Substrate

Electrode

ECR plasma of large diameter. The surface magnetic fields are easily obtained by permanent
magnets, and they are useful for plasma production by ECR and also for plasma confinement.
Among the various arrangements of permanent magnets, the multi-ring-cusp-type field is ex-

pected to show high performance because of the closed orbit of the electron drift motion.

1.2.3 Inductively coupled plasmas (ICP)

An ICP [23,24,42] is excited by an electric field generated by a transformer from a rf current in

a conductor. The changing magnetic field of this conductor induces an electric field in which the

plasma electrons are accelerated. A typical example of ICP reactor and a photograph of plasma

generated in an ICP plasma reactor are shown in Figs. 1.4 and 1.5, respectively. The current-

carrying coil or wire can either be outside or inside the plasma volume. ICPs can achieve high

electron densitiesnt = 10*? cm~3) at low ion energies. Several applications are reported such

as thin-film deposition, plasma etching, and ion sources in mass spectrometric analysis [43].
ICP etching dfers an attractive alternative dry etching technique. The general belief is that

ICP sources are easier to scale up than ECR plasma sources, and are more economical in terms
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Quartz window
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Electrode

1A

Fig. 1.4: Schematic of an ICP plasma reactor.

Fig. 1.5: A photograph of plasma generated in an ICP plasma reactor.

of cost and power requirements. ICP plasmas are formed in a dielectric vessel encircled by an
inductive coil into which rf power is applied. A strong magnetic field is induced in the center
of the chamber which generates a high-density plasma due to the circular region of the electric
field that exists concentric to the coil. At low pressurgslQ mTorr), the plasma fiuses from

the generation region and drifts to the substrate at relatively low ion energy. Thus, ICP etching
is expected to produce low damage while achieving high etch rates. Anisotropic profiles are

obtained by superimposing an rf bias on the sample to independently control ion energy.
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Fig. 1.6: An SEM micrograph of multi-layer metal interconnect structure of Cu dual damascene

process [44].

1.3 Fluorocarbon plasma and SiO , etching

Silicon oxide (SiQ) is employed for insulating films between wirings or between wirings and
devices. Figure 1.6 shows of an image of multi-layer metal interconnect structure of Cu dual
damascene process by using a scanning electron microscope (SEM) [44]. As damascene pro-
cesses spreads in the formation of a multilayer wiring structure and wiring in semiconductor
devices, the number of process steps of,S@hing continues to increase in the futureffdi
sion layer and the polycrystalline Si gate electrode formed in the Si substrate has been placed
under the Si@layer. This configuration is a typical example of high aspect ratio etching, there-
fore SiG; is required to be etched at high selectivity against Si substrate or polycrystalline Si.
The highly selective etching of Sagainst Si requires fluorocarbon etching gases such as
CF4, CHR;, GFg, and GFg, and additive gases such ag, KLO, CQ, and Ar. The possible
mechanism of the selective etching is attributed to the competition between etching reaction of
F atoms on the surface of Si@nd Si, and deposition of fluorocarbon polymer consisting of
CF and Ck radicals. However, the detailed mechanism of ion-assisted reaction jregidng
by fluorocarbon plasma is not well understood owing to complexity of competition of polymer
film deposition from Ck (x =1-3) radicals and ion etching from GKx =1-3) ions.
Plasma etching involves the ionization of chemical gas into ions and neutrals. For sili-
con oxide (SiQ) etching, the initial gas is usually a carbon fluorine molecule such as carbon
tetraflouride (CE). The ionized plasma within the chamber is accelerated towards the wafer

holding chuck through the rf bias on the chuck which creates a strong electric field with the
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plasma.The ions pick up most of their energy when they enter the sheath and are accelerated
by the electric field. The neutralsftlises from the plasma through the sheath towards the wafer

and the chamber walls.

Rf discharges in low-pressure fluorocarbon gases are widely used for the etching, of SiO
layers in microelectronics circuit fabrication. By careful adjustment of the gas composition
(using mixtures of Cl; H,, CHR;, C,Fg, C4Fg, etc.), it is possible to etch sub-micron features
in SiO, with vertical side-walls and without etching the underlying silicon. This etch selec-
tivity occurs due to the selective formation of a protective fluorocarbon polymer film on the
Si surface. A number of studies have stressed the importance,aofa@f€als in the polymer
deposition process. In particular, numerous groups have reported a strong correlation between
the gas-phase GHKadical concentration and the polymer deposition rate (and thus to the etch
selectivity) [45-51]. It has therefore been suggested that the film is formed simply by the
sticking of CF, radicals on the silicon surface, forming a polytetrafluoroethylene (PTFE)-like
(CR,), film [45,52]. However, several other neutral molecules (for example CF [53][%2H,

C,Fs [54] and GF; [53]) have also been proposed as the polymer precursors. In general, condi-
tions which give high selectivity and polymer deposition rate always coincide with low fluorine

atom concentration and high CFadical concentrations.

It is thus desirable to monitor and control the ,G&dical concentration in the gas phase
to optimize the etching process, and this has stimulated numerous studies of,thed(Cal
kinetics. Several studies have shown the importance of reactor wall catalyzed processegs for CF
radical destruction [55-58], and recently use has been made offdoe @ varying the reactor
wall temperature and chemical composition (e.g. using a hot silicon wall) on the gas chemistry

and thus the etch characteristics.

Models of fluorocarbon plasma chemistry have generally assumed theadi€als are only
produced by electron-impact induced dissociation of the fluorocarbon feedstock gas [59-67],
either directly or by sequential fragmentation. However, several studies in capacitively-coupled
plasmas [47,56,68-75] have indicated that the @mcentration is often maximal at, or close
to, the powered electrode, suggesting a surface production mechanism. This phenomenon leads
to observed Ckradical concentrations that are orders of magnitude higher than those predicted

by models.
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Fig. 1.7: Irregular etched profiles.

ﬁ

1.4 Etching profile irregularities

As illustrated in Figs. 1.7(a)1.7(f), however, the complex plasma-surface interactions also
cause undesired profile irregularities, such as undercutting, sidewall bowing, sidewall tapering,
microtrenching, and notching. There are general assumptions to explain the mechanisms for the
formation of these feature irregularities as follows. The lateral etching or undercutting beneath
the mask is enhanced by spontaneous chemical etching at higher substrate temperatures [76].
In contrast, surface oxidation and inhibitor deposition suppress the lateral etching, resulting
in sidewall tapering. The energetic ions reflected from feature sidewalls cause the etching to
be enhanced at the corner of the feature bottom, resulting in microtrenches thereat. The mi-
crostructural feature surfaces of insulating materials aferéntially charged up, owing to the
difference in angular distribution of ions and electrons incident onto substrates [77, 78]. This
surface charging leads to etch profile distortion, because the trajectory of incoming charged ions
are deflected by the Coulomb force. In practice, the ions attracted by the negative charging on

insulating mask surfaces enhance the formation of microtrenches at the corner of the feature
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(a) RIE lag (b) Inverse RIE lag

Mask —>
Etched —

material

Fig. 1.8: Microscopic ununiformity in etch rate.

bottom [79]; on the other hand, the ions deflected by the positive charging on insulating SiO
films underlying Si enhance the notching during overetch step for gate electrode etching [80].
The geometrical shadowing for ions and neutrals cause microscopically non-uniform etch rate,
which is usually enhanced for features of higher aspect ratios [81]. The dependence of etch rate
on the feature geometry is referred to as a reactive ion etching (RIE) lag and microloading [82].
In contrast, the etch rate is reduced for lower aspect ratio features or wider space patterns in
the presence of oxygen or etch inhibitor, being called an inverse RIE lag [81]. Figures 1.8(a)
and 1.8(b) illustrate schematic of a RIE lag and inverse RIE lag, respectively. Moreover, there
are profile irregularities which rely on aspect ratio of features. In practical etching processes, it
is still difficult to suppress these feature irregularities because they are caused by the complex

plasma-surface interactions.

1.5 Charging damage

1.5.1 The origin of differential charging

The mechanism that allows one to successfully explain both the decrease iet&i®@ate with
increasing aspect ratio and the microtrenching phenomenoftésatitial charging [14]. Dif-
ferential charging has been proposed to occur as a result offfeeetlice in angular distribution

for ions and electrons. The ion angular distribution is highly anisotropic, whereas the electron
angular distribution is nearly isotropic. On microscopic features electrons will mainly arrive at
the surface portions near the top of the feature, and are prevented from reaching the bottom,
whereas ions will reach the bottom of the feature. Thifedential charging produces local

electric fields inside the feature, which will lead to changes in ion and electron trajectories un-
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Fig. 1.9: Schematic cross section of insulating microstructures, which shows the mechanism of

differential charging with anisotropic ion and isotropic electron incidents.

til electron and ion currents eventually are balanced everywhere along the surface as shown in
Fig. 1.9. Surface discharge mechanisms have also been suggested to play a role in the balancing
of ion and electron currents [83]. As a result of the suggestéerdintial chargingfect, the ion

flux to the bottom of features is reduced. This mechanism could therefore explain the decrease
in SiO, etch rate with increasing aspect ratio. Further, in tedential charging mechanism
microtrenching can directly result from ion deflection by negatively charged sidewatterDi

ential charging is an importanffect in microstructure fabrication using high-density plasmas

and could be an important root cause for other microstructure etching phenomena, such as the

decrease in the etch rate with increasing aspect ratio [11, 16].

Plasma-induced charging damage exemplifies a formidable challenge that lies ahead as crit-
ical dimensions break the 0.26n barrier (transistor gate length) and gate-oxides become thin-
ner (<5 nm). Charging damage during plasma etching manifests itself in at least two forms: a)
sidewall profile irregularities, such as notching [84,85] and sidewall bowing, which are readily
observable by scanning electron microscopy, and b) electrical degradatitm breakdown
of thin gate-oxides [86-88], induced by tunneling current injection. The latent nature of the

latter form of damage is particularly aggravating, requiring special on-wafer charge monitors to
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detectits occurrence and, thus, avoid further processing of the damaged wafer. The literature
abounds with conflicting reports on how charging damage occurs and what is the influence of
various plasma parameters [88]. Some of the confusion originates in the separation between the
observableandlatentforms of damage, in spite of their common origin in pattern-dependent
charging. Indeed, notching is usually studied in line-and-space (L&S) patterns formed on thick
(> 100 nm) oxide [84,85], where electron tunneling barely occurs; likewise, tunneling damage
is studied in antenna structures, where notching is seldom seen [87]. However fliecth e
can occur simultaneously in L&S patterns, provided that thin gate oxides are used to facili-
tate electron tunneling; then, tunneling currents can even help reduce notching. To establish
a common nomenclature, we propose to define as charging damage any undefiigablef e
pattern-dependent charging, occurring during plasma processing.

Generally, charging damage is a result dfetiential microstructure charging brought about
by the directionality dference between ions and electrons at the wafer [80, 85,87,89]. There
seems to be some confusion in the literature about what the angular distributions of ions and

electrons at the wafer are like, so we shall discuss them in detail.

1.5.2 Charging reduction methodology

Notching can be reduced by decreasing the energyoafidx of the deflected ions to the side-
walls. Sidewall passivation or changes in the etch chemistry can also be employed, but these
methods effectively increase the energy threshold for etching [80]. The root of the problems
is the diferential charging of the microstructure and only by attacking it notching can be com-
pletely eliminated. Making the electron angular distribution more anisotropic would prevent
sidewall charging, while it would also neutralize veffjeetively the bottom surface potentials.
This approach is, however, not compatible with continuous plasma operation. Broadening the
ion angular distribution is also, obviously, not an option, although it cofietavely decrease
sidewall charging. Given the existence of the positive sheath andfteeetice between the ion
and electron anisotropies, how can surface charging be reduced?

A significant reduction in charging damage has been reported when etching in pulsed plas-
mas [90-92]. The neutralization in charging potentials implied by these improvements has been
attributed to the lower sheath potential in the afterglow [90], negative ions [91], more directional

electrons in the afterglow [92], less anisotropic ions in the afterglow [93,94] more electrons than
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ions in the early stages of the active glow [95], more electrons than ions in the late stages of
the after glow [94, 96], just to mention a few of the proposed mechanisms. The apparent con-
troversy suggests gaps in the understanding of sheath dynamics in pulsed plasmas; the reader is
referred to a companion article [97], where the reductionfifedkntial microstructure charging

by pulsing the plasma is further elucidated upon and a new theory is set forth that consistently

explains the results.

1.6 Structure of the thesis

This thesis integrates the macroscopic and microscopic studies efeédiBing by using Ck

plasma described in the following chapters.

Chapter 2 describes that a two-dimensional fluid model has been developed to study plasma
chemical behavior of etch products as well as reactants during inductively coupledaSkma
etching of SiQ. The plasma fluid model consists of Maxwell’s equations, continuity equations
for neutral and charged species including gas-phase and surface reactions and an energy balance
equation for electrons. Etched products from the substrates to the gas phase is focused on this
model. In particular, the dependence on ion bombardment energy, gas pressure, mass flow rate,

and coil configuration was investigated.

Chapter 3 describes two-dimensional etching profile evolution in an axisymmetric hole and
an infinitely long trench has been simulated with the cellular algorithm, to clarifyfikets of
geometrically diferent structures on etching profile evolution. The simulation assumed SiO
etching using Clplasmas, owing to the widely employed fluorocarbon plasmas for the fabri-

cation of contact and via holes.

Chapter 4 describestects of mask pattern geometry on potential distribution and ion trajec-
tories based on the etching profile simulation model with Poisson’s equation. Two geometrical
mask patterns of a hole and a trench is considered to clarifyfibete of geometrically diierent
structures on potential distribution and ion trajectories. The simulation assumee@tSiing
using Ck plasmas, owing to the widely employed fluorocarbon plasmas for the fabrication of

contact and via holes.

Chapter 5 concludes this study and discusses recommendation for future work.
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Chapter

PlasmaGas Phase

2.1 Introduction

During plasma etching, severalftBrent kinds of reactive ions and neutrals occur in the plasma,
which are incident onto the substrate surfaces being etched: feedstock gas species and their
fragments (or reactants), reaction products (or etch products) desorbed from the substrate, im-
purities from chamber walls, and mask materials eroded [1]. In high-density plasmas such as
electron cyclotron resonance (ECR) plasmas and inductively coupled plasmas (ICP), high etch
rates often lead to a buildup of etch products, and hence to a reduction of the concentration of
reactants. In these situations, the plasma chemical behavior of products as well as reactants
is important, because the products desorbed from the substrate participate in gas-phase reac-
tions and some of them return onto substrate surfaces, which in turn significantly influence the
etching characteristics such as etch rate, profile, and their microscopic as well as macroscopic
uniformity [2]. Thus, the behavior of etch products must also be taken into account in both
experiments and numerical models, to gain a better understanding of the physics and chemistry
underlying the process.

Coburn and Winters studied etch products desorbed from Si substrates during simultaneous
exposure of Af ion beams andfgases, using threshold ionization mass spectroscopy [3]. Van
Veldhuizenet al. investigated the etching of quartz in ICP Oflasmas by infrared absorption

spectroscopy, to estimate the density of etch productg &i# CO [4]. O’Neillet al. investi-

21
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gated gas-phase reactant and product species during Si etching in }CRB @lasmagy using
Fourier transform infrared (FTIR) absorption spectroscopy, to observe the generation of etch
product Sif [5]. Ono et al. found that the density of etch product Sj@®as comparable to
that of feedstock gases during Si etching in ECR @asmas, by using laser-induced fluore-
cence (LIF) and FTIR absorption spectroscopy [6—8]. Custgal. observed Sifradicals by

LIF during Si and Si@ etching in capacitively coupled plasmas (CCP) with,¥. Hebner
measured the spatially resolved density of etch products SiF andpiHF during Si etching

in ICP GFs and GFg plasmas [10, 11]. Raet al. detected a significant amount of etch prod-
ucts Sik/COF (x = 0—3) by quadrupole mass spectrometry, which originated from the quartz
window in ICP CRK plasmas [12]. Crudest al. observed etch products of QiFCOF,, and

CO originating from the quartz window in ICP ¢plasmas by FTIR absorption spectroscopy,
which occurred in approximately equal ratios and together accountfif® &o of the feedstock

gases [13].

Plasmareactor simulations range from zero to three dimensional. The improvement of
computer performance has recently enabled us to predict the distribution of plasma species in
the reactor chamber in two and three dimensions [14-77]: 2D fluid [15, 19, 20, 22, 25, 26, 28,
36-38, 40, 42, 45, 49, 50, 52, 54, 56, 57, 59, 60, 66, 70, 71], particle [21, 35, 43], and hybrid [23,
24,27,29,30,32-34,41,44,46,47,55, 58, 61-63, 65, 67-69, 73] models, and 3D fluid [53, 72]
and hybrid [31] models. Some of these are two-dimensional simulations of ICP Ar and ClI
plasmas [14,17,20,24-30,32,37,47,49,56,58,59,68,69], and there are a few three-dimensional
ICP models [31, 53, 72]. Some of the other work focus on two-dimensional simulations of
ICP and CCP with B O,, C;Fs, and GFg [15, 16, 23, 33, 34, 50, 55, 57, 61-63, 66, 67, 70].

O In particular, several numerical studies have been concerned with the role of etch products
during Si etching in ICP Glplasmas, based on two-dimensional fluid [74], particle [75, 76],
and hybrid [77] models of the plasma in combination with a simple surface kinetics model,
with emphasis being placed on the spatial distribution of products in the plasma reactor. Lee
et al. investigated the role of etch products during Si etching in ICPgldsmas using the

so-called global model of zero dimension [78].

Fluorocarbon plasmas have been widely used in the etching of dielectride§€s for in-
terconnection of microelectronic devices [79]. The number oL$iChing processes is increas-

ing in manufacturing, with the prevalence of multi-level interconnections and the Damascene
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proces$80]. A number of plasma models have been reported for[C&, 21,37,39,44,81-96].
Some of these are concerned with two-dimensional simulations [16, 21, 37, 86—88, 90], and
some of these are with one- [89, 94, 96] and zero-dimensional ones [91]. Moreover, some
models focus exclusively on gas-phase reactions and do not include etching or surface reac-
tions [21, 89, 90, 93, 94, 96], while others include simple [16, 37, 39, 81,82, 86,87,91] and de-
tailed [44] treatments of surface reactions. Owing to the complex gas and surface chemistry in
fluorocarbon plasma etching of SiOwvhich includes a number of reactive ions and neutrals,
experiments are often required to be coupled with a numerical analysis to gain a better under-
standing of the fundamental processes underlying the etching. Thus, itis also importantfor SiO
etching in fluorocarbon plasmas that the model incorporates etch products as well as reactants
in a self-consistent manner. Zhang and Kushner combined the hybrid plasma equipment and
surface kinetics models for ICP fluorocarbon plasma etching of Si [41] and[$1Q However,
little analysis has been done taking into account the gas-phase as well as surface chemistry of
etch products in fluorocarbon plasma etching.

In this paper, we present a two-dimensional fluid model fog Glasma etching of Si©
in ICP, taking into account the plasma and surface chemistry of etch product species in a self-
consistent manner. The next section describes the plasma fluid model used in this study, together
with gas-phase chemistry in the plasma and surface chemistry on substrate surfaces and cham-
ber walls. The numerical procedure is then given in 8§ 2.3, and numerical results are given in
§ 2.4, showing that the density of etch products significarftlycas plasma properties and thus
etching characteristics. We discuss the plasma and surface properties as a function of externally
controllable parameters such as pressure, mass flow rate, and rf coil configuration. Finally, our

concluding remarks are given in § 2.5.

2.2 Model

A schematic of the ICP plasma reactor presently studied is shown in Fig. 2.1, where the reactor
is a cylindrical metal chamber with a dielectric window of $i& the top, having a radius and
height of R = 15 cm andH = 9 cm, respectively. The plasma is generated by 13.56-MHz rf
powers fed through a multi-turn planar coil on the dielectric window. The sum of the dielectric

thickness and coil radius is 2 cm, and the most inner coil is located 1.3 cm away from the
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Fig. 2.1: Schematic of the ICP reactor studied in the simulation. The reactor is a cylindrical

metal chamber with a dielectric window of Si@t the top, having a radius and heighfo£ 15

cm andH = 9 cm, respectively. Plasma is generated by 13.56-MHz rf powers fed through a

multi-turn coil on the dielectric window. Feedstock gases are supplied through a gas inlet ring
located just under the dielectric window, being pumped away through an annular ring vacuum

port at the bottom.

center with the others being placed concentrically each separated by 2 cm. The rf current in the
coil produces a time-varying magnetic field, which in turn induces the azimuthal electric field
that couples rf powers to plasma electrons within a skin depth layer near the plasma-dielectric
interfaces. A wafer stage 10 cm in radius is located at the bottom of the chamber, which can be
biased by a separate rf power supply to control the ion energy bombarding the substrate. The rf
bias contributes little to ionization in the plasma, but directlgets the acceleration of positive

ions through the ion sheath towards substrate surfaces. Feedstock gases are supplied through a
gas inlet ring located just under the dielectric window, being pumped away through an annular
ring vacuum port at the bottom. We investigate,@kasmas with Si@substrates for etching, at
incident ion energies of 166400 eV, pressures of 10 and 50 mTorr, mass flow rates 0300

sccm, and three coil configurations.
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2.2.1 Inductive electric field

The electromagnetic fields are obtained by solving Maxwell’s equations, with the rf spiral coll
being approximated by concentric coils. Assuming the azimuthal symmetry of the system, we
consider only the azimuthal component of the inductive electric figle¢ E, exp (jwt), where
w is the angular frequency of the coil curreht, = I exp (jwt), andj is the imaginary unit.
The equation for the complex amplituég in the plasma is then expressed as
2F = 2F
aarEze ¥ %aaEre " aazEZe

whereyy is the permeability of vacuum. The plasma dielectric conségist given by [98]

1\ ~
+ (a)zepyo - r—z) Es=0, (2.1)

S PR S @2
S R |

wherewpe = (€°Ne/e0Me)*? is the electron plasma frequeney,the dielectric constant of vac-
uum, andv, = ven + vei the sum of the momentum transfer collision frequencies between elec-
trons and neutrabg,, and between electrons and iogs Here,eis the elementary charge, the
electron density, anth, the mass of electron. The boundary condition at the plasma-dielectric

window interfaces is derived from Biot-Savart’s law [99],

plasma

coil 1/2 \1/2
_jrer(:—;) Hk) + > ap(ri,zj)é(,(ri,zj)(rr—;) H(kj)ArAz|, (2.3)

n i,

~ w
Eo(rs. zs) = ,1120_

T

whereo, = eowge/(jw + vm) IS the plasma conductivity, antk andAz are the spatial grids in
the radial and axial directions, respectively. Moreokgandk;; are given by

4rgry,

Pt () 24)

I

kiz' _ Argr;
b (z-2z)?+ (re + 1)

where(rg, z8), (ri,z;), and (k, z,) are the coordinates of the boundary points, coordinates in

(2.5)

the simulation domain of the plasma, and coordinates ohtheurn rf coil from the center,

respectively. The functiokl (k) is given by [100]
H(k) = E[K(k) — E(K)] - kK(K), (2.6)

whereK (k) and E(k) are the complete elliptic integrals of the first and second kinds, respec-
tively. In equation (2.3), the first sum is over all the coil current loops concerned, and the

second one is over the plasma currents induced in the plasma region.
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The power deposition per unit volume into the plasma averaged over an rf cycle is given by

W = %Re(apui,ﬁ), (2.7)

wherethe model assumes all the power deposited collisionally, although the collisionless heat-
ing may be important especially at low pressures [101]. The total power deposition into the

chamber or into the plasma is expressed as

H R
W, = Zyrf f Wrdrdz (2.8)
0 0

In practice, given the coil currert and plasma conductivityp, we obtainE, at the plasma-
dielectric interfaces according to equation (2.3). THenin the plasma is calculated by using

equation (2.1), giving the power depositidhaccording to equation (2.7).

2.2.2 Electron energy balance

The electron energy balance is expressed as

0 (3 3
a (EnekBTe) =W-V. Qe — Zn: Ven,nMi:nekB(Te - Tn)

- Z Vei,isvnibnekB(Te -Ti) - ZJ: Rej A Hej, (2.9)
Theelectron energy fluge consists of heat conduction and convection as
Oe = —keVTe + ngTeFe, (2.10)
wherel, is the electron flux, and. is the electron thermal conductivity given by [53, 74]
Ke = ngDene, (2.11)

whereDe = kgTe/Mevy, is the electron dfusion coefficient. We further assume tlgat= 0
on the axis of symmetry, and th¥®f = O at the plasma-surface boundaries; the latter implies
that the electron thermal energy transferred to substrate surfaces and reactor chamber walls is

negligible.

2.2.3 Charged particle transport

The continuity equation for thih ion species (positive and negative ions) is described as

on,

E:—V-Fi+zj:Rij’ (212)
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wheren; is theith ion density,I'; theith ion flux, R; the productioydestruction rate for thith
ion species due to the reaction evégnn the plasma, and the sum is over all the reactions that

producg¢destroy thath ion. The ion flux is given by
I = ,uiniE - D;Vn, (213)

whereE is the electrostatic field having two component&pandE,, which are independent of

the inductive electric fieldE,. Equation (4.1) assumes the driftfidision approximation, since

the pressure of interest is high enough for gas-phase collisions to dominate the ion transport.
Here, the mobility and diiusion coefficient are given by

_ G kT,
i = ) Di - )
M;iVin; M;iVin;

(2.14)

respectiely, whereqg; andvi,; are the charge and ion-neutral momentum transfer collision fre-
quency for thath ion. The boundary conditions are zero gradient of the density on the axis of
symmetry(on;/or = 0). Moreover, at the plasma-surface boundaries,jtth@ositive ion flux
normal to surfaces is set equal to the Bohm flux = 0.61n vkgTe/M;; on the other hand,
the negative ion density is set to zero thereat, because negative ions are repelled by the sheath
potential.

Further assuming the ambipolafidision of ions and electrons or the flux balance of charged

species in the plasma,

Zn - Zr_, (2.15)

the electrostatic field that causes the drift is given by [56]

_2:DbyVn -3 _D_Vn

E= 2.16
2 M+ 32 pun (2.16)

Here, the subscript+’ indicates positive ions, and-’ indicates negative ions and electrons.
It is noted that the electron fluK. is obtained from equation (2.15), and that the mobjlity
and dtfusion codicient D, are given by equations similar to (2.14). The electron demgity

obtained assuming the quasi-neutrality,

don=>n, (2.17)

which implies that the sheath at plasma-surface boundaries is not included in the simulation.
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2.2.4 Neutral species transport

Theflux of thenth neutral species is given by
I, =-D,Vn,, (2.18)

taking the mobility set equal to zero in equation (4.1). HereandD,, = kg Tn/Mpvnn s are the
density and dtusion codicient for thenth neutral, respectively, ang, , is the neutral-neutral
momentum transfer collision frequency for thiéd neutral. The corresponding continuity equa-

tion is expressed as

on,

similarly to equation (2.12), wherR,; is the productiofdestruction rate for thath neutral
species due to the reaction everm the plasma.

Feedstock gases are taken to flow into the discharge through a gas inlet as depicted in
Fig. 2.1, and to flow out of the discharge as a result of pumping. The flux of feedstock gases
entering the reactor chamber is proportional to the flow $t€sccm) at the inlet,

NoS;
Fin: 0 |n,
A

(2.20)

wheren, = 2.6868x 10'° cm 2 is the Loschmidt number (or the number density at standard
pressure and temperature), aigis the inlet area. The particle loss due to pumping is given by
the fluxI'o; at the exit boundary, which is adjusted to maintain a given pressure in the chamber
through auto pressure control. The boundary conditions are zero gradient of the density on the
axis of symmetry(dn,/dr = 0). Moreover, at the plasma-surface boundaries,ntieneutral

flux normal to surfaces is set to be the thermal fiyx = (1/4)n, V8ks Tn/7M,.

2.2.5 Gas-phase and surface chemistry

Plasma etching involves various kinds of physical and chemical steps. Radicals and ions gen-
erated in the plasmafiiuse to chamber walls and substrate surfaces, and then adsorb thereon.
The species adsorbed on substrates react with substrate atoms to form products or etch products,
which then desorb andflluse back into the plasma. The model takes into account three chem-

ical reaction systems: gas-phase reactions, surface reactions on chamber walls, and etching
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reactionson substrate surfaces. The model contains feedstogkiSFragments CkFand CE
(x = 1-3), etch product Sif its fragments SiFand SiE (x = 1-3), and oxygen-containing
species O, @ CO, CQ, COF, COR, O, G5, O, and CO also originating from Si@sur-
faces being etched. It should be noted here that the present plasma reactor shown in Fig. 2.1
consists of a cylindrical metal chamber with a dielectric Sidndow at the top; thus, surface
chemistries on Si@are taken into account on the dielectric window at the top as well as on
substrate surfaces at the bottom of the reactor.

Gas-phase reactions in ¢plasmas considered in this study are listed in Table 1 [102—-109].
Feedstock Cfmolecules are dissociated into fluorocarbon radicalg @F= 1-3) by elec-
tron impact (reactions GAG3), which are then further dissociated into smaller radicals also
by electron impact (G4 and G5). Moreover, fluorocarbon radicals (&= 1-3) recombine
with fluorine atoms to form CE; (G6-G8). The primary processes for generating positive
ions CE (x = 1-3) are assumed to be electron-impact dissociative ionization of feedstack CF
(G9-G11) and electron-impact direct ionization of their fragmentg (GA2—-G14), while the
loss of positive ions is due to ion-electron and ion-ion recombination in the plasma (&38j.
Negative ions F are generated primarily by electron-impact dissociative attachment jo CF
(G15), being lost by ion-ion recombination (G17, G18) and electron detachment (G19). The re-
actions including oxygen-containing species are included in this study(G20). Moreover,
the etch product SifFand its fragments SiFand SiE (x = 1-3) are taken to react similarly to
fluorocarbon species (G5G66).

The electron-impact rate cfigientsk; for the reaction evenf are calculated from the

known cross sectiowrj(e) as

00 € 1/2
5= [ m-(e)(fr—]e) f()de. (2.21)

wheree is the electron energy anide) is the electron energy distribution function. Assuming

the Maxwellian distribution for electrons, equation (2.21) becomes

8 1/2 1 3/2 00
=) (i) [ o@emn(-5 ) ae (2.22)

In practice, a modified Arrhenius forkg = ATZ exp (-C/Te) is employed in this study, where

A, B, andC are constants determined through fitting to the calcullted
Surface chemistries considered on metal chamber walls are summarized in Table 11 [102,

105, 106], along with the specified reaction probabilitgswhere the wall temperature is as-
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Table I: Gas-phase reactions considered in the simulation, wihisrthe gas pressure in mTorr

andT, is the electron temperature in eV.

No. Reactionj P Rate coéficientk; (m?s™) AHgj (eV) Ref.
Reactiondor fluorocarbons
Gl CR+e—>CR+F+e  2x10%exp(-13/%) 12.5 [102,103]
G2 CR+e—>CRh+2F+e 5x105exp(-13/T) 15.0 [102,104]
G3 CR+e—CF+3F+e  4.8x 10T exp(-20/Te) 20.0 [102, 104]
G4 Ch+e—-CRr+F+e 3.3x 1071 3.0 [102,104]
G5 Ch+e—-CF+F+e 3.3x 1071 4.55 [102,104]
G6 CR+F—>CFK 23x100x p [102]
G7 CR+F—-CR 9% 102 x p [102]
G8 CF+F-CR 9.6x10%x p [102]
G9 CR+e—CF +F+2e  7x10Mexp(-17.4/T) 15.9 [102,103]
G10 CR+e— CF, +2F+2e 7x105exp(-24.7/T) 22.0 [102,103]
Gll CR+e—CF +3F+2e 9x10%exp(-30/%) 27.0 [102,104]
Gl2 CR+e— CF +2e 8x 1075 exp(-12.2/T) 8.5 [102,104]
G13 Ck+e— CF; +2e 25x 10 M exp(-122/Te) 11.4 [102,104]
G14 CF+e— CF +2e 25x 104 exp(-153/Ty) 9.1 [102,104]
G15 CR+e—F +CFR 4.6 x 1075T ;15 exp(~7/Te) 4.8 [102,104]
G16 CE +e—CFy 4x 10714 -85 [102,104]
Gl7 X*+F -5 X+F 4x 10713 [102]
G118 CE+F —CkK 5x 10 [102]
Gl19 CkR+F —-CRKR+e 5x 10716 -4.8 [102,104]
Reactions for oxygen-containing species
G20 O+e— O'+2e 90 x 10725T%7 exp(-13.6/T,) 13.6 [104,105]
G21 O +e— 0} +2e 213x 10 ¥ exp(-14.5/T.) 12.1 [105,106]
G22 O +e—50 +0 8.8 x 107 exp(-4.4/Te) 3.64 [105]
G23 O +0"-0+0 27x 108 [105]
G24 O +0;—-0+0; 15x 108 [105]
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G250 +e—> O +2e
G260, +e—>20+¢e

G271 +e—- O+0O(D) +e
G280, +e—»0"+0 +e
G290, +e—>0"+0+ 2e
G300, +e—0+0
G310 +0—>0,+¢e
G322+ e— Ox(a'Ag) + €
G33O(a*Ag) + e— OF + 2e
G34 O(alAg)) +e—> 0O +0
G350(a*A)) +e— 0, + €

G36 O(a'Ag)) +e—> 0+ 0 +e

G37CR+0—-COR + F
G38CkR + 0O — COF+F
G39CRL+0—- CO+2F
G40COF+ O - CO + F
G41 COF+ F —» COR,

G42 COF+ Ck, - CR + CO

G43 COF+ CF, —» COR, + CF

G44 COF+ CR; — CFR, + CO

2.0x 103 exp(-5.5/Te)
4.2x 107" exp(-5.6/Te)
5.0x 10 exp(-8.4/Te)
7.1x 10795 exp(-17/To)
5.3x 1071572 exp(-20/Te)
5.2x 10715/T,

3x 1071

1.7x 10 exp(-3.1/Te)
9.0x 10716T2%exp(-11.6/Te)
2.28x 10 % exp(-2.29/T)
5.6x 10 exp(2.2/Te)
4.2x 10°15T2% exp(-4.6/Te)
3.1x10Y

1.4x 10°Y7

4x 1078

9.3x 1077

8x1071°

3x 101

3x 1071

1x 10°Y7

G45 COF+ CF; —» COR, + CR, 1x 10°Y7
G46 COF+ COF— COR, + CO 1x 107°Y7

G47CF+ O —-CO+F
G48CQ+e—-CO+0+e

G50 CO+e— CO" + 2e

2x 107

447 x 1071970201 exp (-4.53/T)
G49COR +e— COF+F+e 113x101T.%3%exp (-13.101,) 6.0
3.47x 10713700487 ey (238/Ts)  14.0

153  [105]°
517  [105]°
7.13  [105]°
17.32  [105F
18.84  [105[°
-6.97  [105]°
~3.64 [105]°

0.977 [105,107]
11.16 [105,107}
2.66 [105,107F
~0.977 [105, 107F
4.19 [105,107F

[108]

[108]

[108]

[108]

[108]

[108]

[108]

[108]

[108]

[108]

[108]
6.1 [103,104]
[103,104]

[106]
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Reactions for silicon fluorides
G51SiF, +e— SiFs+ F+ e 480x 10715T08282exp (-11.22/T) 7.25 [106]
G52 Sik + e —> SiF, + 2F+ e 145x 1071470018346y (-16.03/T,) 11.9 [106]
G53 Sik +e— SiF+3F+e  6.94x 1018718 exp (-18.98/T) 18.6 [106]

G54 Sik + F — Sik, 1.0x 107t [109]
G55 Sik + F — SiR; 1.0x 107 [109]
G56 SiF+ F — SiF, 1.0x 10716 [109]
G57 Si+ F — SiF 1.0x 10716 Assumed

G58 Sik + e > SiF; + F+ 2e  115x 10°4T%6641ex (~-17.42/T) 16.0 [106]
G59 Sik + e > SiF; + 2F + 2e 3.44x 10715T%5108exp (—-22.83/T) 23.4  [106]
G60 Sik + e — SiF* + 3F + 2 6.19x 10-1T1%exp (26.99/T,) 25.1 [106]
G61Sik +e— SiF; +2e  979x 10°15T%%633exp (-10.21/T) 9.60 [106]
G62Sik +e— SiF; +2e  280x 10°14T225%0exp (-11.62/T) 10.80 [106]
G63 SiF+ e — SiF + 2e 6.25x 10 14T03258exp (-7.807T) 7.26 [106]
G64Sik +e— F +SiF;  3.18x 10°6T;0%7%2exp(-9.82/T,) 3.8  [106]
G65 SiF, + e > SiF; 4% 1014 Assumed
G66 SiFy + F~ — SiF, 5x 10714 Assumed

aX = CF, (x = 1-3).
b O(D), O,(alAy) are metastables.

¢ AHgj is calculated from the Fourth Edition of NIST-JANAF Thermochemical Tables.
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sumedto beT,, = 300 K. lons of CE (x = 1-3), & (x =1, 2), and CO lose their charge by
neutralization on the walls to generate their own neutralg Ck, and CO, which then return
into the gas phase or in the plasma (reactions-W3, W8-W10). The neutrals of CHx =
1-3), F, and CO are assumed to adsorb on the walls{W4#, W13); on the other hand, O
atoms recombine and,@a'A4) metastables are deactivated on the walls to generateitich
then returns into the gas phase (W11, W12). The etch producfs i (x = 1-3), and Si
are assumed to behave similarly to,Gihd CE (W14-W20), where the respective reaction
probabilities are taken to be the same as those for the similga@FCE .

Surface chemistries for Sg@tching in fluorocarbon plasmas have been studied for years [83,
110-123], which are summarized in Table Ill according to a model of Gogoéitiak [124].
The removal of surface atoms of SiGubstrates is attributed mainly to ion-enhanced etching
reactions through simultaneous exposure of reactive neutrals and energetic ions: the neutral
atoms and molecules adsorbed react with,S@faces to form surface reaction layers, which
are then enhanced to be desorbed from the surfaces under energetic ion bombardment. We as-
sume that fluorine atoms, fluorocarbon radicals, and polymers are bonded, teugicze sites,
and that the etching progresses as long as the polymer does not cover all the sites. The equations

of surface site balance are written as

dg
O'Sd—tF = SF(]. - Qtot)rF - 2,8|:(1 + b)HFI“ion - 2K(TS)9FFF, (223)
do
os dctFx - Z Scr(1 = Go)lcr, — (Ber, + Ye)bs Lion — Krecdlcr,IF, (2.24)
n
dép

oS = Z XYdil'ion + BsOcrLion — Br/ppOr/PLion
i

+BsOp0cF, /Pl ion + Z Ssir,I'siF,» (2.25)
n

whereos is the surface site areal density on $i@:, 6cr, andép the surface coverages of
fluorine atoms, fluorocarbon radicals, and polymers therégn= 6¢ + 6cr, + 6p the sum

of coveragessr, Scr,, andssis, (N = 1-3) the adsorption probabilities of fluorine atoms and
fluorocarbon radicals on SiGand of fluorosilicon radicals on all the surface sites. Moreover,

b is the branching ratio of the fraction of SifFadicals produced in SiQetching relative to
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Table II: Surface reactions considered on metal chamber walls in the simulation.

No. Reactionj 2P Reactionprobabilityy; Ref.
Reactiondor fluorocarbons
W1 CE(9) " CR(g) 1.0 [102]
W2 CE(9) W CR(g) 1.0 [102]
W3  CF(g) ' CF@@ 1.0 [102]
W4 CR(g) " CRyw) 0.05 [102]
W5  CR(g) " CRyw) 0.05 [102]
W6  CF(g) @ CFw)  0.20 [102]
W7 F(g) = Fw)  0.02 [102]
Reactions for oxygen-containing species
W8 0 (g) 2 0(g) 1.0 [105]
W9 O(g) " 0)g) 1.0 [105]
W10 CO(g) " co@ 1.0 [106]
W1l O(g) " 0.504g) 0.40 [105]
W12 Oy(alAg)(g) > Olg)  0.007 [105]
W13 CO(g) ' cow) 0.01 Assumed
Reactions for silicon fluorides
W14  SiE(g) " SiR(g) 1.0 Assumed
W15  SiF(g) " SiR(g) 1.0 Assumed
W16 SiF(g) ) SiF(g) 1.0 Assumed
W17 SiR(g) "2 SiFw) 0.05 Assumed
W18 SiR(g) 2 SiRW)  0.02 Assumed
W19 SiF(g) 9 SiFw)  0.20 Assumed
W20  Si(g) = siw)  0.20 Assumed

& g stands for atoms, radicals, and ions in the gas phase or in the plasma.

b\ stands for atoms and radicals adsorbed on the walls.
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Table Ill: Surface reactions considered on S#0rfaces (dielectric window as well as substrate

surfaces) during etching in the simulation, wh&tes the surface temperature of 300 K.

No. Reactior?P Flux Surface Rate coefficiefit Ref.

coverage

Physicalsputtering
S1 SiQ* - Si(g) + ZO(g) l—‘ion 1- Htot yspi = A|( \/E - ‘/E_th © [124]

Reactionswvith F atoms

S2 SigQ* — SiIOF,(s) Ir 1-6o S =002 [124]
+ 2F(g)

S3 SiQFy(s) — SiF(g) + Ox(g9) Tion 6F Br = 0.0454(VE/ - VEn)" [124]
+ 2F(9)

S4 SiOFy(s) — SiFx(g) + O2(9) Tion 6F Beb = 0.0454 VE, — VEn)' [124]

S5 SiOF,(S) — SiFs(g) + Ox(s) T'r 6 K(To) = "M exp(—22)  [124]
+ 2F(g)

Reactions with fluorocarbon radicals

S6 SiQ* — SIO,CK(s) I'cr, 1 -6t Scr, =0.1 Assumed
+ CF(9)

S7 SIQCFK(S) - SiFx(@) +2CO(Q) Tion bk, Aer, = 036L(VE - VEn) [124]

S8 SiO,CFy(S) — Si(s)+ 2COR(Q) Ton fcr, Y = 0.0361 [124]

S9 SIQCF(s) - SiO* + CF1(9)Te  Ocr,  Keec = 0.60 [124]
+F(9)

Reactions of polymer creation or loss
SI0CR(g) —P Fion 1 Yai = —Agj VE? [124]
(0< Ei < 2Eq)
yai = A(VE — VE)" [124]
(3En < Ei < E)
S11SIOCR(s) — P Ton Ocr, Bs =0.0361 [124]
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S12PH(s/P) —etchingof P Tien 6 Brp=02(VE - VEn)  [124]
S13P-CF,(s/P)— more P Tion  Opbcrp Bs = 0.0361 [124]
S14 Sik(9) - P [siF, 1 Ssir, = 0.1 Assumed

Reactions with F atoms on polymer surfaces
S2' P+ 2F(g) — P-Fx(s) I'e 6p(1— Ooyp) Sp=01 Assumed
S3' PFa(s) —CR(9)+029) Tion  6Opbep  Bep=02(VE - VEn)  Assumed
+ 2F(p) +P

Reactionswith fluorocarbon radicals on polymer surfaces

S6’ P+ CK(g) —» P-CFK(s) I'cr, 0p(1 — Oioyp) Scrop = 0.1 Assumed
S7' P-2CK(s) — CF(9) +2CO(9) Tion  Opbcrsp  PBoryp = 0.2 (VE - VEr)  Assumed
+P
S8 P-CF«(s) — Si(s)+ 2COK(9)Tion  Opbcr, P yc = 0.0361 Assumed
+P
S9' P-CR(s) — P+CFui(9) Ik Opbcr,/p krec = 0.60 [124]
+F(9)

ap, s, P, and & stand for physisorbed atoms, chemisorbed atoms and radicals, polymer,
and chemisorbed atoms and radicals on polymer surface, respectively.

b The symbol (*) denotes a dangling bond or a site for chemisorption.

¢ A andAy; are constants.

4 Ko, Ea p, Na, andM,, stand for a constant, activation energy, material density,
Avogadro’s number, and the atomic or molecular weight of the material being etched, respectively.
e A = 0.0456 (CE), 0.0306 (CE), 0.0228 (CF), Ey, = 20 eV (CR), Ey, = 80 eV (CR),

Ew = 150 eV (CF).

"En=4eV.

9 Ay = 0.0189 (CE), 0.0127(CE), 0.0094(CF), Ey, = 20 eV (CE), Ey, = 80 eV (CR),

Eu = 150 eV (CF).

h A = 0.0456 (CE), 0.0306 (CE), 0.0228 (CF), Ey, = 20 eV (CR), Ex, = 80 eV (CR),

Es = 150 eV (CF).

'Epn=4eV.



2.2. MODEL 37

that of SiF,;, described a® = by VE;, whereb, = 0.007 is the cofficient of the branching
ratio andE; is the ion energy [117]K(Ts) is the thermal (chemical) etching d&eient for
fluorine atoms at a surface temperatiite The codicientsge andfcg, are the ion-enhanced
SiO, etching yields by fluorine atoms and fluorocarbon radicals, respectjgelythe ion-
enhanced polymer etching yield by fluorine ators,the ion-enhanced deposition yield of
adsorbed fluorocarbon radicays,the carbon sputtering yiel#,. the recombination cdicient

of adsorbed fluorocarbon radicals and fluorine atatgthe ratio of theath ion ( = 1-3) to the
total ion flux,yq; the direct ion deposition yield for théh ion, anddg p anddcey/p the coverages
of fluorine atoms and fluorocarbon radicals on the polymer. In addifigh ', I'cr,, andl'si,
(n=1-3) are the incident fluxes of ions, fluorine atoms, fluorocarbon radicals, and fluorosilicon
radicals onto the surfaces, respectively.

The F and CE site balances on the polymer surfaces are written in a similar manner:

dt

dopo,
Ts I:jtF/P = Sr/p0p(1 — bhoyp)I'F — Br/pOp0F PLion, (2.26)
dopo
oo CRIP Z Scry/PR(L = broyp)lcr, = (Beryp + Ye)Opcr, plion
n

—kredIpOcr, /PLF, (2.27)

wherebyp = 0rp + Ocr, e IS the sum of surface coverages of fluorine atoms and fluorocarbon
radicals on the polymesgp andscr,,p (N = 1-3) the adsorption probabilities of fluorine atoms
and fluorocarbon radicals on the polymer, g p the ion-enhanced polymer etching yield
by fluorocarbon radicals. In the calculaticgg,, Ssir,, andscr,,p are taken to b&cg,, Ssir,, and

Scr, /P, Irrespective of the species concerned.

It is noted that the first term of equation (2.23) represents the adsorption of fluorine atoms
on SiG (reaction S2), the second term the removal of fluorine atoms by ion-enhanced etch-
ing to produce SifFand Sik (S3, S4), and the third term the chemical etching by fluorine
atoms (S5). The first term of equation (2.24) represents the adsorption of fluorocarbon radicals
on SIQ, (S6), the second term the removal of fluorocarbon radicals by ion-enhanced etching
(S7) and carbon sputtering (S8), and the third term the removal of fluorocarbon radicals by
recombination with fluorine atoms (S9). The first term of equation (2.25) represents the di-

rect ion deposition (S10), the second term the ion-enhanced deposition of fluorocarbon radicals
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adsorbed on Si©(S11),the third term the ion-enhanced etching of polymer (S12), the forth
term the ion-enhanced deposition of fluorocarbon radicals adsorbed on polymer (S13), and the
last term the direct deposition of silicon fluorides (S14). Moreover, equations (2.26) and (2.27)
characterizing reactions on polymer surfaces are assumed to be similar to equations (2.23) and
(2.24), respectively. The first term of equation (2.26) represents the adsorption of fluorine atoms
on polymer (S2"), and the second term the removal of fluorine atoms by ion-enhanced etching
(S3’). The first term of equation (2.27) represents the adsorption of fluorocarbon radicals on
polymer (S6’), the second term the removal of fluorocarbon radicals by ion-enhanced etching
(S7") and carbon sputtering (S8’), and the third term the removal of fluorocarbon radicals by
recombination with fluorine atoms (S9’).

Here,we solve equations (2.23§2.27) to obtain the surface site coveragedcr,, Op, r/p,
andécr, ,p under steady-state conditiordy@t = 0). These surface coverages are used to deter-

mine the net fluxes of reactants and products into and out of the surface. The etch rate is given

by
ER=Tsir,/psio,, (2.28)

wherepsio, = 2.64 x 10?2 molecules/crhis the material density of Si{Xo be etched, anBg,

is the flux of SiF (n = 0—-4) molecules leaving Sisurfaces through surface reactions given
by
FSiFX = Z Xiyspi(l - gtot)rion +ﬁF(1 + b)OFFion + K(T)QFFF
i
+(Ber, + Yc)Ocr,Lion, (2.29)
whereys,; is the physical sputtering yield by thith ion. The first term of (2.29) represents the
physical sputtering of Si©(S1), the second term the ion-enhanced etching by fluorine atoms

(S3, S4), the third term the purely chemical etching by fluorine atoms (S5), and the last term

the ion-enhanced etching by fluorocarbon radicals (S7) and carbon sputtering (S8).

2.3 Numerical procedures

We employed a home-made code in Fortran programing language to obtain steady-state solu-

tions. The model consists of an electromagnetic equation for the inductive electric field power-
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ing the plasma, an equation for the electron energy assuming Maxwellian electrons, and conti-
nuity equations for charged (positive and negative ions) and neutral species including gas-phase
and surface reactions. The present model is based on the fluid approximation, with the charged
particle flux being further described by the drifffdision approximation and the neutral flux

by the difusion approximation [125, 126]. These equations includefasststem which in-

volves both fast and slow time-varying phenomena, and so a modular approach is essential to
overcome the disparate time scales associated with the transport and chemistry of electrons and

heavy particles (ions and neutrals) in the plasma.

In the electromagnetic module, we employ the cylindrical coordinates, @ssuming the
azimuthal symmetry of the system; Maxwell's equations are solved to obtain the power de-
position into the plasma, where equation (2.1) is spatially discretized with the finite-volume
approximation [127] and solved for each unit cell with a boundary condition (2.3) at the plasma-
dielectric window interfaces. The spatial steps are taken tarbe 0.5 cm andAz = 0.3 cm,
where the simulation area is divided into 30 cells inttlrection and 30 cells in thedirection.

In the electron energy module, the electron temperature is determined by integrating equation
(2.9) with no transfer of the electron thermal energy at plasma-surface boundaries (on chamber
walls and substrate surfaces). In the plasma reaction module, the réteients for gas-phase
reactions through electron impact are calculated as a function of electron temperature, being
employed in source and sink terms of the continuity equations (2.12) and (2.19) for charged and
neutral species to obtain their densities in the plasma. Then, we integrate a set of the ordinary
differential equations by iterating Gear’s backwarfiedential formulae (BDF) method [128]

with the minimum time step\t = 1 x 10" s, assuming initial two-dimensional profiles of the
electron density, temperature, and species densities. At plasma-surface boundaries, given the
flux of positive ions and neutrals from the plasma onto surfaces, the surface site balance model
of equations such as (2.23R.27) is employed to analyze surface reactions, to obtain the flux

of reaction products desorbed from surfaces into the plasma. The electron density is calculated
by charge neutrality to give the plasma conductivity, which in turn is employed in Maxwell's

equations.

In the present simulation, we include 12 charged and 16 neutral species, along with 66 gas-
phase reactions and 40 surface reactions (20 on chamber walls and 20 on substrate surfaces).

The electron transport properties in electromagnetic and fluid equations are given based on the
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Fig. 2.2: Time variation of the spatially averaged densities of several major species: a gas
pressure of 10 mTorr, a feedstock £ffow rate of 200 sccm, a total power deposition of 250

W, and an ion bombardment energy of 100 eV on substrate surfaces.
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electronmomentum transfer collision cross section [129], and the transport properties for neu-
trals and ions therein are given based on the Lennard-Jones parameter and polarizability [88].
The following is chosen as standard conditions: a gas pressure of 10 mTorr, a feedstock CF
flow rate of 200 sccm, a total power deposition of 250 W at an rf frequency of 13.56 MHz, and
an ion bombardment energy of 100 eV on substrate surfaces of temp@ratiB90 K. The ion
bombardment energy on SiGurfaces of the dielectric window is determined from the plasma
and floating potentials & = V, — Vi = kg T¢[0.5+ (M;/2rmg)*/?], which is in the range 1520

eV in the present simulation. The numerical procedure is iterated until a steady-state solution is
obtained. Figure 2.2 shows the time variation of the spatially averaged density of major species
under the standard condition, indicating that the species density converges to the steady state

for less than several 10 ms.

2.4 Results and Discussion

Figures 2.3(a)—2.3(j) show the two-dimensional distribution of plasma properties in the reac-
tor chamber under the standard conditions. Figure 2.3(a) gives the power deposition, most
of which is localized near the coll, since the electromagnetic waves cannot penetrate the high-
density plasma over a few skin deptisy( 1.5 cm). The peak power deposition is more than 0.7
W/cm? just beneath the coil. Figure 2.3(b) gives the feedstockd@fsity, which is maximum

near the gas inlet and decreases farther away from the inlet. Figures 2.3(c) and 2.3(d) give the
electron density and temperature, respectively, where the electrons produced by ionization are
mainly lost by ambipolar diusion to the chamber walls and by dissociative attachment jo CF

in the plasma. Although the electron temperature is maximum beneath the coil where the power
deposition is maximum, the high thermal conductivity for electrons at low pressures results in
heating up the whole plasma in the reactor. Figures 2.3(e) and 2.3(f) give the F atomiand F
densities, respectively. Neutral F atoms are produced mainly through electron-impact dissocia-
tion of the feedstock Cfand its fragments GFand CF, in the central upper part of the reactor
chamber where the electron density and temperature are relatively high. On the chamber walls,
F atoms are adsorbed with a probability = 0.02, or reemitted with a probability (2 y;).
Negative F ions are produced through dissociative electron attachment jarC&bundant

CF4 atmospheres near the gas inlet, being confined by the ambipolar electric fields owing to its



42 CHAPTER 2. PLASMA GAS PHASE

negative charge, and being lost in the central part of the chamber by frequent ion-ion recombi-
nationwith positive ions such as GFand SiE. Figures 2.3(g) and 2.3(h) give the density of
fragments Ckand CE, respectively. The GFneutral density is maximum around beneath the
coil, where CEk neutrals are produced mainly through electron-impact dissociation paQiF

CF;. The CE ion density has a peak in the central middle part of the chamber, whgreQs

are produced through electron-impact dissociative ionization gfdDl also electron-impact
ionization of Ck. Figures 2.3(i) and 2.3(j) give the density of etch products, &ifd SIE,
respectively. The SiFdensity has a strong downhill-like gradient from the central region on
SiO, substrates towards the exit owing to a large amount of Siéduction thereon, implying

that the difusion is slower than surface reactions. The,Sifolecules are produced on SiO
dielectric windows as well as on substrate surfaces; in practice, the density of products decays
away from both the top and bottom boundaries. It is noted here that the etdbRatas typi-

cally 0.46um/min for substrates, while 0.28n/min for dielelctric windows. The Sidensity

is about 10% of that of the feedstock £Rnd is comparable to that of gRhus, etch prod-

ucts are not negligible in etching reactions. Electron-impact dissociation and ionization produce
fragments Sikand SIE (x=1-3). The SiE ion density has a peak at the central middle part of
the chamber, decreasing towards boundary surfaces through ambigklaioti. The location

of the SiF and CE density peak almost corresponds to that of the electron density peak, while
the density of SiE is about 5% of that of Cf:

Figures2.4(a) and 2.4(b) show the radial distribution offdient ion and neutral fluxes
incident on substrate surfaces, respectively, derived from the results of Fig. 2.3. The ion and
neutral fluxes decrease radially towards the edge, being consistent with the distribution of the
respective ion and neutral densities in the plasma near the substrate surfaces as shown in Fig. 2.3.
The neutral-to-ion flux ratio is typicallyr/T'cr; ~ 100 and'cr,/T'cr; ~ 10. Figure 2.4(c) shows
the distribution of etch ratE Rand surface coveragés, 6cr,, anddp of F atoms, Ckradicals,
and polymers. The coverage is determined by a balance between ion and neutral fluxes; in
practice, the F coveragk increases with increasing F flux, while it decreases with increasing
ion flux; and the Ck coverage&cg, increases with increasing ¢Hux, while it decreases with
increasing ion and F fluxes. The etch r&te decreases gradually in the radial direction towards
the edge and then slightly increases near the edge, which is governed primarily by the ion-

enhanced etching with F atoms and,G&dicals adsorbed on substrate surfaces. A drop in the
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Fig. 2.3: Two-dimensional distributions of (a) power deposition, (b) feedstockdéRsity, (c)
electron density, (d) electron temperature, (e) F density, (§dnsity, (g) Ck density, (h) CE
density, (i) Sik density, and (j) SIE density under the standard conditions: a gas pressure of
10 mTorr, a feedstock GHlow rate of 200 sccm, a total power deposition of 250 W, and an ion

bombardment energy of 100 eV on substrate surfaces of tempefatarad00 K.
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Fig. 2.5: Chemical compositions of (a) neutral and (b) charged species averaged over the entire
region of the reactor chamber in three cases of "a wafer ”, "no wafer”, and "no etching”, with
the other parameters being the same as those under the standard conditions of Fig. 2.3. Etching
occurs on both the Sildielectric window and substrate surfaces in the "a wafer” case (or a
case of Figs. 2.3 and 2.4), and occurs only on the, Si@lectric window in the "no wafer”

case; in contrast, no etching occurs on any surfaces in the "no etching” case.

polymer coveragér near the edge also contributes to the incredsRthereat.

Figures 2.5(a) and 2.5(b) show the chemical composition of neutral and charged species,
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respectively, averaged over the entire region of the reactor chamber, where calculations were
madefor three cases of "a wafer”, "no wafer”, and "no etching” with the other parameters
being the same as those under the standard conditions of Fig. 2.3. Etching occurs on both the
SiO, dielectric window and substrate surfaces in the "a wafer” case (or a case of Figs. 2.3 and
2.4), and occurs only on the Sidielectric window in the "no wafer” case; on the other hand,
no etching occurs on any surfaces in the "no etching” case, where there are no etch products
such as CO, Sif; and SiE. Under the "no wafer” case, etch products are attributed tg SiO
surface reactions of the dielectric window. It is noted that the etch product densities are larger in
the "a wafer” case than in the "no wafer” case. In both cases, the densities of the feedstock CF
and its fragment neutrals and ions such ag,&-and CE tend to be decreased as compared
with those in the "no etching” case, as a result of desorption of etch products into the reactor
chamber; in contrast, the electron and iBn densities remain almost unchanged. The CO
radical density is the largest among etch products, and that ¢fi@3 is the largest among
product ions, which are possible to contribute to the ion-enhanced etching.

Here,we did a sensitivity analysis by changing the assumedfictents, indicating that
the results were not so sensitive to changes in théicant of gas-phase reactions. However,
the results were sensitive to changes in theffoment of surface reactions, in particular, the

adsorption probability of CO on chamber walls.

2.4.1 lon energy dependence

Figures 2.6(a}2.6(h) show the two-dimensional distribution of plasma properties in the reactor
chamber for a higher ion energy of 500 eV, with the other parameters being the same as those
under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and 2.6 indicates
that as a result of increased ion bombardment energy on the substrate surfaces, the density of
etch product Sifin the plasma is typically 1.3 times larger than that for the ion energy of 100

eV. Correspondingly, the density of product ion $iB also increased, while the densities of
fragment neutrals and ions such as,@Rd CFE, are slightly decreased at a constant pressure. It

is noted that the etch raEeRwas increased to typically 0.68n/min for the substrates, while
slightly decreased to typically 0.24n/min for the dielectric window. Figures 2.7(a) and 2.7(b)
show the chemical composition of neutral and charged speciesfferatit ion energies of 100

(standard), 300, and 500 eV, averaged over the entire region of the reactor chamber. Note that
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thesedata correspond to those in "a wafer” case, and so the data for 100 eV are the same as
those in the "a wafer” case of Fig. 2.5; in addition, the data in the "no wafer” and "no etching”
cases for 100 eV are the same as those in Fig. 2.5. The densities of fluorocarbon radicals CF
(x = 1-3) are smaller for higher ion energies, while the densities of etch products such as O-
containing species and SiEx = 0—4) are larger for higher ion energies. Correspondingly, the
densities of fluorocarbon ions Ckx = 1-3) are smaller, and the densities of product ions such

as O-containing ions and Sikx = 1-3) are larger for higher ion energies.

2.4.2 Pressure dependence

Figures 2.8(a)2.8(h) show the two-dimensional distribution of plasma properties in the reactor
chamber for a higher pressure of 50 mTorr, with the other parameters being the same as those
under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and 2.8 indicates that
as a result of increased pressure, the electron density has a maximum in the vicinity of the coil,
decreasing significantly towards the bottom of the chamber, which is ascribed to the lowered
electron thermal conduction as well as ambipoldfudion of ions and electrons at increased
pressures. Correspondingly, the densities of fragment neutrals and ions such asaRdCF

CF} are decreased at around substrate surfaces at the chamber bottom, which in turn results in
reduced densities of etch product Séhd product ion Sifin the plasma. It is noted that the

etch rateER was decreased to typically 0.@én/min for substrates, where the neutral-to-ion

flux ratio was typically['s/T'cg; ~ 400 andlcr,/T'ce; ~ 60 withTer; = 1.5 10" cm®; on

the other hand, thER remained almost unchanged at typically Oi2i/min for the dielectric
window, and thus the etch product originated primarily from the,$ii@lectric window beneath

the coil.

Figures 2.9(a) and 2.9(b) show the chemical composition of neutral and charged species for
different pressures of 10 (standard) and 50 mTorr, averaged over the entire region of the reactor
chamber. Note that the data for 10 mTorr are the same as those in the "a wafer” case of Fig. 2.5.
The densities of F atoms and fluorocarbon radicalg @F 1, 3) tend to be smaller at higher
pressures, and the densities of etch products such as O-containing species,dRd=31F4)
are also smaller at higher pressures. Correspondingly, the densities of fluorocarbonjigrs CF
= 1-3) tend to be smaller, and the densities of product ions such as O-containing ions and SiF

(x = 1-3) are smaller at higher pressures.
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Fig. 2.6: Two-dimensional distributions of plasma properties in the reactor chamber for a higher
ion energy of 500 eV with the other parameters being the same as those under the standard
conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density,ddhBity,

(e) CF, density, (f) CE density, (9) Sik density, and (h) Sif-density.
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Fig. 2.7: Chemical compositions of (a) neutral and (b) charged species averaged over the entire
region of the reactor chamber foifidirent ion energies of 100 (standard), 300, and 500 eV. Note

that the data for 100 eV are the same as those in "a wafer” case of Fig. 2.5.
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Fig. 2.8: Two-dimensional distributions of plasma properties in the reactor chamber for a higher
pressure of 50 mTorr with the other parameters being the same as those under the standard
conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density,ddhBity,

(e) Ck, density, (f) CE density, (g) Sig density, and (h) Sif-density.
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Fig. 2.9: Chemical compositions of (a) neutral and (b) charged species averaged over the entire
region of the reactor chamber forfidirent pressures of 10 (standard) and 50 mTorr. Note that

the data for 10 mTorr are the same as those in the "a wafer” case of Fig. 2.5.
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2.4.3 Mass flow dependence

Figures2.10(a)}-2.10(h) show the two-dimensional distribution of plasma properties in the re-
actor chamber for a higher mass flow rate of 300 sccm, with the other parameters being the
same as those under the standard conditions of Fig. 2.3. A comparison between Figs. 2.3 and
2.10 indicates that as a result of increased mass flow rate, or reduced gas residence time in the
chamber, the densities of fragment neutrals and ions such asr@FCE are increased owing

to reduced recombination loss at chamber walls, while the F atom density is slightly decreased.
Moreover, the densities of etch product S#&hd product ion Sif-in the plasma are decreased
owing to reduced residence time or increased exhaust velocity to maintain a constant pressure.
In practice, the increase in the mass flow rdfeaively decreases the amount of etch products

in the reactor chamber. It is noted that the etch ERwas slightly decreased to typically

0.41 um/min for substrates, owing to the reduced density and thus the surface coverage of F
atoms; on the other hand, tBR for the dielectric window remained almost unchanged at 0.28
um/min.

Figures 2.11(a) and 2.11(b) show the chemical composition of neutral and charged species
for different mass flow rates of 100, 200 (standard), and 300 sccm, averaged over the entire
region of the reactor chamber. Note that the data for 200 sccm are the same as those in the
"a wafer” case of Fig. 2.5. The densities of fluorocarbon radicals (&= 1-3) are larger for
higher flow rates, while the densities of etch products such as O-containing species,apd SiF
= 2-4) are smaller for higher flow rates. Correspondingly, the densities of fluorocarbon ions
CF; (x=1-3) are larger, and the densities of product ions such as O-containing ions gnd SiF

(x=1-3) are smaller for higher flow rates.

2.4.4 Coll configurations

Figure 2.12(a) and 2.12(b) show the two-dimensional distribution of electron and&iBities

in the reactor chamber for threeffdirent ICP coil configurations, with the other parameters be-
ing the same as those under the standard conditions of Fig. 2.3: (i) standard coil configuration
as used for the aforementioned analysis, (ii) inner coil configuration, and (iii) outer coil con-
figuration. Note that the figures for (i) are the same as those in Fig. 2.3. The electron density

distribution in all configurations has a peak in the central middle part of the chamber, and the
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Fig. 2.10: Two-dimensional distributions of plasma properties in the reactor chamber for a
higher mass flow rate of 300 sccm with the other parameters being the same as those under the
standard conditions of Fig. 2.3: (a) electron density, (b) electron temperature, (c) F density, (d)

F~ density, (e) CEkdensity, (f) CE density, (g) Sik density, and (h) Sif-density.
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Fig.2.11: Chemical compositions of (a) neutral and (b) charged species averaged over the entire

region of the reactor chamber foffidirent mass flow rates of 100, 200 (standard), and 300 sccm.
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Note that the data for 200 sccm are the same as those in "a wafer” case of Fig. 2.3.
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Fig. 2.12: Two-dimensional distributions of (a) electron and (b),SiEnsities in the reactor
chamber for diferent ICP coil configurations: (i) standard, (ii) inner, and (iii) outer coil config-
urations. The other parameters are the same as those under the standard conditions of Fig. 2.3.

Note that the figures for (i) are the same as those in Fig. 2.3.

density diference is attributed to the distance between the coil and reactor chamber walls which
consume electrons as a result dfdsion. The electron density (and also temperature) in con-
figuration (ii) is highest among the three, because the input power is absorbed in a limited area
beneath the coil; on the other hand, in configuration (iii), the electrons generated in a region
beneath the coil easily fiuse radially to chamber walls, and so the electron density is low-
est among the three. The distribution of etch products is dfsctad by the coil configuration.

The etch product Sioriginates primarily from substrate surfaces in configurations (i) and (iii),
while originates from the Si@dielectric window as well as substrate surfaces in configuration
(ii). The etch rate uniformity of the substrates was found to be significantly better in (i) and

(iii), as compared to that in (ii).
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2.5 Conclusions

Two-dimensional fluid simulation of an ICP ¢lasma etching of SiPhas been performed

taking into account gas-phase and surface chemistries of etch products as well as reactants dur-
ing etching. The plasma fluid model consisted of Maxwell's equations, continuity equations for
neutral and charged species including gas-phase and surface reactions, and an energy balance
equation for electrons. The surface reaction model assumed Langumiur adsorption kinetics with
the coverage of fluorine atoms, fluorocarbon radicals, and polymers gns8ifaces. In the
simulation, we included 12 charged and 16 neutral species, together with 66 gas-phase reactions
and 40 surface reactions (20 on metal chamber walls, and 20 on thali®i€ctric window as

well as the substrate surfaces). The steady-state solutions were obtained by coupling all these

equations involving both fast and slow time-varying phenomena in a self-consistent manner.

The numerical results indicated that etch product species occupy a significant fraction of
reactive ions as well as neutrals in the reactor chamber during etching, which in turn leads to a
change of plasma and surface chemistry underlying the process. In practiceaSithe most
abundant product species of silicon fluorides,S#&nd its density was typically about 10% of
that of the feedstock GFwhich is comparable to that of the most abundant fluorocarbon radical
CF;; moreover, CO was the most abundant O-containing product species, and its density was
much larger than that of SiFRegarding product ions, Sjkvas the most abundant among prod-
uct SiF; ions, and its density was typically about 5% of that of the most abundant fluorocarbon
ion CF,; moreover, CO was most abundant among O-containing product ions, and its density
was much larger than that of SiFThe density and its distribution of such product species in
the reactor chamber, together with those of fluorocarbon ions and neutrals, were changed by
varying the ion bombardment energy on substrate surfaces, gas pressure, mass flow rate, and
coil configuration, which arises in part from gas-phase reactions depending on plasma electron
density and temperature. Surface reactions on the chamber walls and on the substri&ecalso a
the density and distribution of product species in the reactor chamber; in particular, the surface
reactions on the Si{dielectric window as well as the substrate surfaces were found to largely
affect the product density and distribution, depending on the plasma properties including the

ion bombardment energy.
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Chapter

PlasmakEtching Profile

3.1 Introduction

Plasmaetching is widely employed in today’s semiconductor manufacturing, which has con-
tributed to progress in semiconductor industry. Mudfor to improve the plasma etching
technique has resulted in the scaling down of process dimensions, which in turn has improved
semiconductor device performance. Further scaling down will continue to produce faster and
smaller semiconductor devices. In practice, plasma etching forms circuit structures on sub-
strates through a patterned mask, and the sectional profiles of the circuit structures are essential
for device performance. One issue is critical dimension (CD) loss or gain, which is a pattern
gap between the mask and etching profiles [1]. For example, the CD variation of gate elec-
trodes, which closelyféects the channel length of a transistor and thus device performance, has
become increasingly important as integrated circuit device dimensions are scaled down to much
less than 100 nm. Thus, a better understanding of plasma-surface interactions during etching

continues to be important for the nanoscale control of etched profiles and CDs.

Etching profiles areféected by various factors during etching such as neutral and ion fluxes
from plasma, mask patterns and materials, and bias voltage through the sheath. Boetnichel
al. investigated theféect of process parameters such as pressure, bias voltage, temperature, and

gas flow rate on local bowing, by cryogenic etching withy/&k inductively coupled plasmas

65
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(ICP) [2]. They especially showed that local bowing depends on the trench passivation mecha-
nismand on ion energy and density. Vyvoelizal. studied the ffects of source and bias powers,
pressure, and feed gas composition on the feature profiles gfrB&Sked crystalline silicon
etched in CJ/HBr transformer-coupled plasmas (TCP) [3]. They obtained higher etch rates at
higher source powers, bias powers, and pressures. When HBr was used insteadtchCate
decreased substantially, but the etch profile became more vertical and the trench bottom became

flatter.

In recent years, etching profile simulation has contributed to the investigation of etching
mechanisms, owing to improvement in computational performance. There are several methods
of investigating plasma etching profiles [4—6]: string method [7—-16], ray-tracing method [4,
17], cell removal method [4-6, 18-34], and level-set method [35-39]. Each method has both
advantages and disadvantages. The string and ray-tracing methods are fast in computation and
use surface-advancement algorithms, in which a mesh of connected points is used to represent
the surface of the material during etching. However, surface-advancement algorithms poses
difficulty in implementing calculations, and also preseffialilt algorithmic and geometrical
problems in the treatment of boundaries or in the elimination of loops. In contrast, in the cell
removal method, the volume of wafer to be simulated is described by dividing it into a matrix of
small cells, which are removed depending on the local etch conditions. Increasing computing
power now makes it possible to develop a three-dimensional profile simulator using the cell
removal algorithm. The level set method views the moving front as a particular level set of a
higher-dimensional function, where sharp gradients and cusps form naturally, anettis e
of curvature can be easily incorporated. This method is highly robust for tracking interfaces

moving with complex motions.

For the mask geometry, Kokkorest al. calculated the neutral flux onto surfaces in two
different structures, namely, a hole and a trench, indicating that the neutral flux is lower in
a hole than in a trench of the same aspect ratio [40]. Davi. analyzed the feature profile
evolution of a via and a trench exposed to three-dimensional-velocity ion fluxes, using the string
method coupled with the Monte Carlo method for the plasma sheath. [41] They indicated that
the etch rate is lower in a via than in a trench because of the larger geometrical constraint of via

on ion trajectories.

There are several experimental studies of tifiedénce in etching profile between holes and
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trenches.Vyvoda et al. investigated Si etching profiles with oxide masks with geometrically
different openings of a via and a trench i @d HBr plasmas [3]. Their results showed that
similar profiles are observed for via and trench bottoms, but that there are slifgredces
between nested vias and trenches in that in some cases (i.e., low pressure, high source power,
and low bias power) microtrenching is less severe in vias, while in other cases the reverse is
true. Chung investigated the reactive ion etching (RIE) lag féedint feature dimensions of
rectangles, squares, and cir¢tesighnuts during Si deep etching in ICPs with gases alternating
between SEO, and GFg [42]. Kilhamaki and Franssila reported that the RIE lag is related to
pattern shape (square and circular holes, and trenches with variable aspect ratios) and size (from
a few microns to over 100m) during Si etching in ICPs with SFollowed by the application of

a short unbiased fEg passivation pulse [43]. Doemlirgt al. compared etch depth and profile
between holes and trenches during S&@hing in CHE plasmas, showing that the inverse RIE

lag was stronger in holes than in trenches [44].

A number of profile simulations have been developed not only for plasma etching but also
for chemical vapor deposition (CVD) in terms of surface geometry [45-47]. Islam®&aja
al. simulated the feature profile evolution of CVD in holes and trenches using a string algo-
rithm in two dimensions, showing that the step coverage is higher in a trench than in a hole [45].
Here, step coverage was defined as the ratio of the deposited film thickness on sidewalls near the
feature bottom to the thickness at the top surface. Corenall also simulated the profile evo-
lution of CVD using two geometrical models of a hole and a trench represented by discretized
cells in two dimensions, showing similar step coverages [46]. Theks@hces between a hole
and a trench are clearly caused by stronger shadowing or geometrical restrictions in hole struc-
tures. Correspondingly, the geometricieets of a mask pattern on processing characteristics
such as RIE lag and step coverage should be considered more important from the point of view
of circuit design, while the fects of aspect ratio have been considered important in a number

of researches.

In this study, we present a profile simulation of $i€ching in Ch plasmas, which is
widely employed for the fabrication of trenches, vias, and contact holes. Attention was given on
the effects of mask geometry to optimize mask patterning for the obtaining the etched profiles
desired. In practice, silicon dioxide has been employed for interlayer insulating films owing

to its low dielectric constant, and most Si@tch processes use plasmas of fluorocarbon and
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hydrofluorocarbon gases such as;OF;Fs, C;Fg, and CHE [23, 48]. F atoms are needed to
react with Si to form the volatile product SiFand C atoms are needed to combine with O
atoms to form the volatile products CO, g@nd COFR. The plasma etching of Sidequires
energetic ions as well as etchant neutrals, because ion bombardment stimulates the chemical
reaction between deposited fluorocarbon polymers and oxide surfaces, by breaking strong Si-
O bonds (7.9 eV) [27,49,50]. The predominant ion is pressumed to kanOEF, plasmas,

where the relative abundance of LFCF;, and CF depends on feed gas density as well as

on plasma electron density and temperature [51]. To investigate the role of mask geometry on
etched profiles such as undercut, bowing, and RIE lag, profile evolution was simulated using
the Monte Carlo and cell removal methods. The model is described in § 3.2, and the numerical
results of the etched feature profiles are presented in 8 3.3. Finally, the conclusions are given in
§3.4.

3.2 Model

We consider two structures of an axisymmetric circular hole and an infinitely long rectangular
trench in two dimensions, as shown in Fig. 3.1. The simulation domain is a several-hundreds-
of-nanometer region containing plasma and substrate surfaces. The profiles are represented by
two-dimensional coordinates, ) for the hole andx, z) for the trench. The substrate surfaces
have two layers: the upper layer for the resist mask and the lower fert&it2 etched. Particle
trajectories are tracked through a three-dimensional position and a three-dimensional velocity.
The model for etching profile evolution consists of four modules: a particle injection mod-
ule outside microstructures where ions and neutrals are injected from the plasma through the
sheath, a particle transport module inside microstructures where ions and neutrals are trans-
ported from the top boundary of the simulation domain to feature surfaces, a surface reaction
module of the Si@layer, and a surface evolution module. The injection module calculates the
flux of ions and neutrals using parameters such as species density and temperature obtained
from plasma simulation. The transport module calculates the flux of ions and neutrals trans-
ported inside microstructures onto surfaces, including the incident angle thereon. Then, the
surface reaction module treats the interactions between incident ions and neutrals and surface

compounds (Si@layer consisting of Si@and the polymer deposited). The Monte Carlo ap-
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Top view
Hole Trench

Side view

o

Simulation domain SiO,

Fig. 3.1: Schematic of the simulation domain.

proach allows chemical and physical mechanisms with probabilistic considerations, taking into
account neutral adsorption, spontaneous chemical etching, and sputtering,@uS#0es, to-
gether with specular reflection of ions andfdsive reflection of neutrals on mask surfaces. Al

these mechanisms play an important role in profile evolution. [9, 20, 52]

Figure 3.2 shows the flowchart of the simulation. Firstly, newly injected particles from the
plasma are characterized by their own initial positions and velocities. Secondly, all particles in
the simulation domain move at their own velocities every small timestel a particle reaches
surfaces, it is discriminated from other particles in the domain to calculate the surface reaction.
Finally, SiG; layer surfaces evolve as a result of surface reactions. The procedures are repeated
during the calculation. We now exclude the evolution of a resist mask and chaif@ugse
on feature surfaces, because we are interested in pure geomeffiecas én plasma-surface
interactions as a first step. However, charging has become an important issue in the present
plasma processing, particularly the charging potential deflecting ion trajectories to cause profile
irregularities [26]. We are now developing a new version of the simulation including charging

as well as geometrical &€ts on plasma etching, which will soon be reported.
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| Start |

<

Particle injection

Particle transport

Reaction on surface

Surface evolution

Repeat
End

Fig. 3.2: Flowchart of the simulation.
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Table I: Densities of seven chemical species in the plasma.

lon Density (nm3) Neutral Density (md)
CF" 5.49x 10" F 9.70x 109
CF, 1.31x10% CF 1.24x 10'8
CF, 1.34x107 CFR  1.61x10Y
Ck; 1.83x 10%°

3.2.1 Plasma conditions and particle transport

Silicon dioxide etching in fluorocarbon plasmas involves a number of chemical species, which
result in complicated gas-phase and surface reactions. Since all these reactiofficatetdi

treat in the simulation, several important ones are selected in the model. We assume fluoro-
carbon plasmas containing seven species (i.€j, CF;, CF", CF;, CF,, CF, and F), as listed

in Table I. The respective densities in the plasma were taken from our gas-phase calculations
of ICP CK, plasmas at 10 mTorr and 250 W, where the electron density and temperature were
ne = 1.0x 10" cm 3 andT. = 3 eV, respectively [53,54]. The ions are assumed to be in thermal
equilibrium atT; = 0.5 eV, and the neutrals at, = 0.05 eV in the plasma.

The species originating from the plasma are injected from the top boundary of the simulation
domain, where the particles are randomly located, being transported in microstructures onto
feature surfaces. Here, particle simulation is employed on the basis of successively injected
multi-particle trajectories with three velocity components ¥, v,). The velocity distribution
of injected particles is assumed to be anisotropic for ions, while isotropic for neutrals. The
particles travel straight towards feature surfaces by reflecting on mask sidewalls with a given
probabilityy, and thus adsorbing thereon with a probability-(%). The reflection is assumed
to be specular for ions, while fliusive for neutrals at a surface temperature of 300 K [15].

The ion fluxT; is given by [55]
I'i = nsug = 0.61ryug, (3.1)

whereng is the plasma density at the sheath edge= VkT./M; the Bohm velocityk the
Boltzmann constantll; the mass of ion, andy the bulk plasma density. lons acquire their

own kinetic energy after being accelerated through the sheath between the plasma and substrate
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surfaces; the resulting energetic ions have their own thermal energy plus a given bias voltage.

Theneutral fluxI’, is given by [55]

1
Fn = ZnnVn, (3.2)

wheren, is the neutral density of the plasma andhe thermal velocity of neutrals. The particle
velocity is defined in three dimensions at the top boundary, where particles are injected into the

simulation domain. The velocityy, vy, V;) for neutrals is given as [56]

Vi = /—M C0S2né5, (3.3)
Mn
vy = |- 2N G, (3.4)
Mn
V= — 4 /—M Sinné,, (3.5)
Mn

whereM,(= M;) is the mass of neutrals, agg, &, &, andé, are random numbers between O
and 1 independent of each other.

For weakly ionized plasmas used in plasma etching, the average motion of ions in the sheath
can be described in terms of a constant drift velocity along the direction of the sheath electric
field. In practice, ions are accelerated by the electric field through the sheath, to gain an energy
corresponding to the potentialftérence between the bulk plasma and substrate surfaces. Thus,
assuming a collisionless sheath, the velocity component for ions in-dles or the direction

normal to the substrate surface at the injection boundary is modified as [57]

Vv, = — \/——Zlei\/:_r]§3 Sin? més + 2elh =95 ¢S), (3.6)

M;

wheree is the elementary charge, the plasma potential, angl the surface potential. We
consider the potential flerenceg, — ¢s as the ion energy¥; under the condition of; >

KT;. Figure 3.3 shows thg-axis component of the angular distribution of ions at the injection
boundary for diferent values oE; = 50, 100, 200, 400, and 800 eV. The velocity distribution

of ions is anisotropic after the ions were accelerated through the sheath, and most part of the
distribution ranges betweenl(*. A larger ion energyE; gives a sharper distribution, which

in turn gives anisotropic etching. Here, the incident arfgénd itsx-axis componend#, are
defined as shown in Fig. 3.4, whet¢akes values from 0 to 90andé, takes values from-90

to 90.
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Periodic
z boundary

(n—1)cells

Fig.3.5: Schematic of the cell structure for the $i@yer to be etched: (a) rectangular doughnut

ring for the hole and (b) infinitely long rectangular parallelepiped for the trench.

3.2.2 Surface representation

We employ two-dimensional cell removal method for representing therdifte in geomet-

rical effects on etching profiles between a hole and a trench. Thel&ér being etched is
represented by a number of two-dimensional cells, each of which is a rectangular doughnut
ring for the hole and an infinitely long rectangular parallelepiped for the trench, as shown in
Figs. 3.5(a) and 3.5(b), respectively. In the hole model, the section of each cell is rectangular
with an area\r x Az, and thenth cell from the center axis has an inner radiusrof (L)Ar and

an outer radius ofiAr. On the other hand, in the trench model, the cells employed are all the
same with the section of each cell being rectangular with an/axeaAz. The cell volume is

Vel = (2n— 1)(Ar)?Az for thenth cell in a hole, and.e; = AXAyAz for all the cells in trench.

The parameters taken in the present calculatiomare Ar = 1 nm,Az =5 nm, andAy = 60

nm.
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Fig. 3.6: Schematic of the Sidayer cell consisting of three components: "Vacuum”, "8i0O

and "Polymer”.
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Figure 3.6 shows a schematic of the cell of Sl@yer The volume of a cell is taken to be
separated into three components, namely, "Vacuum”, 35i@nd "Polymer”, and the sum of
the respective volumes is given By = Wacuum Vsio, + Vrolymer " Vacuum” indicates an empty
space, "Si@” a space occupied only by SjOand "Polymer” a space occupied by the polymer
deposited consisting of carbon, fluorine, silicon, and oxygen. The cells neighboring the vacuum
or empty cell are defined as boundary cells, which are cells on the uppermost surfaces being

etched. The polymer surface coverage is defined thereat as

Vpolymer
o= — (3.7)
VSi02 + VPonmer

At the beginning of the calculation, all the cells are solid "SiO

3.2.3 Surface reactions

The particles injected into the simulation domain strike either the mask grl&y@r surfaces.
On the mask surfaces, as mentioned earlier, all incident species of ions and neutrals are assumed
to reflect thereon with a probability, where no etching or deposition is assumed to occur. We
treat the reflection probability on the mask surfaces as a given parameter, and the particles
adsorbed on mask surfaces with a probability- 1) are removed from the simulation domain.

On SiQ layer surfaces, all incident species are assumed to react withd8i@lymer on
the surface without reflection. Table Il shows chemical reactions on I&y@r surfaces which
are incorporated in the model [27,58]. The reactions depend on incident species and the surface
composition of SiQ or the polymer. Incident ions (GE x = 1 — 3) have two kinds of reaction
processes: etching or sputtering and direct ion deposition. The sputtering or deposition yield

is a function of ion incident enerdy; and angle [59]:
A(VE - VER) () En<E,
Y(Ei.0) = {Au(VE - VEn) 1B < B < Eg, (3.8)
~-AVE 0 < Ei < 3Em,
whereA; andA, arecoefficients of sputtering and deposition, respectively, Bpts the sput-

tering threshold energy [60]. The functidi@) is given by

1 9 S ch'a
cosd
COSHe

f(0) = (3.9)

9 > HCI'a
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Table II: Reactions on Sigayer surfaces.

Reaction Incident Surface Process
species
(1) O, -Si* CF, SIiO, Physical sputtering
— Si(g) + 20(g) + O,—-Si* (E; > Ey)

(2) polymer— sputtering of polymerk; > Ey) CF; polymer Physical sputtering
(3) CE.(g) — polymer(s) E < Eg) CF; SiO, or polymer Deposition

(4) CK — polymer CK SiO, or polymer Deposition

(5) 2F(g)+ O,— Si*(s) —» O,—Si—Fx(s) F SiQ Adsorption

(6) 2F(g)+ O,—Si—F»(s) F SIO, Chemical etching

— Si—F4(9) + O(9g) + O—Si"
(7) F(g)+ polymer(s)— etching of polymer F polymer Chemical etching

Ei: ion energyEy: sputtering threshold energy,

g: gas phase, s: solid, *: a dangling bond or a site for chemisorption.

whered,, = 45° is a critical incident angle [33, 34]. Note that the yietdindicates etching

(Y > 0) atE; > Ey, and depositionY < 0) atE; < Eg, and that the yieldY for deposition has

a peak (a negative peak) Bt = 1/2Ey,. The codficientsA; and A, and the threshold energy

Ey, are listed in Table Ill, which are cited from the surface model of Gogoletes. [59]. In
general, the fect of etching on sputtering yield for a polymer remains unknown but is expected
to depend on the type of polymer, because the reactions of a polymeriaaldio identify
owing to its complex constituents. Thus, we assumed the ion sputtering yield fptdS® the
same as the sputtering yield for a polymer, as Gogokdes. did in their simulation of plasma-
surface interactions [59]. In practice, Si@nd a polymer in a cell are simultaneously sputtered,
where the sputtered volumes of $iénd the polymer are determined from their occupation of

the cell.

Incident CK, (x=1-3) radicals result in deposition on Sitxyer surfaces, with a reaction
probability of unity on both surface compositions of $i@hd a polymer. On the other hand,
incident F atoms have three reaction paths: adsorption on the surface composition,of SiO

and chemical etchings on compositions of S#hd a polymer, where the respective reaction



78 CHAPTER 3. PLASMA ETCHING PROFILE

Table IlI: CoefitientsA; and A, for sputtering and deposition, and the sputtering threshold

energyEy, of fluorocarbon ions on Sifand polymer.

lon A A En (eV) Ref.
CF" 0.0456 0.0189 20 59
CF; 0.0306 0.0127 80 59
CF; 0.0228 0.0094 150 59

probabilitiesare taken to be 0.1, 0.9, and 1.0, respectively [58,61] When a polymer is etched
with F atoms, it volatilizes from the surface as {CBecause a polymer consists primarily of

fluorocarbons.

3.3 Results and Discussion

We simulate etching profiles by varying several parameters, including the incident flux and
angular distribution of ions and neutrals onto feature surfaces. The following are chosen as
standard conditions: an ion enerBy= 200 eV, a mask pattern diameftgrdth D/W = 20 nm,

a mask heighH = 100 nm, and a reflection probability= 0.5 on mask surfaces for all plasma
species of ions and neutrals. Itis assumed that on mask surfaces, incident ions reflect specularly

and neutrals reflect thermally or randomly, as mentioned earlier.

3.3.1 lon energy

Figures 3.7(a) and 3.7(b) show the feature profile evolutions of a hole and a trench during
etching, respectively, simulated forfidirent values oE; = 200, 400, and 800 eV witB/W =
20 nm,H = 100 nm, andr = 0.5. Each curve represents the evolving interfaces obtained every
60 s. By comparing the two structures, the etched depth is larger for the trench, and the bowing
or lateral etch on sidewalls is also more significant for the trench. In both structures, the etched
depth is larger, or the etch rate is higher, at highgrowing to increased etching or sputtering
yield.

Figures 3.8(a) and 3.8(b) show the distributions of Gielical and CE ion fluxes incident

to the mask sidewalls and bottom Si€urfaces for the hole and trench, respectively, calculated
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Fig. 3.7: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for

different ion energieg; = 200, 400, and 800 eV. The other conditions BX&NV = 20 nm,

H = 100 nm, andy = 0.5. Each curve represents the evolving interfaces obtained every 60 s.
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underthe same conditions shown in Fig. 3.7. By comparing the two structures, the neutral flux
is larger in the trench than in the hole; in particular, on bottom surfaces and mask sidewalls
near the bottom, the neutral flux in the trench is about ten times larger than that in the hole.
On the other hand, the ion fluxes are almost the same in both structures. Therefore, the profile
differences between the hole and trench in Fig. 3.7 come from the geometrical shadtedtsy e

of the structure for neutrals, which are more severe for the hole than for the trench. In both
structures, the neutral flux onto bottom surfaces and sidewalls remains almost the same under
different values oE;, assuming no collisions between ions and neutrals in the sheath. On the
other hand, the ion flux onto bottom surfaces remains almost the same ufiielesrdivalues of

Ei, while the ion flux onto mask sidewalls decreases by about 1.5 times with the doubling of
E;, owing to the increased anisotropy of the ion velocity distribution. The ion flux incident on

bottom surfaces almost equals that injected at the top boundary.

3.3.2 Mask pattern size

Figures 3.9(a) and 3.9(b) show the feature profile evolutions of the hole and trench during
etching, respectively, simulated forfidirent values oD/W = 20, 30, 40, and 50 nm witg; =
200 eV,H = 100 nm, andy = 0.5. Each curve also represents the evolving interfaces every 60
s. By comparing the two structures, the etched depth is larger, and the bowing or lateral etch is
more significant for the trench, as in Fig. 3.7. In both structures, the etched depth decreases with
decreasing mask pattern si2¢W, or RIE lag occurs; in practice, the decrease with decreasing
D/W is more remarkable, or the degree of the RIE lag is larger, for the trench than for the hole.
Moreover, the bowing or lateral etch on sidewalls is also reduced with decrdagiigwhich
is also more significant for the trench than for the hole. Thefferdnces also come from the
geometrical shadowingftects of the structure for neutrals, which are more severe for smaller
mask patterns, as can be seen below. Kiiélkirat al.investigated the etch depths of a hole and
a trench, which decreased with decreadingV [43]; they found that the etch depth was larger
in the trench than in the hole for similar valued®fW. Thus, our results are in good agreement
with their experimental results.

Figures 3.10(a) and 3.10(b) show the distributions of thg @Hical and CE ion fluxes
incident on mask sidewalls and bottom $i€urfaces for the hole and trench, respectively,

calculated under the same conditions shown in Fig. 3.9. By comparing the two structures, the
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Fig. 3.9: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for
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areH = 100 nm,E; = 200 eV, andy = 0.5. Each curve represents the evolving interfaces

obtained every 60 s.
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neutral flux is larger in the trench than in the hole, while the ion fluxes are almost the same, as
in Fig. 3.8. In both structures, the neutral flux onto bottom surfaces and sidewalls is smaller for
smallerD/W, while the ion flux onto bottom surfaces and sidewalls remains almost the same
for differentD/W values. Thus, the neutral-to-ion flux ratio is smaller in the hole than in the
trench, and is also smaller for small@yW, which results in a higher anisotropy of the etching
profile for a hole and for a smaller pattern si2¢W, as shown in Fig. 3.9. In practice, the
neutral-to-ion flux ratios on bottom surfaces aré in the trench and 1 in the hole; moreover,

in the case of a smalD = 20 nm of the hole, the neutral-to-ion flux ratio on bottom surfaces

is < 0.1, where the etching starves for neutrals and thus is determined primarily by incident
ion flux. It is further noted that the larger degree of RIE lag for the trench is ascribed to the
decrease in neutral flux onto bottom surfaces with decred3iig, which gfects etching more

significantly for the trench owing to the neutral-to-ion flux ratio beindg.

3.3.3 Mask height

The etching profile can be controlled by changing the mask pattern digfwettdr D/W, as
mentioned above. However, pattern size is usually determined by circuit design requirements,
and so the mask pattern siBg¢W is inflexible as an option for controlling etching profile. Thus,
the mask heighi can be an option for controlling the profile.

Figures 3.11(a) and 3.11(b) show the feature profile evolutions of the hole and trench during
etching, respectively, simulated forfidirent values oH = 50, 100, 200, and 400 nm with =
200 eV,D/W = 20 nm, andy = 0.5. Each curve also represents the evolving interfaces every 60
s. In both structures, etched depth and the rate of bowing or lateral etch significantly decrease
with increasing mask heighi, especially in the trench, which is ascribed to the geometrical
shadowing effects of the structure for ions as well as for neutrals, which are more severe for
greater mask heights. Figure 3.12 shows the normalizedITliry of CF; radicals and Cf
ions as a function oH for the hole and trench, calculated under the same conditions shown
in Fig. 3.11. Here is the flux incident to bottom SiQsurfaces andl is the flux injected at
the top boundary. Neutral flux decreases substantially with increasingpoth structures, and
even ion flux decreases almost linearly with increasing

Figures 3.13(a) and 3.13(b) show the angular distributions of ther&fcal flux incident

to bottom SiQ surfaces for the hole and trench witltfdrent mask heightd, respectively, cal-
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Fig. 3.11: Feature profile evolutions of the (a) hole and (b) trench during etching, simulated for
different mask heightd = 50, 100, 200, and 400 nm. The other conditionsRy& = 20 nm,

Ei = 200 eV, andy = 0.5. Each curve represents the evolving interfaces obtained every 60 s.
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Fig.3.12: Normalized fluxek/I'y of CF; radicals and Cfions as a function of mask heigHit

for the hole and trench, calculated under the same conditions shown in Fig. 3.11.

culated under the same conditions shown in Fig. 3.11. Here, angular distribution is concerned
with the x-axis componemn, of the incident anglé (see Figs. 3.4 and 3.5 for the definitions of

0x and6). The distributions ovef, are similar in both structures, having a prominent peak at

0y = 0°. The angular distribution is sharper for highéy while the distribution is isotropic at

the top boundary. In other words, the angular distribution of a neutral flux gradually becomes
sharper, or the velocity distribution of neutrals gradually becomes anisotropic, towards the bot-
tom of the structure, because neutrals approach the bottom through successive interactions with

the mask sidewalls to adsorb d@adreflect thereon.

Figures 3.14(a) and 3.14(b) show the two-dimensional angular distributions of tradi+
cal flux incident on bottom Si@surfaces for the hole and trench withfdrent mask heightd,
respectively, calculated under the same conditions shown in Fig. 3.11. Heyeatii®ecompo-
nenté, of the incident anglé is defined as the-axis componen, (see also Figs. 3.4 and 3.5).
The two-dimensional distribution ovég andé, gives a new point of view, as compared with
the one-dimensional distribution ov@&ras shown in the preceding Fig. 3.13, exhibiting marked
differences between the two structures. The distribution in the hole is shaped like a circular

cone, while that in the trench is shaped like a long hill or a triangle wall ranging f@énto
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90 in the y-axis; in both structures, the distribution is sharper for higheas in Fig. 3.13.

Note that in the hole, neutrals reach the bottom of the structure with successive interactions
with mask sidewalls in botlk- andy-axis directions (see Fig. 3.5); thus, the angular distribution

of the neutral flux ove# is sharper, or the velocity distribution of neutrals is more anisotropic,

in the hole than in the trench, and the neutral flux incident to bottom surfaces is smaller in the
hole than in the trench. These transpdfeets for neutrals, as well as the geometrical shadow-
ing effects of the structure, causdidrences in feature profile evolution between a hole and a

trench.

3.3.4 Mask surface condition

Mask surface conditions such as material and surface roughness are important factors for regu-
lating the patrticle flux onto the bottom of the structure. Thus, we investigatdidwseof mask
surface condition on etching profiles by changing the reflection probability of ions and neutrals
on mask surfaces from = 0.1 to 0.9. The reflection probability on feature sidewalls has been
reported to ber ~ 0.4 [15] and 0.5 [21, 44], depending on plasma species and surface material;
however, the probability changes largely depending on surface condition during etching.

Figures 3.15(a) and 3.15(b) show the feature profile evolutions of the hole and trench during
etching, respectively, simulated forfidirent values oy = 0.1, 0.5, and 0.9 withg; = 200 eV,

D/W = 20 nm, andH = 100 nm. Each curve also represents the evolving interfaces every
60 s. In both structures, the etched depth and the rate of bowing or lateral etch decrease with
decreasing reflection probabiliy especially in the trench, which is primarily attributed to the
smaller neutral flux onto feature surfaces being etched in the case of a sypakaran be seen
below.

Figures 3.16(a) and 3.16(b) show the distributions of thg @HBical and CE ion fluxes
incident to mask sidewalls and bottom Si€urfaces for the hole and trench, respectively, cal-
culated under the same conditions shown in Fig. 3.15. In both structures, the neutral flux onto
bottom surfaces and sidewalls is smaller for smaflewhich is more significant for the hole
than for the trench. In contrast, the ion flux onto bottom surfaces and sidewalls remains almost
the same for dferent values of, and also for the hole and trench. Thus, the neutral-to-ion flux
ratio is smaller in the hole than in the trench, and is also smaller for a snyalidrich results

in a higher anisotropy of the etching profile for the hole and for a smaller reflection probability
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v, as shown in Fig. 3.15.

3.4 Conclusions

Two-dimensional etching profile simulation was conducted to investigatefibet® of mask
pattern geometry on the feature profile evolution during,S#@hing in Clz plasmas. The
model included the particle transport of ions and neutrals and surface kinetics, for an axisym-
metric hole and an infinitely long trench. The calculation used the Monte Carlo technique with
a cellular representation of etching profile evolution; in practice, the cell removal method en-
abled us to treat the two mask pattern geometries of a cylindrical hole and a rectangular trench
without changing the numerical scheme. Numerical results indicated that the feature profile
evolutions of the hole and trench have similar tendencies unéfereit plasma conditions of

ion energy, mask pattern sizB (W), mask height, and reflection probability on mask surfaces.
However, two mask pattern geometries exhibited several markiahces: the profile evolu-

tion is slower and more anisotropic for the hole than for the trench; in practice, the profile of the
trench tends to have prominent lateral etches such as an undercut and a bowing on sidewalls.
Moreover, the reactive ion etching lag is less significant for the hole than for the trench. These
differences are ascribed to the geometrical shadowiagts of the structure for neutrals, where

the incident flux of neutrals is more significantly reduced in the hole than in the trench. The
neutral-to-ion flux ratios on bottom surfaces are typically in the trench ané 1 in the hole,

where the etching starves for neutrals and thus is determined primarily by ion flux. ffére di
ences are also attributed to the velocity distribution of neutrals in the structure, which is more
anisotropic for the hole than for the trench, because more particles interact with mask sidewalls

to adsorb or reflect thereon in the hole.
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Chapter

Charging Effects
on Flux Characteristics

4.1 Introduction

Higheraspect-ratio patterning is indispensable for next generation ultralarge-scale integrated
circuits (ULSI). In particular, the etching of contact holes through,S&yers or via holes
through low-dielectric films are key processes in fabricating multilayer interconnections [1, 2].
However, as the feature size is reduced to a nanometer level, the etching requirement becomes
more severe. Many serious problems occur during the high-aspect-ratio etching process, such
as charge-buildup damage [3-5], etching stop [6—8], and microloadiiegt® [6, 9, 10]. The
dependence of etch rate on feature dimensions has been referred to as reactive ion etching
(RIE) lag, or aspect ratio dependent etching (ARDE) [11-14]. These phenomena are attributed
to various mechanisms such as transport of neutrals, ion shadowing, neutral shadowing, and

differential charging of the insulating microstrucure [12].

Here, charging damage is attracting a great deal of attention as one of the most serious cur-
rent and future problems in plasma processing [15]. In particular, pattern-dependent charging
is rapidly becoming one of the most serious issues to confront plasma processing of advanced
ULSI [16]. Understanding charging damage requires detailed modeling and simulation of ion

and electron dynamics in plasmas, through sheaths, and as they impinge at various microstruc-
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ture surfaces where they cause charging, physical sputtering, and chemical reactions.

Chaging is also possible to cause profile irregularities in process and degradation in perfor-
mance. The mechanisms mainly concern the rf electric field, nonuniform plasma, nonuniform
bias voltage, and electron-shadirf€eet. In addition, electron shading can also cause structural
defects during etching in the form of sidewall bowing, microtrenching, undercutting, and notch-
ing [17,18]. Furthermore, it has been discovered that charging is one of the main causes of the
problems involved in high aspect ratio plasma processing. These problems include notching,

etch stop, micro-loading and ARDE [12].

Local charging is attributed to thefterence in angular distributions of ions and electrons
in the sheath. The electrons have a broad velocity distribution, while the ions have a sharp ve-
locity distribution. Therefore the upper sidewalls are negatively charged, because the electrons
initially impact the sidewalls more than the ions. On the other hand, the bottoms of the feature
are positively charged [19]. The local charging between a topologicaligrdnt pattern ex-
posed to plasmas during etching has been traditionally understood by a mechanism of electron
shading induced by the greatfidirence in velocity distribution between the positive ions and
electrons incident on the microstructures [18, 20,21]. Charge builds up until the bottom surface
acquires a potential large enough to repelfasient number of ions so that the ion and electron
currents to the bottom surface balance [4,22]. The repelled ions bombard the sidewalls, increas-
ing the charging potential on the sidewalls. As the potentifieince across the underlying
gate oxide builds up, large Fowler-Nordheim tunneling currents are possible to lead to oxide

degradation and breakdown [18, 23].

Current balance is accomplished when equal fluxes of ions and electrons impinge onto each
surface segment. While the directionalityfdrence has no important issue for flat surfaces, it
can significantly perturb the current balance when the surface is patterned as a result of geomet-
rical shading of the surface segment from the oblique electrons by the features that constitute
the pattern. The phenomenon, termed "electron shading”, is a major cause of charging damage
during plasma processing [23]. The total charge density and its distribution along the surface at
steady state depend upon the geometry of the structure and the initial energy and angle distri-
butions of the ions and electrons [19]. In particular, the high aspect ratio features (depth over
diametenyidth) influence critically the ability of electrons to reach the feature bottom. Owing

to a result of geometrical shadowing of the more isotropic electrons and the local electrostatics
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in the feature, which adjust the bottom and sidewall potentials so that electrons can be attracted

to balance the ion current to the various surfaces [24].

Various modeling approaches have been tried to predict feature profile evolution and pro-
vided useful insights to many fliiculties such as RIE lag, inverse RIE lag, bowing, trenching,
faceting. Arnold and Sawin modeled the localized charging of a rectangular trench during
the plasma etching of a perfectly insulating surface by assuming an isotropic electron flux and
monodirectional ion bombardment [19]. Mahorowala and Sawin simulated the electric potential
near the feature surfaces through their Monte Carlo method profile evolution simulator incor-
porating charging model, assuming two electrical assumptions of a perfect insulating feature
and a resistive feature [25]. Kinoshigaal. found significant positive charging at the bottom of
high aspect ratio features and related it to the notching observed on the inner wall of the out-
ermost line [4]. Hwang and Giapet al. devotedly investigated charging mechanisms during
plasma etching by using two-dimensional Monte Carlo simulations, obtaining electric poten-
tial, ion trajectories, and profile evolutions [15, 16, 22,26-31]. They found that charfjetgse
are fluctuated by several mechanisms such as mask thickness, electron temperature, the number
of line-and-space features, and the ratio of the exposed area to the patterned area. Park and
Lee et al. studied charge-up phenomena for the aspect ratios of 5 and 10, féeremli pres-
sures of 10, 50, and 100 mTorr. At a high-aspect ratio, the charge-up potential was reduced
when the pressure of a plasmas chamber is high. At a high pressure, more vertical etching
feature is expected [32]. Lee and Chagtaal. performed a simplified two-dimensional Monte
Carlo simulations is performed to estimate the charging potential fluctuations caused by strong
binary Coulomb interactions between discrete charged particles in nanometer scale trenches.
They found that the discrete chargffeet can be an important part of the nanoscale trench
research, inducing scattering of ion trajectories in a nanoscale trench by a fluctuating electric
field [33]. Ootera and Nambat al. investigated ion trajectories near a submicron-patterned
surface through numerical simulations including tifieets of local charging on the patterned
surface and ion drift velocity toward the wafer. They showed that the ion trajectories were
largely deflected at the inside of the outermost lines of the line-and-space patterns [5]. Vyvoda
and Grave®t al. simulated ion trajectories and feature profiles of a trench, comparing to their
previous experiments [34]. Matsui and Makagdiel. simulated the wall potential in the trench

exposed to plasma etching in a pulsed operation, assumiifegedit surface conductivity [1].
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They also numerically investigated physical and electrical influences on plasma etching on the
insideof a microtrench in Si@by using Monte Carlo simulation of ions and electrons with the

aid of surface charge continuity and Poisson’s equation [35].

A number of researchers have studied tifeat of feature charging during the high den-
sity plasma etching and have mad#oés to reduce the trench charging have been suggested,
including negative ion discharges and pulsed operations [36]. Schaepkens and Oehrlein have
shown experimentally that charging of the insulating material enhances microtrench formation
in SiO, etching. A weak magnetic field increased the negative charge buildup on the oxide
sidewall, thus steering positive ions towards one side of the trench and producing asymmetric
microtrenches [37]. Ohtake and Samukaatal. measured charge accumulation during pulse-
time-modulated (TM) plasma process by using their developed on-wafer monitoring chip. The
results indicated that the accumulated charge in the TM operation was drastically decreased
compared to continuous-wave plasma [2]. Upadhyaya and Kregat. showed scanning
surface-potential microscopy can be used to measure fiigeatitial charging in a high-aspect-
ratio pit through measuring the surface potential of the structures after plasma exposure, and
suggested a circuit model used to explain the experimental results [38]. Bogart anétLane
al. investigated mask charging and profile evolution through experiments of chlorine plasma
etching of silicon, showing that charging of an insulating mask is not the primary origin of
microtrench formation during gletching of Si(100) or poly-Si [39]. Ohmori, Kamata Goto,
Kitajima, and Makabe investigated time-resolved charging and discharging on patterned SiO
during one orgff period [20].

Charging damage generally depends on plasma parameters, such as electron and ion temper-
atures, plasma density, and rf bias voltage and frequency [40]. It also depends strongly on the
pattern geometry: feature aspect ratio, mask aspect ratio, open areas separating dense patterns,

antenna area, and gate oxide area.

When the patterns consist of insulating materials, plasma-induced charging may cause ion
deflection with undesirable consequences; for example, mask charging leads to sidewall profile
irregularities when etching high-aspect-ratio features [19,41]. Therefore, the relation between
mask pattern geometry and potential distribution is important for the more precise processing.
However, only a few studies have been performed regarding the etching of oxides. The studies

of charging were mostly performed for poly-Si with resist and these revealed that local poten-
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tials may develop in high aspect ratio trenches which will change the trajectories of ions and
affect the ion-assisted etching [22,42,43].

Understanding charging potential requires detailed modeling and simulation of ion and elec-
tron dynamics in plasmas, through sheaths, and as they impinge at various microstructure sur-
faces where they cause charging, physical sputtering and chemical reactions, or undergo in-
elastic scattering. We have developed a self-consistent flux simulator that combines rf sheath,
surface charging, and long-range electrostdfieats [15]. Physical and electrical influences on
plasma etching on the inside of a microstructure in.Si@re numerically investigated using
particle simulation of ions and electrons with the aid of surface charge continuity and Poisson’s
equation [35].

In this study, we observe the surface potential distribution and ion trajectories over the mi-
crostructure by varying aspect ratios between twiedent geometries of a hole and a trench.

We assume SiPetching by using CFinductively coupled plasmas (ICPs). Attention is im-
posed on theféects of mask pattern geometry of surface potential distribution and ion trajec-
tories. We employ Poisson’s equations for surfaces potential distribution and ballistic model of

plasma species for ion trajectories.

4.2 Model

In this work, we have employed kinetic process for particle trajectories with surface charge
continuity and Poisson’s equation in order to investigate the growth of local potential inside
geometrically diferent microstructures on a resist mask and a dielectric 8¥posed by a

fluorocarbon plasma for a wide range of aspect ratios.

4.2.1 Simulation domain

We consider two structures of an axisymmetric circular hole and an infinitely long rectangular
trench in two dimensions, as shown in Fig. 4.1. The whole simulation domain is represented by
a number of two-dimensional cells, each of which is a rectangular doughnut ring for the hole
and an infinitely long rectangular parallelepiped for the trench. The substrate surfaces have
two layers: the upper layer for the resist mask and the lower fog,Si@ere both layers to be

perfect insulator. We do not take into account any kind of possible charge transfer by means
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of the surface or bulk current or surface discharge because details of these processes are not
clear In other words, particles impinging the surface of a dielectric are considered to remain

at the point where they hit the surface. The patrticles are generated at the top boundary of the
simulation region. The particle trajectories are tracked through a three-dimensional position

and a three-dimensional velocity.

Particle injection

boundary/—\ x

2 Resist
Resist mask
mask HH
2= Si0,
SiO,
Hole Trench

Fig. 4.1: Schematic of the simulation domain.

We employ two-dimensional cells for representing thi@eslence in geometricaliects on
potentials and charging fluxes between a hole and a trench. The two geometries are represented
by two-dimensional coordinates, ) for a hole andx, z) for a trench. In the hole model, the
section of each cell is rectangular with an angax Az, and thenth cell from the center axis
has an inner radius oh(- 1)Ar and an outer radius ofAr. On the other hand, in the trench
model, the cells employed are all the same with the section of each cell being rectangular with
an areaAx x Az as shown in Fig. 4.2. The cell volume\s,; = (2n— 1)x(Ar)?Az for the nth
cell in a hole, andi.e; = AXAyAzfor all the cells in trench. The parameters taken in the present
calculation areAx = Ar = 1 nm,Az =1 nm, andAy = 60 nm.

The model for flux and potential calculation consists of four modules: a particle injection

module where particles are injected from the plasma through the sheath, a particle transport
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Periodic
Jboundary

(n—1)cells

Fig.4.2: Schematic of the cell structure in the simulation domain: (a) rectangular doughnut ring

for the hole and (b) infinitely long rectangular parallelepiped for the trench.

module where particles are transported from the top boundary of the simulation domain toward
feature surfaces, a particle deposition module treating the interactions between incident parti-
cles and surfaces, and a potential calculation module where potential is renewé&@dtng

charged patrticle trajectories. The injection module calculates the flux of particles using param-
eters such as species density, temperature, and oscillating sheath voltage obtained from plasma
and sheath simulation. The transport module calculates the flux of particles transported onto
surfaces, including the incident angle thereon. Then, the particle deposition module counts
particles reaching surfaces to calculate charge deposition. The potential calculation module cal-
culates deposited charging on the surface, and determine electric potential distribution of the

whole simulation domain.

Figure 4.3 shows the flowchart of the simulation. At the beginning, newly injected patrticles
from the plasma are characterized by their own initial positions and velocities based on plasma
and sheath condition. All particles in the simulation domain move at their own velocities every
small time stepAt. The number of ions and electrons reaching the surface cell are counted,
and then charge density is accumulated on the surface cell. The electric potential is obtained
by solving Poisson’s equation. Then, the electric field is calculated from the resulting electric

potential and used for renewing the velocity of ions and electrons. The procedures are repeated
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during the calculation.

q Start ’

<
<

Particle injection

Particle transport
(The equation of motion)

Interaction on surface

Charging accumulation

Electric potential calculation
(Poisson’s equation)

Electric field calculation

A 4

Repeat
End P

Fig. 4.3: Flowchart of the simulation.

4.2.2 Plasma conditions and particle transport

Silicon dioxide etching in fluorocarbon plasmas involves a number of chemical species, which
result in complicated gas-phase and surface reactions. Since all these reactiofficatetadi

treat in the simulation, several important ones are selected in the model. We assume fluoro-
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Table I: Densities of ions in the plasma.

lon Density (n73)
CF" 5.49x 10"
CF 1.31x10%
CF;, 1.34x10Y

carbonplasmas containing five charged species (i.e},@¥F;, CF", and electron), as listed

in Table I, where neutral species are omitted in this model to focus on charfjetgsefrom

flux of charged species. The respective densities in the plasma are taken from our gas-phase
calculations of ICP Ckplasmas at 10 mTorr and 250 W [44, 45]. The electron demgiig

equal to the sum of all positive iong = Ncr; + Nery + Nere The ions are assumed to be in

thermal equilibrium aff; = 0.5 eV and the electrons &t = 3 eV in the plasma.

The species originating from the plasma given randomly Bohm velocity for ions and thermal
velocity for electrons. The ions and electrorigeated electrically through sheath are injected
from the top boundary of the simulation domain above 50 nm from the top mask surface before
they travel into the simulation domain in the microstructures. Therefore, the velocity distribu-
tion of injected particles is anisotropic for ions and electrons after passing across the sheath.
Here, particle simulation is employed on the basis of successively injected multi-particle trajec-

tories with three velocity componentg.(vy, V).

The ion fluxT; = Z T; is given by [46]
i

I = ZD = Z NsiUgi = 0612 NoiUgi, (41)
i i i

wheren; is the plasma density at the sheath edge ofiign= CF}, CF}, and CF), ug; =

VKT</M; the Bohm velocity of iori, k the Boltzmann constanM; the mass of ion, and ny

the bulk plasma density of ion lons acquire their own kinetic energy after being accelerated
through the sheath between the plasma and substrate surfaces; the resulting energetic ions have
their own thermal energy plus a given bias voltage. The electroifltas a relation of ¢ = T;.

The velocity is defined in three dimensions at the top boundary before calculation of the sheath
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model. The isotropic velocity, vy, ;) of ions and electrons in the bulk plasma is given as [47]

[ 2KT I
Vy = _Tn-fl COS2nté5, (4.2)
vy = w/—% sin2ré,, (4.3)
V; = — 4 /__ZkTIJIn & Sinné,, (4.4)

whereT is the temperature of a particl®) is the mass of a particle, agg, &, &3, andé, are
random numbers between 0 and 1 independent of each other.

We use a rf sheath model and a resulting ion and electron energy distribution from a particle
simulation, instead of a monoenergetic ion beam. lons and electrons transport through the
sheath are solved explicitly to determine realistic energy flux and angular distributions of ions
and electrons arriving at the surfaces. The rf frequency is 13.56 MHz with the dc bias voltage
200-800 V. The rf electric field in the sheath must be combined with the equation of motion for
ions and electrons. We apply the linear model of Kushner [48], where the electric field decrease
in magnitude linearly proportional with distance for the electric field on position. The sheath is

assumed to be collisionless in view of the low pressure (10 mTorr) used in the ICP plasma.

c 030 N L ) S A BN
o i ]
‘.5 0.25 | Electron .
c r ]
= | ]
- 0.20 { .
o ]
'5 0.15 tH .
2 cr ]
b 0.10 [ .
" — CF7+

o 2

5 0.05 \ o -
o 000L N 4.1——_uro—-—r;l—';w;}w¢6w T
I.I=.| 0 100 200 300 400 500

Energy (eV)

Fig. 4.4: lon energy distribution functions of ¢FCF;, CF" ions, and electron energy distri-
bution function arriving at the sheath lower boundary as predicted by a nonlinear sheath model.

The sheath parameters we¥g; = —200 V, Vs = 205 V, andf; = 13.56 MHz.
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Figure4.4 shows ion energy distribution function (IEDF) and electron energy distribution
function (EEDF) at the sheath condition: dc bias voltAge = —200 V, Vs = 205 V, and
fr = 13.56 MHz. As a result of the rf oscillation, ions entering the sheathfédrdint phases
of one rf cycle will gain diferent energy as they cross the sheath. The ions striking the feature
surfaces have a bimodal energy distribution after being accelerated in the rf sheath. The splitting
of the ion energy distribution is typical when the sheath thickness is small because ions can
cross the sheath in less than one rf cycle. The high energy peak has higher intensity than the
low energy peak, as expected from the selfconsistent treatment of the sheath at the high rf bias
frequency. The low energy peak of the IEDF is essential for reaching steady-state charging at
the sidewalls. The IEDF of heavy ions has a narrow peak interval owing to their own large
inertia. The EEDF curve has one sharp peak at the 10 eV because electrons can pass the sheath
in small time range of one rf cycle, while the IEDF curve has two peaks at about 70 eV and
370 eV. The EEDF and IEDF indicates that this model has good agreement with the numerical
results by Hwangpt al. [49] and the experimental results by Edelbeztyal. [50]

In addition to energy distribution, angular distribution of incident flux is important to an-
alyze fluxes of ions and electrons. Here, the incident afgled itsx-axis componend, are
defined as shown in Fig. 4.5, whet¢akes values from 0 to 90andé, takes values froma-90

to 90. y-Axis componenb, is defined as the same with.

Fig. 4.5: Definition of the incident angkeand itsx-axis component,.
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4.2.3 Surface interactions

The particles injected into the simulation domain strike either the resist mask orl&yer
surfaces unless they are repelled from electric potential barriers. The particles travel towards
feature surfaces by repeating reflections on mask sidewalls with a given probgjélitg thus
adsorbing thereon with a probability {1y). The reflection is assumed to be specular for ions,
while diffusive for neutrals at a surface temperature of 300 K [51]. The reflection probability
is zero for electrons. Electrons disappear from the simulation domain at the reaching point of
the surface leaving its charge. On $i@yer surfaces, all incident species are assumed to react
with the SiQ surfaces without reflection.

Itis also assumed that there is no re-emission of the incident electrons on all surfaces. Then
local electric field is generated by the total charge of the electrons or ions on the patterned
surface. The trajectories of electrons and ions are calculated by solving the equation of motion

with the electric field.

4.2.4 Charging model

A charging potential calculation module is added to our previous model [44]. Fluxes to the
surfaces of the structure are determined in every timestemd the wall charge densities are
calculated temporally. The electrons and ions incident on the patterned surface are counted at
every small surface segment in every time step. The resulting potentials are then calculated and
the next step of simulation in the revised potential is carried out. Local electric field near the
patterned surface is calculated from the revised potential. In the next time step, the trajectories
of the electrons and ions are recalculated including theceof the local electric field. The
steady state is obtained when the potential distribution along the bottoss&iface no longer
changes [22]. Surface currents and secondary electron emission are both neglected. Charge
deposition creates local electric fields determined by solving Poisson’s equation. The fields
are used to alter ion and electron trajectories and are modified self-consistently as more charge
accumulates. The mask and the Sl@yer are both perfect insulators in the simulation, where

the dielectric constant 3.9 of Sjds employed. The Si®is assumed to be thick enough to
prevent any tunneling current to the substrate.

Poisson’s equatior¥?¢ = —8, Is solved in the entire simulation domain, taking into con-
&
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siderationthe surface charge distribution along the pattern, wipeiethe charge density on
the resist mask and SjGurfaces, and is the permittivity of the resist mask and Si@yer,
respectively. Charge deposition creates local surface potentials that give rise to local electric
fields which, in turn, alter ion trajectories.

We traced the electron and ion trajectories under a local wall potential by charging in each
time step, and computed the further charge accumulation from the fluxes incident on the wall

surface. The potential distribution was then calculated by solving Poisson’s equation for a hole:

2 2
196 %0 Fo_ p

ror ozt a2 T e (43)
while Poisson’s equation for a trench:
¢ P p
T (4:6)
We obtain an electric field from the resulting potential for a h&e E,) written as:
_ 0 _ 09
E = e E,= s 4.7)
andfor a trench E,, E,) written as:
_ 0 _ 0
Ec=—ox BT o (4.8)

The probability that more than two particles exist in the simulation space at the same time
is very low because the life time of particles in the simulation region is much shorter than the
incident time interval. Therefore, Poisson’s equation with the absence of space pharge
simplified to Laplace’s equatio¥ig = 0. The solution of Laplace’s equation are repeated until
steady state is reached as monitored by surface potential distributions that no longer change.
This condition corresponds to equal fluxes of ions and electrons impinging at all points along
the microstructure surfaces. After a reasonable number of particles has been sampled, Poisson’s
equation is solved for the simulation domain subject to the following boundary conditions of
VV = 0 at the boundaries except the top and bottom: the cylindrical sidewall boundary for a
hole, and the left, right, back and forth sidewall boundary for a trench, where the Neumann
boundary condition, and the periodic boundary conditigng, = ¢right aNd pack = Prorth are
adopted, and at the top and bottom the Dirichlet boundary conditiggs= ¢notom = O are
employed. Particles arriving at periodic boundary pass the boundary and ejected from opposite

side periodic boundary.
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4.3 Results and Discussion

To investigate theféects of the mask pattern geometry on the resulting ion and electron fluxes,
we simulate fluxes onto the surfaces and distribution of incident angles of the plasma species
by varying parameters such as mask height and reflection probability on the mask surface. The
following is chosen as a standard condition: mask pattern diamedén of 20 nm, ion energy

of 200 eV, and reflection probability of 0.5 on the mask surface.

4.3.1 Flux equilibrium

The goal of this first step is to obtain the converged potential, at each point on the dielectric
surface, that equalizes time-averaged ion and electron fluxes. This criterion is the necessary
condition for charging convergence. Figures 4.6(a) and 4.6(b) show time resolved flux of pos-
itive ion and electron onto the surfaces of the top and the bottom of the structure in the (a)
hole and (b) trench, calculated under the standard condition with mask height of 40 nm. The
positive ion fluxes onto the top in both hole and trench initially increase and reach almost the
same amount of electron flux, while the ion fluxes onto the bottom increase initially, then drop
rapidly, and again increase to almost the same amount of electron flux. The time to reach the
equilibrium on the top of about 15@s is shorter than the time on the bottom of about 48

the hole and 30@s in the trench. The time lag between the top and the bottom in both struc-
tures indicates that incident flux on the bottom is less than that on the top owing to geometrical

shadowing from a point of view of flux equilibrium.

4.3.2 Potential Distribution

Figures 4.7(a) and 4.7(b) show two-dimensional potential distributions axeghlane between

the particle injection boundary and the bottom surface for the (a) hole and (b) trench, calculated
under the standard condition withfidirent mask heightsl = 20, 40, 60, and 80 nm. Every
figure shows that the potential increases linearly from the particle injection boundary of 0 V to
the mask opening of about 350 V. Thdfdrence of potential distribution between the hole and
the trench is observed inside the mask structure. The potentials are almost flat in the hole, while
the potentials have its maximum at the mask opening ard.80 V drop at the bottom in the

trench. The dterence of the potentials between the hole and trench can be due t&¢herdie
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Fig. 4.6: Time resolved flux of positive ion and electron onto the surfaces of the top and the

bottom in the (a) hole and (b) trench, calculated under the standard condition with mask height

of 20 nm.
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of mask pattern geometry.
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Fig. 4.7: Two-dimensional potential distributions on tkeplane from the particle injection
boundary to the bottom surface for the (a) hole and (b) trench, calculated the standard condition

with different mask heightd = 20, 40, 60, and 80 nm.

Here, a reason why there is potential drop at the bottom in the trench can be shown in
Fig. 4.8, which shows normalized flux of positive ions and electron obtained by dividing the
bottom fluxI'g by the top fluxI't in the (&) hole and (b) trench, respectively, calculated under
the standard condition with flierent mask heightd = 20, 40, 60, and 80 nm. The normalized

fluxes of each ion and electron have a similar trend which decreases for higher mask heights,
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Fig. 4.8: Normalized flux of positive ions and electron obtained by dividing the bottonT fux
by the top fluxI't in the (a) hole and (b) trench, calculated under the standard condition with
different mask heightd = 20, 40, 60, and 80 nm.

where there is no significant féierence between the hole and the trench. In both structures,
fluxes of lighter-weight ions are more than those of heavier ions. The main reason is that
incident energy of light-weight ions such as ‘Cand CE has higher energy peak than that of
heavier ions such as Grand CE, respectively, as shown in Fig. 4.4; light-weight ions can
easily pass through the potential barrier to the bottom surfaces owing to their own large part of
the high energy in the distribution. The normalized flux of electron is higher than that of ions
because electrons after passing the rf sheath can easily reach the top and bottom surfaces with
support of the potential slope. The normalized flux of electron in the trench are larger than that
in the hole because there is less electron shadowvitiegten the trench for geometrical reason,
indicating that the equilibrium charging density is lower in the trench than in the hole. Thisis a

big possible reason the bottom potentials are lower in the trench than in the hole.

Figures 4.9(a) and 4.9(b) show impact energy distribution functions g¢fi@#s and elec-
trons on the bottom surface in the (a) hole and (b) trench, calculated under the standard condition
with different mask heightsl = 20, 40, 60, and 80 nm. Impact energy distributions of CF
ion have a peak at 2810 eV, while those of electron at 34860 eV in every mask height in

the hole. By comparing the distributions with those in Fig. 4.4; @fAs lose energy through
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the potential, while electrons gain energy. On the other hand, in the trench, some energy peaks
of CF; ion and electron are shifted towards each other. The peak shifts are attributed to the

potential drop of the bottom in the trench as shown in Fig. 4.7(b).

(a)
Hole » Trench
- CF,* ! Non-charging 1
B 3 ! = Charging ]
10" :

3
/!

Flux (cm™s™)
=

=

E ale ala »le g

ple re—ple o E
'K\ Sidewal  Botom  Sidewall
- Top Top

A
o
=
o
|

14 [ IR SRRTRTIN RAVRRI SRS |

-60 -40 -20 0 20 40 60
Distance along the surface (nm)

( ) y Hole » Trench
17 | bl >
10 E T T T | T T T | T T T i T T T | \N\ T r|1 T -\ T E
5 1 on-charging
[ Electron i — Charging
10" i

Flux (cm?s™)
S

1014,_ ple ple I ple phe
'\ Sidewall Bottom Sidewall 7' 1

L Top Top
1013 PRI RAVRR SRR NI RITI SN R

60 -40 -20 0 20 40 60

Distance along the surface (nm)

Fig. 4.10: Distributions of fluxes incident to the surfaces of (a)} @H and (b) electron under
the charging and non-charging conditions with the mask height40 nm, where the left side

of the figure indicate fluxes for the hole and the right side for the trench.

Figures 4.10(a) and 4.10(b) show distributions of fluxes incident to the surfaces ofja) CF
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ion and (b) electron under the charging and non-charging conditions with the maskHeight

40 nm, where the left side of the figure indicates fluxes for the hole and the right side for the
trench. Both CE ion fluxes are almost the same on all surfaces in the hole and trench under
the non-charging condition, while the fluxes on the sidewall is higher in the trench than that in
the hole under the charging condition. Furthermore, thg iGF fluxes in both structures are
significantly less under the charging condition than those under the non-charging condition. On
the other hand, the electron fluxes have a larggedince even in the non-charging condition
owing to the geometrical shadowing between the hole and trench. In the charging condition,
the electron fluxes on the bottom are almost the same amount between the hole and trench; the

electron flux on the sidewall in the trench is still twice more than that in the hole.

4.3.3 lon trajectory

Thetrajectories of "cold” CE ions of diferent ion energiek; = 200, 400, 800 eV after the
equilibrium with the mask heightt = 40 nm are shown in Figs. 4.11(a) and 4.11(b), for the

(a) hole and (b) trench, respectively. All trajectories inside the structure are bend toward the
center. lons in both geometries are impossible to reach the bottom at 200 eV, while they reach
the bottom at 800 eV. However, ions at 400 eV are quifiecent; the trajectories do not reach

the bottom but the sidewall in the hole, while they reach the bottom in the trench because the

potential drop assists GRons.

Figures 4.12(a) and 4.12(b) show two-dimensional angular distributions of theoGRux
incident to the bottom Si©surfaces for the (a) hole and (b) trench witlffelient mask heights
H = 20, 40, 60, 80 nm. The angular distributions of incident @hs onto the bottom have
a center peak with a circular- or isotropic-distribution skirt in the hole. However, those in the
trench have a narrow distribution jraxis and a broad distribution xraxis with two splits.
The trend are stronger in the higher mask height. Here, two-dimensional angular distributions
of the CE ion flux incident to bottom Si@surfaces with dterent reflection probabilities of
0.1-0.9 on the mask with a height = 40 nm are shown in Figs. 4.13(a) and 4.13(b) for the
(a) hole and (b) trench, respectively. In the trench, distributions at lower reflection probabilities
are strongly split. The results indicate that the split distribution are mainly attributed to ions

incident directly to the bottom.
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4.4 Conclusions

Two-dimensional potential distribution was calculated to investigatefteets of mask pattern
geometry on ion and electron fluxes during $&ching in Cz plasmas. The model included

the particle transport of ions and electrons through rf sheath, surface kinetics, charge accumula-
tion, and potential calculation for an axisymmetric hole and an infinitely long trench. Charging
effects and the resulting potential changed flux of ions and electrons incident to the surfaces. lon
flux incident to the structure bottom were significantly reduced under charging condition com-
pared to the ion flux under the non-charging condition. Moreover, numerical results showed
that the diterence of potential distribution inside the structure between the hole and trench;
the potential drop at the structure bottom was observed in the trench compared to the poten-
tial distribution in the hole. The potentialférence from mask pattern geometry also changed
ion trajectories. The results indicates that etched feature profilfasted by mask pattern

geometry.
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Chapter

Conclusions

5.1 Concluding remarks

This thesis described analyses of $i€ching in fluorocarbon plasmas. There were two ap-
proaches to clarify Si@etching phenomena: a macroscopic plasma gas phase model and a
microscopic plasma-surface interaction model. The former or macroscopic model consists of a
inductively coupled Cl-plasma source generated, gas-phase reactions in the chamber, reactions
between plasma and substrate surfaces or chamber wall, taking into account transport of ions
and radicals. The latter or microscopic model consists of a module of particle transport inside
microstructure and a module of surface reactions.

In Chapter 2, a two-dimensional fluid model has been developed to study plasma chem-
ical behavior of etch products as well as reactants during 8t€hing by using inductively
coupled CEk plasmas. The plasma fluid model consisted of Maxwell's equations, continuity
equations for neutral and charged species including gas-phase and surface reactions, and an
energy balance equation for electrons. The surface reaction model assumed Langumiur adsorp-
tion kinetics with the coverage of fluorine atoms, fluorocarbon radicals, and polymers gn SiO
surfaces. Numerical results indicated that etch product species occupy a significant fraction of
reactive ions as well as neutrals in the reactor chamber during etching, which in turn led to a
change of plasma and surface chemistry underlying the processing. In practice, the density of

SiF4, was typically about 10% of that of the feedstock,Clfeing comparable to that of the most
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abundant fluorocarbon radical &Fnoreover, the density of SjFwas typically about 5% of

that of the most abundant fluorocarbon ion}CFhe density and the distribution of such prod-

uct species in the reactor chamber were changed by varying the ion bombardment energy on
substrate surfaces, gas pressure, mass flow rate, and coil configuration, which arose in part from
gas-phase reactions depending on plasma electron density and temperature. Surface reactions
on the chamber walls and on substrate al$ecéed the product density and distribution in the
reactor; in particular, the surface reactions on the,i@lectric window as well as substrate

surfaces were found to largelyfact the product density and distribution.

In Chapter 3, two-dimensional etching profile evolution in twidatient geometries, namely
an axisymmetric hole and an infinitely long trench, has been simulated with the cellular algo-
rithm, to clarify the effects of geometricallyftirent structures on etching profile evolution.
The simulation assumed Si@tching using CEkplasmas, owing to the widely employed fluo-
rocarbon plasmas for the fabrication of contact and via holes. Numerical results indicated that
the two mask pattern geometries gave sonfiedinces in profile evolution, depending on con-
dition parameters such as ion energy, mask pattern size, mask height, and reflection probability
on mask surfaces. The profile evolution was slower and more anisotropic in a hole than in a
trench; in practice, the profile of a trench tended to have prominent lateral etches such as an un-
dercut and a bowing on sidewalls. Moreover, the reactive ion etching lag was less significant for
a hole than for a trench. Thesdtdrences were ascribed to the geometrical shadovftiegte
of the structure for neutrals, where the incident flux of neutrals was more significantly reduced
in a hole than in a trench. TheftBrences were also attributed to the anisotropy of the velocity
distribution of neutrals; inféect, the velocity distribution was more anisotropic in a hole, be-
cause more particles interact with mask sidewalls to adsorb or reflect thereon in a hole, so that

more anisotropic neutrals were transported onto bottom surfaces after passing mask features.

In Chapter 4, fects of mask pattern geometry on potential distribution and ion trajecto-
ries were investigated using surface charge continuity and Poisson’s equation. Two geometrical
mask patterns of a hole and a trench were considered to clarifyffibetse of geometrically
different structures on potential distribution and ion trajectories. The simulation assumed SiO
etching using CEplasmas, owing to the widely employed fluorocarbon plasmas for the fab-
rication of contact and via holes. Charginfjeets and the resulting potential changed flux of

ions and electrons incident to surfaces. The ion flux incident to the structure bottom were sig-
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nificantly reduced under charging condition compared to the ion flux under the non-charging
condition. Moreover, numerical results showed that thEedénce of potential distribution in-

side the structure between the hole and trench; the potential drop at the structure bottom was
observed in the trench, while no significant potential drop was observed in the hole. The po-
tential difference derived from mask pattern geometry also changed ion trajectories. The results

indicates that etched feature profile thegted by mask pattern geometry.

5.2 Future work

Summarizing the paper, the author describes the further development of plasma etching model
developed in this study. The macroscopic plasma gas phase model and the microscopic mi-
crostructure flux model have been developed separately. Development of design and process of
semiconductor devises will be promoted faster by integrating the previous two models because
input of process parameters bring directly the prediction of process results. Recently, semicon-
ductor devices are increasingly commaoditized, while they have been integrated densely and be-
come smarter. In other words, the semiconductor industries are no longer exclusively advanced
industries with few foundries. The advanced foundries are required to shorten the development
period to avoid price competition with follower foundries. On the other hand, approaches to
capture the phenomena involved in plasma etching are academically important, vwfezentli
scale phenomena must be modeled separately. The gas phase model is required to determine
optimum apparatus configurations such as power input position, gas inlet position, and mass
flow rate with experimental verification to obtain uniform plasma sources according to growth
of wafer size. The process model in microstructures must focus on the existence of atoms and
molecules of plasmas and surface materials because process dimensions are approaching atomic
scale. Therefore, first principle approach like molecular dynamics will become important rather
than an empirical approaches.

In addition, the current society systems manage to save their consumption energy, where
there is strong demand for power semiconductors fidcient power distribution and electrifi-
cation of transportation systems. In the future, research and practical applications of gallium
nitride, silicon carbide, and diamond will be actively conducted for replacing silicon semicon-

ductors. Therefore, the development of new plasma sources is required to process the new
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alternative semiconductors [1-4].
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