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SUMMARY Recent advances in cooperative communication and wire-
less Network Coding (NC) may lead to huge performance gains in relay
systems. In this context, we focus on the two-way relay scenario, where
two nodes exchange information via a common relay. We design a practi-
cal Superposition Coding (SC) based NC scheme for Decode-and-Forward
(DF) half-duplex relaying, where the goal is to increase the achievable rate.
By taking advantage of the direct link and by providing a suboptimal yet
efficient power division among the superposed layers, our proposed SC
two-way relaying scheme outperforms the reference schemes, including
the well-known 3-step DF-NC scheme and the capacity of 2-step schemes
for a large set of SNRs, while approaching closely the performance bound.
key words: relay system, wireless network coding, superposition coding,
cooperative diversity

1. Introduction

Increasing the data rates and the communication range is a
major goal in future wireless communication systems. To
attain this goal, the use of relays has gained much inter-
est, due to the low cost and easy deployment of such de-
vices [1]. Many works such as [2]–[4] have shown the effi-
ciency of cooperative diversity, where the broadcast nature
of the wireless medium is taken advantage of, as a signal
sent by a source node is received both at the relay and at
the destination node. By combining the different signals at
the destination, significant gains are obtained in terms of
throughput/diversity/outage probability. Recently, [5] intro-
duced a wireless relaying scheme based on Superposition
Coding (SC), for increasing spectral efficiency. SC was first
introduced in the broadcast scenario, where several nodes
are served simultaneously by one source [6], [7]. For two
destination nodes, the source creates two messages, termed
basic and superposed as in [5], that are superposed in the
modulation domain and broadcasted. Using successive de-
coding, the node with a better channel can decode both mes-
sages, while the node with a worse channel can only decode
the basic message by seeing the superposed one as interfer-
ence. The proposed scheme in [5] outperforms the conven-
tional multi-hop scheme while performing very closely to
the optimal one. Implementation issues of SC are studied in
[8].

Another scenario of interest is the two-way relaying,
where two nodes exchange information via a common re-
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lay. Huge throughput gains can be obtained by the use
of wireless Network Coding (NC) [9]–[14]. Although the
concept of NC was originally proposed in [15] for wired
communication, it has been the subject of a large number
of works in the wireless context (see [16]). Basically, the
two nodes first send their messages to the relay, simultane-
ously as in Amplify-and-Forward (AF) NC or sequentially
as in Decode-and-Forward (DF) NC [10], and the relay re-
transmits a combined version of the two messages into one
packet. Then, each node can retrieve the message sent by
the other node, by using the prior knowledge of its own
message. However, in most previous works that assume DF
half-duplex relaying, the two nodes that wish to communi-
cate are assumed to be outside their communication range,
whereas in reality, some gain may be achieved by taking
advantage of cooperative diversity, e.g., by exploiting the
direct link between the two nodes. Note that with AF half-
duplex relaying, where the two nodes transmit simultane-
ously to the relay, the direct link cannot be exploited as nei-
ther nodes can transmit and receive at the same time on the
same frequency. Some works have considered the use of
NC in other types of cooperative diversity systems, such as
user cooperation in the multiple access scenario where sev-
eral nodes cooperate to deliver their packets to a common
destination [17], [18], or in a multi-relay system [12], [19].
In [20], capacity regions were investigated for 3-step and
2-step protocols for the half-duplex two-way relay channel,
referred as Time Division Broadcast (TDBC) and Multiple
Access Broadcast (MABC), respectively. Due to its 3-step
nature, TDBC can take into account any side information
that a node may acquire when not transmitting. However,
[20] does not specify any practical procedure for attaining
these bounds, instead, ideal assumptions are required such
as perfect channel knowledge at all nodes, use of random
binning and random codes.

In this work, we focus on a two-way relay system be-
tween two nodes aided by one relay based on DF half-
duplex transmission. The aim is not to determine the ca-
pacity of such a system as in [20]. Instead, we design a
practical scheme that enhances the achievable rate compared
to known schemes, under the fairness constraint that both
nodes use the same number of symbol times, as guarantee-
ing fairness is essential in multi-user systems. We propose a
SC based NC scheme that exploits cooperative diversity by
taking advantage of the direct link between the two nodes.
While a direct extension to the two-way relaying scenario of
the SC-relaying scheme in [5] leads to a 4-step scheme, the
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key point of our proposal is that we design an explicit SC-
based scheme where we relay the XORed packet of the two
superposed messages only, resulting into a 3 step scheme
that minimizes the time required for the 3rd step, thereby
increasing the overall rate. Note that in order to exploit the
direct link, under the assumption of a half-duplex relay, the
minimum number of steps is 3. We refer to our proposed
scheme as the SC two-way (SC-2W) relaying scheme. By
efficiently allocating the power among the superposed lay-
ers, our scheme outperforms the existing ones in terms of
achievable rate, including the well-known conventional DF-
NC scheme in 3 steps [10]. By comparison with the ref-
erence bounds in [20], we show that our proposed scheme
tightly approaches the 3-step bound, and even achieves a
higher sum rate than the 2-step bound over a large range of
SNRs.

The paper is organized as follows. The system model
is introduced in Sect. 2. The proposed scheme is described
in Sect. 3 and analyzed in terms of achievable rate in Sect. 4.
Reference schemes are defined in Sects. 5, 6, and numeri-
cal results are discussed in Sect. 7. Finally, conclusions are
drawn and directions for future work are given.

2. System Model

As shown in Fig. 1, we consider a system of three nodes A1,
A2, AR where A1 and A2 are the source/destination of the bi-
directional traffic, and AR serves as a relay. If A1 transmits
a vector x1 of M complex baseband symbols denoted x1[m],
m ∈ [1,M], the received signal at AR and A2 is given by

y1R = h1x1 + zR
(1), y12 = h0x1 + z(1)

2 , (1)

and if AR transmits a vector xR of MR complex baseband
symbols denoted xR[m], m ∈ [1,MR], the received signal at
A1 and A2 is given by

yR1 = h1xR + z(2)
1 , yR2 = h2xR + z(2)

2 . (2)

Similar equations are obtained for the transmissions origi-
nated from A2. Here, hi denotes the complex channel co-
efficient for i ∈ {0, 1, 2}, where we assume channel reci-
procity. Vector zI, I ∈ {1, 2,R}, is the complex additive
white Gaussian noise with a circular-symmetric distribution
CN(0, σ2I). The transmitted symbols have a mean zero,
e.g., E{xI[m]} = 0 and a power normalized to one, e.g.,
E{|xI[m]|2} = 1. Thus, the link SNRs are given by γi =

|hi |2
σ2 ,

i ∈ {0, 1, 2}. The capacity of each link is given by

C(γi) = log2(1 + γi) [bits/s], (3)

Fig. 1 System model.

for a normalized bandwidth of 1 Hz. In this work, we as-
sume that the relayed links are better than the direct link,

γ1 > γ0, γ2 > γ0, (4)

which justifies the use of a relay. Moreover, we assume

γ2 ≥ γ1, (5)

without loss of generality. The SNRs are assumed to remain
constant during the steps explained next. Moreover, it is
assumed that each node knows all received SNRs perfectly.

3. Description of the Proposed Scheme

As shown in Fig. 2, the proposed scheme is composed of the
following three steps:
Step 1: Node A1 sends x1, composed of the basic message
xb1 and the superposed message xs1 , both intended for A2,

x1 =
√

1 − α1xb1 +
√
α1xs1 , (6)

where α1 ∈ [0, 1] denotes the power allocation ratio between
the basic and superposed messages. Then, AR receives

y1R = h1(
√

1 − α1xb1 +
√
α1xs1 ) + z(1)

R . (7)

From y1R, AR first decodes xb1 and cancels it, obtaining

ŷ1R = h1
√
α1xs1 + z(1)

R , (8)

from which xs1 is decoded. On the other hand, A2 receives

y12 = h0(
√

1 − α1xb1 +
√
α1xs1 ) + z(1)

2 (9)

and keeps it in memory.
Step 2: Similarly, node A2 sends x2,

x2 =
√

1 − α2xb2 +
√
α2xs2 , (10)

where α2 ∈ [0, 1] denotes the power allocation ratio between
the basic message xb2 and the superposed message xs2 , both
intended for node A1. Then, relay node AR receives

y2R = h2(
√

1 − α2xb2 +
√
α2xs2 ) + z(2)

R . (11)

From y2R, AR first decodes xb2 and cancels it, and then de-
codes xs2 . On the other hand, node A1 receives

Fig. 2 Steps of the proposed scheme.
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y21 = h0(
√

1 − α2xb2 +
√
α2xs2 ) + z(2)

1 (12)

and keeps it in memory.
Step 3: From the messages xs1 and xs2 decoded in Steps 1
and 2, AR creates two messages of the same bit length by
padding the shorter one with zeros. The packets obtained
are denoted bs1 and bs2 . Then, a new packet bR is obtained
by XORing these two packets,

bR = bs1 ⊕ bs2 . (13)

Denoting xR the message corresponding to bR, AR sends xR,
received by A1 and A2. From the received signal at A1

yR1 = h1xR + z(3)
1 , (14)

A1 first decodes xR then, XORing packets bs1 and bR corre-
sponding to symbol messages xs1 and xR, A1 obtains

bR ⊕ bs1 = (bs1 ⊕ bs2 ) ⊕ bs1 = bs2 . (15)

From bs2 , A1 creates xs2 . Then, canceling xs2 from the signal
received in Step 2, A1 obtains

y2 = y21 − h0
√
α2xs2 = h0

√
1 − α2xb2 + z(2)

1 , (16)

from which xb2 is decoded. Similarly, A2 decodes xR from

yR2 = h2xR + z(3)
2 , (17)

then obtains xs1 from the decoded packet bs1 . Then, cancel-
ing xs1 from the signal received in Step 1, A2 obtains

y1 = y12 − h0
√
α1xs1 = h0

√
1 − α1xb1 + z(1)

2 , (18)

and finally decodes xb1 .

4. Analysis of the Proposed Scheme

We derive the expression of the achievable rate of the pro-
posed scheme under the fairness constraint that each node
A1 and A2 transmits over the same number of symbol times
M. We denote Rb j and Rs j the rates of the basic and super-
posed messages from node Aj, j={1, 2}, respectively. Then,
M(Rb1+Rs1 ) bits are sent by A1 and M(Rb2+Rs2 ) bits are sent
by A2. In Step 3, the relay forwards one packet whose length
is equal to the longer one among bs1 and bs2 , thus the amount
of bits sent by AR is equal to M max(Rs1 ,Rs2 ). Denoting Rr j

the rate on link AR-Aj, j={1, 2}, the rate at which xR is sent
is adapted to the worse link among AR-A1 and AR-A2, i.e., to
min(Rr1 ,Rr2 ). Thus, the number of symbol times required in

Step 3 is MR =
M max(Rs1 ,Rs2 )

min(Rr1 ,Rr2 ) . In total, M(Rb1+Rs1+Rb2+Rs2 )
bits are sent during 2M + MR symbol times, giving

RSC−2W =
Rb1 + Rs1 + Rb2 + Rs2

2 +
max(Rs1 ,Rs2 )
min(Rr1 ,Rr2 )

. (19)

The goal is to determine the optimal power ratios α1,
α2 that maximize RSC−2W. First, from (19) we observe that

RSC−2W increases by maximizing min(Rr1 ,Rr2 ), so from as-
sumption (5), min(Rr1 ,Rr2 ) = C(γ1). Next, we focus on the
behavior of RSC−2W in function of Rs1 , Rs2 by writing

RSC−2W = (Rb1 + Rb2 ) ×
1 +

Rs1+Rs2
Rb1+Rb2

2 +
max(Rs1 ,Rs2 )

C(γ1)

. (20)

If Rs1≥Rs2 , RSC−2W increases with Rs2 and we can show that
∂RSC−2W
∂Rs1

≥0 if 2C(γ1)≥Rb1+Rb2+Rs2 , which is satisfied a for-
tiori if 2C(γ1)≥Rb1+Rb2+Rs1 . On the other hand, if Rs2≥Rs1 ,
RSC−2W increases with Rs1 , and we can show that ∂RSC−2W

∂Rs2
≥0

if 2C(γ1)≥Rb1+Rb2+Rs1 . Thus, in both cases, RSC−2W is an
increasing function of Rs1 and Rs2 if

2C(γ1) ≥ Rb1 + Rb2 + Rs1 . (21)

In the proposed scheme, the rates follow the constraints be-
low. For the transmissions from A1, j = 1 and k = 2, and

Rb j ≤ C

(
(1 − α j)γ j

1 + α jγ j

)
de f
= RUA

b j
(α j) (22)

Rs j ≤ C(α jγ j)
de f
= RU

s j
(α j) (23)

Rb j ≤ C((1 − α j)γ0)
de f
= RUB

b j
(α j) (24)

Rrk ≤ C(γk)
de f
= RU

rk
, (25)

where (22) ensures that AR can decode xb j by seeing
hj
√
α jxs j as interference in Eq. (7); likewise, (23) ensures

that AR can decode xs j , and (24), (25) ensure that Ak can de-
code xb j and xR. For the transmissions from A2, we obtain
the same set of constraints with j = 2 and k = 1.

As Rb1 ≤ min(RUA
b1
,RUB

b1
), then we have Rb1 + Rs1 ≤

RUA
b1
+RU

s1
= C(γ1). Moreover, Rb2 ≤ RUB

b2
< C(γ0) from (24).

Thus, (21) is satisfied as long as 2C(γ1) ≥ C(γ1) + C(γ0),
e.g., γ1 ≥ γ0, which is always true given assumption (4).
Thus, RSC−2W is an increasing function of Rs1 , Rs2 so we set
Rs1 = RU

s1
, Rs2 = RU

s2
, and the overall rate can be written

RSC−2W=
(Rb1+C(α1γ1)+Rb2+C(α2γ2))C(γ1)

2C(γ1)+max(C(α1γ1),C(α2γ2))
. (26)

We can see that RSC−2W increases as Rb1 and Rb2 increase.
However, given the constraints (22), (24), we need to con-
sider the following four cases:

(a) RUA
b1

(α1) ≤ RUB
b1

(α1) & RUA
b2

(α2) ≤ RUB
b2

(α2)

⇐⇒ α∗1 ≤ α1 ≤ 1 & α∗2 ≤ α2 ≤ 1 (27)

(b) RUA
b1

(α1) ≥ RUB
b1

(α1) & RUA
b2

(α2) ≤ RUB
b2

(α2)

⇐⇒ 0 ≤ α1 ≤ α∗1 & α∗2 ≤ α2 ≤ 1 (28)

(c) RUA
b1

(α1) ≤ RUB
b1

(α1) & RUA
b2

(α2) ≥ RUB
b2

(α2)

⇐⇒ α∗1 ≤ α1 ≤ 1 & 0 ≤ α2 ≤ α∗2 (29)

(d) RUA
b1

(α1) ≥ RUB
b1

(α1) & RUA
b2

(α2) ≥ RUB
b2

(α2).

⇐⇒ 0 ≤ α1 ≤ α∗1 & 0 ≤ α2 ≤ α∗2, (30)

where we have defined
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α∗j =
1
γ0
− 1
γ j
. (31)

As we have the constraint 0 ≤ α∗j ≤ 1, (31) is valid for

SNRs satisfying γ j

1+γ j
≤ γ0 ≤ γ j, which we assume in the

following. Next, we derive the optimal value of RSC−2W by
considering each case.
(a) α∗1 ≤ α1 ≤ 1 & α∗2 ≤ α2 ≤ 1: In this case, we have

Rb1 + Rs1 = C
(

(1−α1)γ1

1+α1γ1

)
+ C(α1γ1) = C(γ1) and Rb2 + Rs2 =

C(γ2). Thus, the overall rate becomes

RSC−2W =
[C(γ1) +C(γ2)]C(γ1)

2C(γ1) +max(C(α1γ1),C(α2γ2))
,

maximized when max(C(α1γ1),C(α2γ2)) is minimal, i.e.,

α1 = α
∗
1, α2 = α

∗
2. (32)

The assumption γ1 < γ2 implies α∗1 < α
∗
2, and so C(α∗1γ1) <

C(α∗2γ2). Finally, we obtain

R(a)
SC−2W =

[C(γ1) +C(γ2)]C(γ1)
2C(γ1) +C(α∗2γ2)

. (33)

(b) 0 ≤ α1 ≤ α∗1 & α∗2 ≤ α2 ≤ 1: In this case, we have
Rb1 + Rs1 = C((1 − α1)γ0) +C(α1γ1) and Rb2 + Rs2 = C(γ2).
From γ1 < γ2, we have α∗1 < α

∗
2, hence α1 < α2 in this

region, which implies C(α1γ1) < C(α2γ2), giving

RSC−2W =
[C((1 − α1)γ0) +C(α1γ1) + C(γ2)]C(γ1)

2C(γ1) + C(α2γ2)
.

RSC−2W is a decreasing function of α2, so it is optimal at

α2 = α
∗
2. (34)

Let us define η(γ j) = C((1 − α j)γ0) +C(α jγ j), equal to

η(γ j) = log2

{
− γ0γ j

(
α j − 1

2

(
1 +

1
γ0
− 1
γ j

))2

+
γ0γ j

4

(
1 +

1
γ0
− 1
γ j

)2

+ 1 + γ0

}
. (35)

The behavior of RSC−2W in function of α1 is equivalent to
that of η(γ1), maximized when α1 = α̃1 where we define

α̃ j =
1
2

(
1 +

1
γ0
− 1
γ j

)
. (36)

However, 0 ≤ α∗1 ≤ 1 implies that α∗1 ≤ α̃1. Given the region
of values of α1, the optimal value is here

α1 = α
∗
1, (37)

and the overall rate becomes

R(b)
SC−2W =

[C((1 − α∗1)γ0) +C(α∗1γ1) + C(γ2)]C(γ1)

2C(γ1) + C(α∗2γ2)
.

(38)

(c) α∗1 ≤ α1 ≤ 1 & 0 ≤ α2 ≤ α∗2: In this case, we have Rb1 +

Rs1 = C(γ1) and Rb2+Rs2 = C((1−α2)γ0)+C(α2γ2). We need
to consider subcases concerning max(C(α1γ1),C(α2γ2)).

(c-1) If C(α1γ1) ≥ C(α2γ2): then

RSC−2W =
[C(γ1) +C((1 − α2)γ0) +C(α2γ2)]C(γ1)

2C(γ1) +C(α1γ1)
,

which is a decreasing function of α1, hence we set

α1 = α
∗
1. (39)

As a function of α2, RSC−2W follows the behavior of η(γ2)
which is maximized for α2 = α̃2 defined in (35), (36). But
we observe that α∗2 ≤ α̃2, so α̃2 is out of range. Moreover,
from the conditions C(α1γ1) ≥ C(α2γ2) and α1 = α

∗
1, we

observe that α∗1γ1 ≥ α2γ2 ⇔ α2 ≤ α̂2, where we define

α̂2 =
γ1 − γ0

γ0γ2
. (40)

Furthermore, we see that α̂2 ≤ γ2−γ0

γ0γ2
= α∗2 since we assumed

γ1 < γ2. Thus, the optimal value is here

α2 = α̂2, (41)

and RSC−2W becomes

R(c1)
SC−2W =

[C(γ1) +C((1 − α̂2)γ0) +C(α̂2γ2)]C(γ1)
2C(γ1) +C(α∗1γ1)

.

(42)

(c-2) If C(α1γ1) < C(α2γ2), then RSC−2W becomes

RSC−2W =
[C(γ1) +C((1 − α2)γ0) +C(α2γ2)]C(γ1)

2C(γ1) +C(α2γ2)
,

which only depends on α2. To study the behavior of RSC−2W

in function of α2, we determine its partial derivative. It can
be shown to follow the behavior of f (α2), defined as f (α2) =
f2(α2) + f1(α2) + f0(α2), where

f2(α2) =
−γ0

1 + (1 − α2)γ0
log2 (1 + α2γ2)

f1(α2) =

( −2γ0

1 + (1 − α2)γ0)
+

γ2

1 + α2γ2

)
log2 (1 + γ1)

f0(α2) =
−γ2

1 + α2γ2
log2 (1 + (1 − α2)γ0).

In fact, the optimal α2 cannot be written in closed form,
so we proceed by approximations to determine the sign of
f (α2). When γ0 � γ2 and γ0 � 1, f (α2) can be approx-
imated by γ2

1+α2γ2
log2 (1 + γ1), so f (α2) ≥ 0. Therefore,

RSC−2W increases with α2 and is optimal for

α2 = α
∗
2. (43)

Concerning α1, we derive from the constraint C(α1γ1) <
C(α2γ2) that α1 < α̂1, where α̂1 is defined as

α̂1 =
γ2 − γ0

γ0γ1
. (44)

For comparing α̂1 and α∗1, we derive α̂1 − α∗1 = γ2−γ1

γ0γ1
, which

is always positive since we assumed γ2 > γ1. As RSC−2W

is independent of α1 in this case, any value of α1 satisfying
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α∗1 ≤ α1 < α̂1 may be chosen; we may choose in particular

α1 = α
∗
1. (45)

Finally,

R(c2)
SC−2W=

[
C(γ1)+C

((
1−α∗2

)
γ0

)
+C

(
α∗2γ2

)]
C(γ1)

2C(γ1)+C
(
α∗2γ2

)
(46)

(d) 0 ≤ α1 ≤ α∗1 & 0 ≤ α2 ≤ α∗2: In this case, we have
Rb1 + Rs1 = C((1 − α1)γ0) + C(α1γ1), Rb2 + Rs2 = C((1 −
α2)γ0) +C(α2γ2). We consider the following subcases:
(d-1) If C(α1γ1) ≥ C(α2γ2): then,

RSC−2W =
[Rb1 + Rs1 + Rb2 + Rs2 ]C(γ1)

2C(γ1) + C(α1γ1)
.

We first consider the behavior of RSC−2W in function of α1.
The sign of the corresponding partial derivative is controlled
by g(α1), defined as g(α1) = g2(α1)+g1(α1)+g0(α1), where

g2(α1) =
−γ1

1 + α1γ1
log2 (1 + α2γ2)

g1(α1) =
−γ0

1 + (1 − α1)γ0
log2 (1 + α1γ1)

+

2γ0γ1

(
1 +

1
γ0
− 1
γ1
− 2α2

)

(1 + (1 − α1)γ0)(1 + α1γ1)
log2 (1 + γ1)

g0(α1) =
−γ1

1 + α1γ1

(
log2(1 + (1 − γ1)γ0)

+ log2(1 + (1 − α2)γ0)
)
.

Again, obtaining the closed-form expression of the optimal
α1 is very difficult, so we study the sign of g(α1) for γ0 � γ2

and γ0 � 1. We can show that g(α1) ≈ γ1

1+α1γ1
log2

(1+γ1)2

1+α2γ2
.

As the sign of g(α1) depends on the term in the logarithm,
we further assume two subcases.
(d-1-i) If (1+γ1)2 ≥ 1+α2γ2, equivalent to α2 ≤ (1+γ1)2−1

γ2
=

ᾱ2, then g(α1) ≥ 0, so RSC−2W is an increasing function of
α1. The maximum is attained when

α1 = α
∗
1. (47)

Next, RSC−2W in function of α2, follows the behavior of
η(γ2), which is maximized at α2 = α̃2, but α∗2 ≤ α̃2 as in
case (c-1). Furthermore, the condition C(α1γ1) ≥ C(α2γ2)
implies α2 ≤ α̂2 ≤ α∗2. Thus, the optimal value of α2 is

α̌2 = min{ᾱ2, α̂2}, (48)

and finally

R(d1i)
SC−2W =

[C((1 − α∗1)γ0) + C(α∗1γ1)]C(γ1)

2C(γ1) +C(α∗1γ1)

+
[C((1 − α̌2)γ0) +C(α̌2γ2)]C(γ1)

2C(γ1) + C(α∗1γ1)
. (49)

(d-1-ii) If (1 + γ1)2 < 1 + α2γ2, equivalent to α2 > ᾱ2, we

have g(α1) < 0 so RSC−2W is a decreasing function of α1 and
the optimal value is

α1 = 0. (50)

However, the condition C(α1γ1) ≥ C(α2γ2) implies that
α2 = 0, which is in contradiction with condition α2 > ᾱ2

since ᾱ2 > 0. As it is not possible to satisfy these conditions
simultaneously, this case is irrelevant.
(d-2) If C(α1γ1) < C(α2γ2): in this case, we get

RSC−2W =
[Rb1 + Rs1 + Rb2 + Rs2 ]C(γ1)

2C(γ1) + C(α2γ2)
.

First, to study the behavior of RSC−2W in function of α2, we
derive the corresponding partial derivative whose sign is de-
termined by a function l(α2) = l2(α2)+ l1(α2)+ l0(α2), where

l2(α2) =
−γ0

1 + (1 − α2)γ0
log2 (1 + α2γ2)

l1(α2) =

( −2γ0

1 + (1 − α2)γ0)
+

2γ2

1 + α2γ2

)

. log2 (1 + γ1) − γ2

1 + α2γ2
log2(1 + α1γ1)

l0(α2) =
−γ2

1 + α2γ2

(
log2 (1 + (1 − α1)γ0)

+ log2 (1 + (1 − α2)γ0)
)
.

Assuming γ0 � γ2 and γ0 � 1, we obtain the approxima-

tion l(α2) ≈ γ2

1+α2γ2
log2

(
(1+γ1)2

1+α1γ1

)
. Since 0 < α1γ1 < γ1, we

have always l(α2) > 0 and thus RSC−2W increases with α2,
so the maximum is attained for

α2 = α
∗
2. (51)

Concerning α1, with the same derivations as in case (b), we
can conclude that the maximum is achieved for

α1 = α
∗
1. (52)

Finally, we obtain

R(d2)
SC−2W =

[
C((1 − α∗1)γ0) + C(α∗1γ1)

]
C(γ1)

2C(γ1) + C(α∗2γ2)

+

[
C((1 − α∗2)γ0) +C(α∗2γ2)

]
C(γ1)

2C(γ1) +C(α∗2γ2)
. (53)

The whole analysis revealed that in most cases, α1 = α
∗
1

and α2 = α
∗
2, α̂2 are optimal values. Thus, the best pair

among (α∗1, α
∗
2) and (α∗1, α̂2) will be used in our SC-2W re-

laying scheme, which greatly simplifies the power alloca-
tion procedure since there is no need to cover all the differ-
ent cases. If γ0 <

γ j

1+γ j
, e.g., α∗j > 1, we set α j = 1, which

means that we use multi-hop transmission on the Aj-Ak link.

5. Bounding Reference Schemes for Half-Duplex Two-
Way Channel

In the previous section, we have seen that in most cases,
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a near-optimal achievable rate was attained when α1 = α
∗
1

and α2 = α
∗
2 (or α2 = α̂2). That is, the closed-form ex-

pression of the optimal parameters was intractable in some
cases. Therefore, we compare the performance of the pro-
posed scheme with the achievable sum rate/capacity of two
references schemes studied in [20], namely the 3-step in-
ner bound referred as TDBC bound and the 2-step capacity
referred as MABC bound, both under the half-duplex con-
straint. TDBC takes into account any side information that a
node may acquire when it is not transmitting. Under the fair-
ness constraint that both users transmit over the same time
ratio δ, the achievable sum rate of the TDBC bound is

RTDBC = min
(
δC(γ1), δC(γ0) + (1 − 2δ)C(γ2)

)
+min

(
δC(γ2), δC(γ0)+(1−2δ)C(γ1)

)
. (54)

As in [20], we use the optimal δ satisfying 0 < δ < 1 and
1 − 2δ > 0. For the MABC bound, under the same fairness
constraint, we can write its sum rate capacity as

RMABC = min
(
R1

MABC, δC(γ1 + γ2)
)
. (55)

with 0 < δ < 1 and where we define

R1
MABC = min

(
δC(γ1), (1 − δ)C(γ2)

)
+min

(
δC(γ2), (1 − δ)C(γ1)

)
. (56)

6. Existing Reference Schemes

The following benchmark schemes are considered for com-
parison: direct transmission where the relay is not used,
multi-hop transmission where the direct link is ignored, a
direct extension to the two-way relaying case of the SC
scheme proposed in [5], and finally the conventional DF-NC
scheme which uses three steps [10].
Direct transmission: Simply, A1 sends MRb1 bits during step
1 and A2 sends MRb2 bits during step 2, giving a rate

Rdir =
Rb1 + Rb2

2
= C(γ0), (57)

given the assumption of channel reciprocity.
Multi-hop transmission: In this case, 4 steps are required:
A1 transmits MR1 bits in Step 1, then AR forwards them to
A2 in Step 2, then A2 transmits MR2 bits in Step 3, which
are forwarded to A1 in Step 4. Thus,

Rmh =
R1 + R2(

1 +
R1

Rr2

)
+

(
1 +

R2

Rr1

) = C(γ1)C(γ2)
C(γ1) +C(γ2)

. (58)

SC transmission: the scheme in [5] is applied for both direc-
tions: A1 transmits M(Rb1 + Rs1 ) bits to AR which forwards
MRs1 bits to A2. Then A2 transmits M(Rb2 + Rs2 ) bits to AR

which forwards MRs2 bits to A1. Finally, A2 recovers the re-
maining MRb1 bits by canceling the contribution of the MRs1

bits from the signal received in Step 1, and likewise for A1.
Thus, the achievable rate is written

Rsc =
Rb1 + Rs1 + Rb2 + Rs2

1 +
Rs1

Rr2

+ 1 +
Rs2

Rr1

=
2C(γ1)C(γ2)

C(γ1) + C(γ2) + log2

(
γ1γ2

γ0
2

) (59)

DF-NC transmission: This refers to the conventional DF-
NC scheme as in [10], which counts three steps but where
the direct link is ignored: first, A1 transmits MR1 bits to
AR, then A2 transmits MR2 bits to AR. Finally, AR sends the
XORed packet which length is equal to the higher number of
bits among MR1 and MR2. Moreover, the relay transmission
is adapted to the lowest link among γ1 and γ2. Thus, the
achievable rate for this three step scheme is written

Rdfnc =
R1 + R2

2 + max(R1,R2)
min(Rr1,Rr2)

=
C(γ1)[C(γ1) + C(γ2)]

2C(γ1) + C(γ2)
. (60)

7. Numerical Results

The analytical results obtained previously are verified nu-
merically. Figure 3 shows the contour graph of RSC−2W for
α1 and α2 varying in [0, 1], where the two relay paths have
the same SNRs with γ0 = 5 dB, γ1 = 20 dB and γ2 = 20 dB.
Here, we have α∗1=0.31 and α∗2=0.31. We can see that
the maximum rate is obtained for (α1, α2)=(α∗1, α

∗
2). Next,

Fig. 4 shows the case where the two relayed paths have a
higher SNR than the direct path: γ0=5 dB, γ1=15 dB and
γ2=20 dB. In this case, we have α∗1=0.28 and α∗2=0.31. Fig-
ure 4 shows that the maximum rate is attained at α1=α

∗
1 but

at a different value of α2 than α∗2. Since we do not have
γ0 � 1, we cannot guarantee that the optimum is attained
at α∗2 as suggested by the approximations in cases (c-2) or
(d-2) in Sect. 4. But as the potential curves show, the value
of RSC−2W attained at (α∗1, α

∗
2) is extremely close to optimal.

We now compare the proposed scheme with the bound-
ing and reference schemes defined in Sects. 5 and 6. The
achievable rates of all the schemes are plotted in Fig. 5
for different values of γ0 and where γ1=γ2=20 dB. We can

Fig. 3 Contour of the achievable rate of the proposed SC two-way relay-
ing scheme, α∗1 = α

opt
1 and α∗2 = α

opt
2 ; γ0=5 dB, γ1=20 dB, γ2=20 dB.
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Fig. 4 Contour of the achievable rate of the proposed SC two-way relay-
ing scheme, α∗1 = α

opt
1 and α∗2 � α

opt
2 ; γ0=5 dB, γ1=15 dB, γ2=20 dB.

Fig. 5 Achievable rate for the proposed two-way SC relaying scheme
and reference schemes, with γ1 = γ2 = 20 dB.

see that, compared to the existing schemes, our proposed
scheme achieves the best performance, while closely ap-
proaching the 3-step TDBC bound. Our scheme even out-
performs the sum rate capacity of the 2-step MABC bound
for γ0 ≥ 5 dB. Thus, over a large range of SNRs, our 3-
step suboptimal scheme is able to achieve a larger sum rate
than the optimal half-duplex 2-step scheme, by efficient uti-
lization of the direct transmissions. Moreover, significant
gain is obtained compared to the direct extension to the
two-way scenario of the SC scheme in [5], and also com-
pared to the conventional DF-NC scheme. Note that when
γ0=γ1=γ2=20 dB, all the schemes based on SC converge to
the direct transmission scheme, since α1=α2=0 at that point.

In Fig. 6, we show the performance of the same
schemes but assuming γ1=17 dB and γ2=20 dB. Again, the
proposed scheme achieves the best sum rate among exist-
ing schemes, while approaching the 3-step TDBC bound and
outperforming the 2-step MABC bound over a large SNR re-
gion. For γ0 > γ1, we can see that all the schemes that make
use of the direct link achieve the same rate, i.e., it becomes
optimal to use the direct path only since the direct link has a
higher SNR than the relayed link A1-AR.

Finally, we evaluate our proposed scheme for differ-

Fig. 6 Achievable rate for the proposed two-way SC relaying scheme
and reference schemes, with γ1 = 17 dB, γ2 = 20 dB.

Fig. 7 Achievable rate for the proposed two-way SC relaying scheme
and reference schemes, for different A j-AR distances, γ0=15 dB.

ent Aj-AR distances, where Aj, AR and Ak are assumed to
be aligned, with j, k ∈ {1, 2}, j � k. djR denotes the Aj-
AR distance and djk, the Aj-Ak distance. We use the defini-
tions in [5], where for a given γ0 and a given ratio djR/djk,
SNRs γ1 and γ2 are determined by γ1=γ0(djk/djR)ν and
γ2=γ0(djk/(djk − djR))ν, where ν is the path loss coefficient.
This ensures that γ1 > γ0 and γ2 > γ0. Curves are plot-
ted in Fig. 7 for γ0=10 dB. They show that for all distance
ratios, our proposed scheme outperforms the other existing
schemes, while approaching tightly the 3-step TDBC bound.
Our scheme also outperforms the 2-step MABC bound as
the relay approaches the middle distance between the 2
nodes. The largest gain of the proposed two-way SC relay-
ing scheme against the existing schemes and MABC occurs
when the relay is placed at half distance, i.e., when the two
relayed links Aj-AR and AR-Ak are equal, as the amount of
time required for the third step is minimized.

8. Conclusion

In this work, we have considered the problem of two-way
relaying based on half-duplex DF transmission, and have



KANEKO et al.: SUPERPOSITION CODING BASED WIRELESS NETWORK CODING SCHEME FOR TWO-WAY COOPERATIVE RELAYING
3361

proposed a new SC based NC scheme, namely the SC two-
way relaying scheme. The key points of our scheme are that
it takes advantage of the direct link, allowing its specific
design into three steps, and that it provides a practical and
efficient power allocation among the superposed layers, de-
rived by analysis. The proposed power division coefficients
are practical in a sense that each node only needs the knowl-
edge of its own direct and relayed links. The simulation
results have shown that the proposed scheme outperformed
the other existing or reference schemes, while performing
very closely to the performance upper-bound.

Superposition Coding and Network Coding are promis-
ing techniques to enhance the performance of relay systems.
In the future work, we plan to investigate different scenarios
that may benefit from the SC-based approach, such as a sys-
tem where multiple nodes are supported by several relays.
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