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Chapter 1 

Introduction 

Thcrr arc many industrial situations in which a fine liquid spray contacts and cools a 
surface which is at a temperature in excess of the liquid saturation temperature. This 
process is commonly called the spray or mist cooling. ln iron- and steel-making indus­
tries, the spray cooling method is applied to the secondary cooling zone in a continuous 
casting process. Also, hot strips passing through the last finishing roll are cooled on a 
runout table from the austenitic finishing temperature to the coiling temperature. In 
this case, th<' upper surface of the strip is cooled by the laminar flow cooling method, 
while the lower surface is cooled by the water spray. Therefore, many studies on the 
mist or spray cooling were performed mainly from an experimental point of view [1]"" [9]. 
In these studies, effects of flow properties such as water mass flow density, droplet size, 
impinging velocity of droplet and etc. on heat transfer between a hot metal surface 
a.bovr Leiclenfrost temperature and mist/spray jet were investigated in order to under­
stand syst<'maticRlly cooling phenomena. llowcver, the useful predictable model of the 
heclt t.ransfN in mist/spray cooling has not been constructed yet, because there are many 
IHira.mctrrs R(fccting cooling hent tra.nsfcr nnd the effects of these parameters arc very 
complicated. It seems to be necessary, first, to cla.rify the mist/spray now structure from 
a hydrodynamical point of view. Without knowledge concerning the now structure of the 
gas-water droplet two-phase jet in actual cool ing systems as well as the deformation pro­
cess of individual water droplets impinging on a hot solid surface above the Leidenfrost 
temperature, it is impossible to discuss the interaction effect of now parameters on the 
cooling intensity. However, there seems to be a conspicuous lack of information about the 
mist/spray flow field. From this standpoint, the author started this study concerning th<' 
now field or gas-particle two-phase mixtures as well as the deformation process of a water 
droplet impinging on a surface from numerical and experimental points of view. 

Her<', the author has attempted to construct mathematical models to analyse the 
gns-watcr droplet two-phase mixture now. First, the flow fields of gas-water droplet 
rnixturrs in a nozzle arc treated as a steady quasi-one dimensional system. The numerical 
approach of quasi-one-dimensional two-phase now in a nozzle was performed by some 
r<'srarchrrs [I 0]- (12] who studied the flow of a gas containing suspended condensed metal 
oxid<' particlrs such as J\120 3 in th<' propulsive nor.zlc of a rocket motor. This approach 
n<•rds not. to consider the twojthrrc dimcnsionaJ complicated phenomena such as the 
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collision of particles with ~he nozzle wall. l\liegcl { 1 0] studied lh~ variations of. the parti~lc.: 
velocity along the nozzle axis on ~he assumption that the. ratiO. of the part1cle :elocll). 
to the gas velocity is constant in a nozzle. H.udinger {ll] 1nvcsl1g~ted the flow hrld fo.' 
high loading ratio, defined as the mass flow rate r~ttio of thr part1clc-phaM.' ~o t.hc g~-

1 • c and estimated numerically the influence of vanous parameters on thr now ::>ti uctu1e. 
P 1a.s · rr · · I odel and Cokhale and Base [12] included the chemical rcactwn c eel mlo .a numenca m " . 
studied ~he unsteady solid-particle mixture flow in a. converg?nt-dl\rcrgent .nozzl~. ZuclOw 
and 1 [offman [13) described the system of cqua~ious goven11ng the on~-d~mensJOnal ga~­
pa.rticle mix~ure How in a nozzle. These above-mentioned models arc lm11ted to ~he case 
where all par~iclcs are single size. . . . 

In the actual flow of gas-particle mixture in a. nozzle applied t.o the m1st co~llll?, 
~· 1 · c ·s 11ot single Rather it is far more COllllliOll to cons1dcr that the hquH.l par111C C SIZ I , · , . 

particles ha.vc a con~inuous distribution of size. Tl.1cn, the a.u~hor. ~xtcnds the goven11n.g: 
equations described by Zucrow and llofl'man to g1ve a.n a.ppllcabJIJty to the ~ase whe1~. 
particles have a continuous distribution of size and gas-w~\.ter dropl.e~ flow field 111 a nozzle 
is numerically analysed using modified model on the vanous cond1t10ns [14]"' [18]. 

Next, the flow field of the gas-droplets two-phase free jets and the flow ~tructures 
of the two-phase jet impinging on a fiat plate normal to the Oow, corrcspond~ng to the 
collision of ~he mist/spray flows with a hot metal surface, arc analysed numcncally as a 
perturbation from the numerical results of nozzle flow [19}"' [23}. Also, two-phase freP 
jets arc investigated from an experimental vie.wpoint. . . . . . . "' 

The flow fields in a free jet region were stud1cd extensively by many tesearchets bec<t .. usc 
of ~he importance from an industrial point of view . .Gxpcrilllcntal s~udics on gas-part•cl,'~ 
two-phase free jet were performed vigorously ~hrough the development or LDA( .'~S~I 
dopplcr ancmomc~cr) system [24)- [30). Also, through the dcvclo~me~1t of comput~I ~ys­
tcm, the numerical analyses of gas-only flow [31]- [37] were st.udtcd tn a free JCt IC~JOn. 
However for the case of the gas-particle two-phase mixtures, there arc ~oo many part1cles 
in the fl~w field to pursue individual particle trajectories, even by usm.g th~ su~ercom­
putcr from the viewpoints of CPU time and memory. Jn order to av01d th1s d1fficulty, 
some mathematical models which can numerically analyse the two-phase Oow ~ were pro­
posed [38]- [48). These models can be basically divided in three types, that 1s,. the two 
fiuid model, the particle trajectory method and the Monte Carlo approach. Usmg thc~c 
mathematical models, various gas-particle !lows were analysed, such as the s.upcrsomc 
two-phase flow [48]rv {53], the combustible two-phase flow [54, 55], ~he bch~v10r of fine 
particles in clean room [56], the two-phase flow induced by an cxplos1on of h1gh-prcssure 

dusty gas in underground space {57]. . . ,. 
ln the present numerical model, thermal coupling through heat tran~fer from gas-ph.a •. c 

to droplet-phase, as well as momentum coupling .through ~crody.oanuc drag r~~ons1bl~ 
for droplet motion, is taken into account. The c\.XJsymmctnc ~av1er-Stok~s equa~10ns fen 
a gas-phase interacting with particle-phase arc solved by the discrete parttcle cloud mod·~l 
proposed by lshii et al. [48]. 

To evaluate heat transfer be~wccn a hca~cd surface and spray/ mist consisting of water 
droplets and air, it is indispensable to understand the collision dynamics of liquid droplets 

on a hot rigid surface systematically as mcnt ionrd above. The deformation process of im­
pacting dropl('f. on a hot surface above thr Lcidcnfrost temperature were investigated 
exp('rimrnt ally by many researchers [58]- (7-1). From these studies, it was found that the 
droplrt rrhounds from the surface for small \Vcber numbers, while the droplet shatters 
on th<' surfacr for large Weber numbers [58, 61, 66]. Also, experimental formulae pn'­
dictinp, t hr maximum spreading diameter of t.hr drop on the surface were proposed in 
the form of t.hc function of the Weber number only [61, 65]. Many experimental studies 
placed emphasis not upon the collision dynamics, bu~ upon the heat transfer between the 
droplet and t.he surface. Therefore, t.hc detailed drformation mechanism of the droplet 
impinging on the surface has not yet. analysed. Also, it is impossible to experimentally 
mrasme thr inner Oow field or a droplet dming and subsequent to the collision with a. 
smfa.cc. Additionally, there seems t.o be no numerical analysis of the deformation and 
rebounding processes of droplet impinging against the hot surface. Some numerical stucl­
irs were analysed the spreading process of the droplet impinging on a surface at room 
tcmpernture [75]- [77]. 

Thrreforc, first, the time history of droplet deformation and rebounding processes is 
observed rxperimcntally [78] . Next., the numerical simulations of the deformation behavior 
of a liquid droplet impinging on a Oat sol id surface at room temperature, as well a.<; the 
Oow firld insidr the droplet arc performed for the first approach to the more realistic 
sit11ation of industrial interest where the droplet impinges on a hot surface (79]. Finally, 
thr drformation and rebounding processes of a water droplet impinging on a Oat solid 
surfacr above the Lcidcnfrost temperature as well as the now field inside the droplet arc 
invrsligatrd from numerical and experimental points of view [80). 

The prrscnt studies are composed of eight chapters. 
ln chapter 2, the gas-particle two-pha..c:;c flows in a nozr.lc arc analysed from a numerical 

point of view. For the subsonic nozzle flow, all of t.ltc flow properties calculate on t.hc 
basis of a. given nozzle geometry with a parallel region. Next, for the supersonic nozzle 
now, thr so-called specified pressure method is applied to the evaluation of Oow properties 
of t.hc gas-particle mixture in the Oow field, as well as to the design of the converging­
diverging nozzle configuration according to a. given pressure profile. The effect of the ratio 
of t.he particle mass flow rate to the gas mass flow rate on the Oow field are investigated 
numerically. 

In chapter 3, the numerical simulation of the dilute gas-particle free jet exhausted 
from a round nozzle is performed. The jet now structures of mixture composed of air 
and water-droplets with lJtm, 5JLm and 30Jcm in diameter, respectively, are calculated for 
thr rase whC'rc all the particles have a single size. Some of significant characteristics for 
thr two-phasr subsonic free jets are pointed out, in particular, focusing upon the effect 
of particle size on the flow structure. Also, the numerical results arc compared with the 
cxperim<'nt.al and discussed from the point of view of the validity of the present numerical 
moclrl. 

In chapt.0r 11, the gas-droplet t.wo-phnsc mixture jets impinging on a solid surface arc 
invest.i~atc•d numerically on the assumpt,ion that the particles are perfectly elastically 
rrlkrt.<-d from a. S11rfacr. This is because the cocrficicnt of restitution between the droplet 



and the solid plate remains unclarificd. Next, the case is a.ua.lyscd where a low velocit.y 
annular gas-only flow surrounding a round no6zlc eo-axially is present so that rcboundrd 
particles from the plate may be pushed back to the surface again. This is considered to 
result in an improvement of the mjst cooling efficiency. 

In chapter 5, the collision dynamics of a water droplet impinging on a hot surface 
arc studied from an experimental point of view. Emphasis is placed upon the collision 
of relatively small droplets in the range from 300 p.m to 600 11m with the surface. The 
surface temperature is fixed at 500 °C. The first purpose is to examine whether or not the 
prior empirical rules obtained by using droplets of 1 nun to 3 mm give an applicability 
to the case where the droplet size is much smaller. The second is to clarify the relation 
between the Weber number and the coefficient of restitution, when the droplet rcboundls 
from the hot surface without disintegrating into a number of particles. 

ln chapter 6, the deformation process of a droplet impinging on a solid surface at room 
temperature is discussed. The simulations arc performed using the MAC-type solution 
method [81, 82] to solve a finite-differcncing approximation of the f\ avicr-Stokcs equatiOitS 
governing an axisymmetric and incompressible fluid flow and the numerical model is built 
up by considering the effect of viscous stresses and surface tension. The spreading and 
recoiling processes of droplet on the surface are investigated from nu mcrical as well as 
experimental points of view. The numerical results arc compared with the experimental 
ones for the validity of the present mathematical model. Also, the effects of the viscous 
stresses and the surface tension on the deformation process of the droplets, arc estimated 
and discussed from a practical standpoint. 

In chapter 7, the deformation and rebounding processes of a droplet impinging on a hot 
surface above the Leidcnfrost temperature arc numerically analysed. At the same time, 
the whole dynamic process of a droplet from the moment of collision with a hot surface 
up to the rebounding from it is observed by using a video camera equipped with a macro 
lens. The numerical results obtained by the model arc compared with the experimental 
data and discussed from a practical point of view. 

Chapter 8 is concluding remarks of this study. 
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Chapter 2 

Theoretical model of two-phase flow 
in a nozzle and its application to 
numerical experiments 
[10] 

2.1 Introduction 

A number of procrsses in iron- and stcelmaking industries positively introduce the uti­
lization of two-phase or multiphase Oows. For example, the mist cooling method, which 
is commonly applied to the secondary cooling zone of continuously cast slabs, is different 
from ot.hcr kinds of cooling methods in a few points. First, the mist consists of two-phasr, 
that is, gas-particle mixtures. Second, the Oow pattern in a nozzle varies with the loading 
ratio, that is, the particle-to-gas mass Oow rate ratio. Third, the change in the loading 
ratio has an appreciable effect on the cooling intensity for the solidified shell. Fourth, the 
difference in particle size brings on a change in the slip ratio, that is, the ratio of particle 
velocity Lo gas velocity, when a continuous distribution of particle size is present. 

From such a point of view, the analysis of a two-phase Oow in a nozzle is of importance 
for designing th<' nozzle to control the mist cooling intensity. However, we suppose that 
this investigation is not fresh from a historical point of view. This would originate from 
the clrvclopmrnt. of the propulsive nozzlr of tiH' rocket motor[1-3]. 

Zucrow and Tloffman[tl] have described the system of equations governing the steady 
qua.c;i-one-climensional Oow of a gas-particle mixture. It consists of a particle continuity 
C'qualion, a. pa.rticle mornrntum equation, a pa.rticle energy equation, a particle equation 
of state, a gas continuity equation, a gas momentum equation, a gas energy equation 
and a gas equal ion of state. Then, we have rearranged the above system of equations 
so tha,t the system gives a fit to the ca.c;e where particles have a continuous distribution 
of particle sizc(5). This is because it is far more common to consider that particles in a 
two-phasr do not. have a single size, hut takr a continuous distribution of size. Aga.in, 
Lhc nozzle Oow of mist consisting of gas and liquid particles ha.c; been analyzC'd from 
a numerical point of view. By so doing, thC' situation has been premised where a ga.c; 
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containing suspended liquid-particles is initially stored in a relatively large reservoir, and 
the gas-particle mixture directly flows through a no~~le. llowever, the reservoir prcssun· 
is not allowed Lo be so high that the gas velocity is beyond the sonic region, because t.he 
system of equations described in ReL{5) is singular in the transonic rc~ion. 

Thereafter, we have extended the governing equations so that they cover the whole 
gas velocity regions from the subsonic to the supersonic velocities through the throat 
of a converging-diverging nozzle(6]. ln reality, only the equation to determine the gas 
velocity has been modified in the form. That is, the equation has been rewritten into t,he 
form including the term of pressure profile, instead of the term of the variational nouJc 
cross-sectional area along the whole no~~le length. 

ln the present chapter, we wish to review the system of equations govemiug the noz~le 
flow of gas-particle mixture to evaluate all the flow properties in the flow ricld. Next., w<· 
examine the numerical treatment of the system of ~oveming equations for the situation 
where the equation for the determination of gas-phase velocity is singular in the transoni(' 
region. Again, we wish to consider the problem concerning the perturbation proccdlllr<' 
between the equilibrium and non-equilibrium flows from a point of view of computational 
physics. Then, the theoretical model is applied to the case where a gas-particle mixture 
is composed of air and water-particles in relation to the mist nozzle flow adopted to rthr 
secondary cooling zone of continuously cast slab. The results so obtained arc examined 
and discussed from a numerical point of view. 

2.2 Governing equations 

According to Zucrow and Iloffman[4], the theoretical flow model for a gas carrying sus­
pended condensed particles will be constructed on the following assumptions: 

{1) The flow is steady and quasi-one-dimensional, and the mass flow rate for both p,as­
and particle-phases is conserved in a system. 

{2) The system of gas-particle mixture flow in a nozzle is independent of the external 
system. So that, there is no external work, no external heat transfer through the 
no~zle wall friction, and no gravitational effect. 

{3) All of the particles are spherical in shape, incompressible and do not interact with 
each other. Also, there is no internal temperature distribution in particles. 

( 4) The particles exert a drag force on the flowing gas, and the particles transfer the 
heat to the gas in the form proportional to the temperature difference between gas 
and particle. Again, the gas as well as the particles have a constant. specific hC<J~l. 

(5) The particles occupy negligible volume; that is, the ratio of the gas density to the 
material density of particles is negligibly small. 

The governing equations arc expressed nondimcnsiona.lly in terms of the follow•ing 
dimcnsionless variables: 

x = xf L., A= A/ iL, p = pf /Jo, p = pfpo, \1 = V I ao, 
Vp = ~/ao, T = T/1'0 , Tp = Tp/'10, 1·p = 1·pjl,1, cl>= lp<P(1:, r,,) 

(:2.1) 
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in which, ."C,A,p,p,\1 ,T,rr and <P dcnot.c the coordinate along nozzle axis, the sectional area 
of nozzle, thr gas density, the prrssurc, the gas velocity, the gas temperature, the particle 
radius and the continuous distribution function of particle size, respectively. And L.,l1, 
and a0 arc the radius of nozzlf' at. throat, the mean particle radius of particles and the 
spf'NI of sound at a resrrvoir. Thr subscripts 0, t and p denote the reservoir condition, 
t.hr nozzle throat condition and the particle-phase, rrspectively. Also, overba.rs give the 
dimrnsionccl qu<Hllitics. 

The govern ing equations for the nozzle flow of the gas-particle mixture are given by 

d r s ll- \lp(r,) 
\~, (7'r)-/ Yr.(7'r) = AvOfvT 2 

c T r, 

p = pfT 

M9 = pAV 

{2.2) 

(2.3) 

{2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

whrre ri1, . MP and M9 are dimcnsioless mass flow rate function of particle, dimensionless 
ma.c;s flow rate for particle-phase and dimensionless gas mass flow rate respectively, and 
1 is the gas specific heat ratio. 

To complete the system of Eqs.(2.2) to (2.8), another equation should be introduced 
for the determination of gas velocity \1. 

In the case whrre nozzle configurations arc previously prescribed the next equation, 

d\1 
dx 

{2.9) 

is valid to the determination of ll. Obviously, a singularity at M= 1{ NI: Mach nurnbrr) 
arises in the abovr equation. 

In the case where pressure profiles a.re previously prescribed over the whole length of 
nozzle, Lhe following equation, 

d\1 = -~JP (t· )A f Ts V- Vp(rp)dt· - _I_dp 
d;r p\1 P 11 

pO r 1·;~ " 'YPV dx 
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is applicable to the determination of V. According to Zucrow and llofl'man, the dettt.~nni­
nation method of V by Eq.(2.9) will be called the specified area. method (SA ~I) and that 
by Eq.(2.10) will be termed the specified pressure method (SPM). 

It should be remarked that the integration appearing in Eqs. (2.4) to (2.6) and l~qs. 

(2.9) and (2.10) indicates the definite one taken over all sizes in [rp,min , tp,ma.r] and the 
lower and upper limits arc omitted. Here, rp,mm and rp,mox are the dimensionless minimum 
and maximum radii of the particles contained in the mixture. 

Next, the description of dimcnsionless parameters in Eqs.(2.2) to(2.10) is as follows: 

9 fJ.oL. f Go Avo = -
2 12 _ and 11 = 

Pmp p0ao C D,Stokc~ 
( 2.11) 

in which, CD is the drag coefficient based upon the Ilcndcrson correlating cquation[7J and 
Co,Stokcs( = 24/ ReP) shows the Stokes law of drag coefficient for spheres. Also, /Lo:• Pmp 

and Re
11 

are the gas viscosity, the particle material dcnsit.y and particle Rcynolds number, 
res pccti vely. 

Nu 

- ys 
fL = /LO (:2.12) 

(:l. L3) 

where, Nu is the particle Nusselt number based upon the empirical expression by Carl~on 
and lloglund[8] and Nustokes (=2) is the Nussclt number in t.he Stoke::; flow regime. C119 , 

01111 and Pr denote the gas specific heal at constant pressure, specific heat of parlicle 
material and gas-phase Prandtl number. 

Again, other remaining parameters arc defined as 

R11o vo = - _-
Po 

(2.14) 

(2.15) 

(:~.16) 

where R110 indicates the density of condensed particle per unit volume of flowing 1ncdium. 

2.3 Numerical procedure 

Among the equations mentioned above, Eqs.(2.2) to (2.8) comprise a set of 7 cquat.ions 
for determining 7 flow properties p, T, V, p11 (rp), Vp(r,~), Tr(r1~ ) and A. These equat.ions 
should be combined in a form appropriate for seeking a numerical solution. However., the 
initialization is very tedious at the start of numerical calculation. 

Let us suppose that a gas containing suspended liquid-particles is initially stored in 
an apprrciably large reservoir, and that the gas-particle mixture directly flows through 
a nozzle. In this case, it is far more common to consider that the gas velocity as well 
as particle velocity is zero at. the reservoir. Hence, the initial situation area of nozzle is 
infinitr at its entrance. So, thr problem remains how the numerical treatment should be 
lllildC at t.hc nrst computational Step. 

When \171 (rp) = \1 and T11 (r11 ) = T for all 7'71 , the particles are commonly said t.o be in 
vrlocily and thermal equilibrium with the ~as. Also, such a mixture flow is called the equi­
librium flow. \Nhile thr flow obeying the Eqs.(2.2) lo (2.8) is termed the nonequilibrium 
now. 

Then, it is assumed that all of thr part.iclcs arc in velocity and thermal equilibrium 
with t.hc gas only near the r<'Scrvoir so tiHtt the gas as well as all of the particles may 
takr e1 non-zero velocity at th<' entrance of the nonequilibrium region . In short, one 
should be bear in mind that the initial point of nonequilibrium region, in a numerical 
sens<', corresponds to the end point of equilibrium flow, and that the aforrmrntioncd 
syslrm of equations governing t.he noncquilibrium flow is solved as a perturbation from 
an equilibrium reference flow. 

ll<'nce. we wish to describe the problem of the constant lag approximation. Let us 
now define the following two Jag factors, 

{2.17) 

As can be understood from the numerical procedure mentioned above, it holds true in 
thr rquilibrium region that H71(rr) = 1 as well as Lr(rp) = 1 for all r,. While I<v(rv) and 
L (r ) is not constant in the non<>quilihrium region, but variable along the nozzle axis :r 
((r.,r T<p(1·v) = Hv(x, rr) and {Jr(1'v) = Dp(1:, rp)). In fact, the results of an equilibrium 
analysis for the case where 1- /{,P = 1- L 11 = 0 is an upper limit for an actual flow, and 
th<' frozen analysis for thr case' where 1 - 1\p = J - L 11 = 1 is a lower limit. One should 
k('('P in mind that thr actual values of the flow properties must lie between the values for 
such two limiting situations. 

For th<' general case of const.ant lags including the equilibrium flow, we have 

pp-"r = 1 

llcre, '} is derived as follows: 

~ 1 {1 + rt)(J + r3) 
/' = 1'(1 + fJ)(1 + ['3)- (I' -l)(l + r'2) 

wh<'re, 

r'1 = vo j <l>o(r1/)7·;f(;(1'1~)dr7~ 

f2 = VQ J </>o(1·p)1·;f(;(1·p)cfrp 

f3 = voO j </>o(1·v)r;f<11(rr)Lr(1·v)drv 
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(2.18) 

(2.1 !J) 

(2.20) 

(2.21) 

(2.22) 



Table 2.1: Physical constants and reference conditions adopted in numerical experiments. 
These parameters are fixed throughout. t.he present paper. 

Physical constants 
Pmp=lOOO (kg/m3) 

Cpp=4187 [J/kg·I<) 
Cr9 =1004 [J /kg · I<) 

Hcferencc conditions 
T0 =323 [K) 
/Lo = 2.07 x 10-5 [Pa·s] at To 
L = L.O X I o-3 [m) 

Again, in the region from the reservoir up to the end point or Lhe equilibriuu1 flow boLh 
the particle vclociLy lag and the thermal Jag arc here Laken Lo be zero (i.e., Kr(rr) = 1 
and Lp(1'v) = 1 for all rp)· All of the Oow properties in the equilibrium region can be 
calculated by 

T = pj P 

V= {2(1-T). 1 +f3}
112 

1 - 1 1 + r2 

i19 = pAV 

2.4 Numerical experiments 

2.4.1 Computational conditions 

(2:.23) 

(2:.21) 

(2.25) 

(2.26) 

J\ few numerical experiments will be performed in order to dcmonstra.Lc the nulllcrica.l 
results concerning the flow properties in a nozzle. For the numerical calcula.Lion, a. gas­
particle mixture composed of air and water particles is treated. The physical conslanr~s a.<; 
well as the reference conditions adopted in this numerical experiment are Listed iu Table 
2.1. These parameters are fixed throughout the present paper. 

It is very difficult to specify the distributing function of the radius of the spherical 
water-particles mixing in the mist. Then, let it be assumed that ~o(fp) is somewhat 
arbitrarily given by 

(t~.27) 

where J is the normalizing factor. If it is assumed that the minimum and the maximum 
radii of the particles contained in the mixture arc specified as 

1'p,min = l.O[fLm) and fp,ma:z; = 50(/Lm), (2.28) 
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Table 2.2: Siz(' number i, dirnensionless particle radius and continuous distribution func-
tion. 

1 1'p(i) <Po(rv(i)) 
l 0.0375 O.Ia9l 
2 0.3392 0.7168 
3 0.6208 0.9~58 
4 0.902.5 0.8179 
5 1.18t12 0.5269 
6 1.'1658 0.2612 
7 J.7475 0.1053 
8 2.0292 0.0337 
9 2.3108 0.0087 
10 2.5925 0.0018 
11 2.8742 0.0003 

wr have .l = 1 /124.58[J1m-2
] . Again, the average radius lp0 has been found to be 17.396 

[Jtm], and the continuous distribution of the particle size from 1 [ttm] up to 50 [Jtm] is 
rrprrsrnted by eleven discrete sizes so that the size interval may be constant. Each size 
is madr dimensionless according to the definition by r,(i) = fp(i)jlp0 (i = 1"' ll). Table 
2.2 indicat<.'s thr size number i, 1'v(i) and <Po(1'v(i)). 

The two casrs arc considered in our numerical experiments, one of which corresponds 
t.o Llw case where the gas velocity do('s not reach the sonic state th roughout the whole 
nozzle length. In this case, t.he specified area method is applicable to the determination of 
th(' p;as velocity (s<'e Eq.(2.9)). The other corresponds to the case where the gas velocity 
is IH'yond I hr sonic state, and the specified pressure method is applied for determining 
the ga.s velocity (sec Eq.(2.10)). [n this case, thr pressure profile should be provided over 
t.h(' whol<' length of the nozzle axis. lf so, t.hc nor.;,le geometry can be des igned in accord 
with t.hc pressure profile. 

2.4.2 Numerical results of subsonic nozzle flow 

[;-irst., I he nozzle geometry should be given. rlcre, the sectional area of the no?.zle is 
assurn('d to consist of the two regions from the reservoir to the nozzle exit as 

in th(' rep,ion of x < 0; A= kx2 + 1 
in I h(' region of 0 ~ x ~ X E; A = 1 (2.29) 

in which x~~=25 is adopted. Also, we set L .. =l.O [mm] throughout the present paper. 
Here, the case is treated where 7J0 = 1.8 x 105 [Pa) at the reservoir. Figures 2.l(a) 

to 2.1 (c) give the variation of the prcssmc, velocity and temperature of the gas-phase 
along the nozzle axis x with 11 as a parameter. It should be kept in mind that v = 0 
corTrsponds to t.hc gas-only now. lt can be S('rn from these figures that p and T remain 
aln1ost tlllvari<'d from the reservoir up to a. certain position, but they rapidly change as 
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.c atLains zero. Also, \1 is seen Lo grow very gradually frotH the reservoir up Lo a certain 
position, and then Lo increase rapidly as .c -+ 0. In the region where the sectional area 
of the nozzle is constant (A = 1), (Hereafter, this will be called the parallel region) the 
variational bchaviors of p, V and T arc observed to be relatively smooth. In particular, 
for the case where v = 0, p, V and T remain unvaria.blc in Lhc parallel region. fJ is at 
a. higher state with v, while V is at a lower state. One should bear in mind Lhat the 
gas-phase pressure in the mixLurc flow is taken to be equal to. Lhe ambient gas pressure 
(J>e = 1.0 x 105[Pa]) at the nozzle exit (aL x = X 1£), and that M9 is determined in such a 
way as to satisfy the condition. 

Figures 2.2(a) to 2.2(c) give the variation of the particle velocity \~,{r7,(i)} (i; size 
number, sec Table 2.2) along the nozzle axis x. It can be observed that \lp{1'p(i)} is 
increased wiLh x, and the particles of a smaller size tend to travel at a higher v<'locity. 
Also, when vis decreased, Vp{1·P(i)} increases. 

Figures 2.3(a) to 2.3(c) indicate the relation between l\p{r1,(i)} and :r. The slip ralio 
is changeable along x, depending upon the particle size. 

Figures 2.1(a) t,o 2.4(c) exhibiL the variation of L1,{'r1,(i)} wiLh x. The variat.ional 
behavior of Lv(rp) is observed lo be similar to that, of K1,(r1,) in t,he forn1. L1,(rv) as well 
as J(1,(rp) lakes Lhe minimum value near x = 0. 

2.4.3 Numerical results of super sonic nozzle flow 

First, a pressure profile is given, such that p reaches unity as x -+ .r0 and p = 0.1 at 
X s = 25. Here, the following pressure profile, 

p = -kt g(x) + (1- k1); 
j({g(x)}2+1 

(2.30) 

is adopted. Here, k1=0.451000, k2=0.421457 and k3 =0.046614. We note that p = 0.528 
at x = 0 and the position of x = 0 corresponds to that of the throat for the gas-only flow. 
Figure 2.5 indicaLes the variation of p wiLh x. 

For the super sonic nozzle flow, the case is considered where jJ0 = 10.0 x 105 [Pa.] a.t the 
reservoir. Figure 2.6 indicates the variation of L with x, that is, the nozzle configuration 
along the nozzle axis, with vas a parameter. In this figure, it should be noled that v == 0 
corresponds Lo the gas-only flow, and that the throat is not located at x = 0, except for 
the case of v = 0. The throat exhibits the tendency Lo be located at the slightly negative 
side of x with the increase in v (at x = -0.102 for v=l, a.L x = -0. 185 for v = 3 <wd 
x = -0.244 for v=5). It can be seen from this figure that Lis extended in the convergent 
as well as divergent parts with an increase of the loading rat,io v. 

Figures 2.7(a) to 2.7(c) give Lhe variation of V, T and p along x, wiLh vas a paramct.cr. 
We note that the indication of these flow properties exactly obeys the axis of lhc noz,zlc 
configuration shown in Figure 2.7, particularly in the case where v = 0, '1'*=0.833 a.nd 
p.=0.634 at the throat (11. = 1). The values coincide with those calculated from T. = 
2/(/+1) and p. = ]J~h (= r11(-r-i); p. = 0.528). When v = 0, T is seen lo decrease rapidly 
near the throat, and then only gradually decreases as .r reaches XE. This is considered 
to be due to lhe the isentropic change of gas. Therefore, in this case, V increases also 
rapidly near the throat, and then very gradually decreases as x atlains the nozzle exit 
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figure 2.1: Variation of pressure (a), velocity (b) and temperature (c) of gas-phase along 
the nozr.le tl.xis. Note that ji0 = 1.0 x 105 [Pa], and that the gas-phase pressure in the 
mixture now is conditioned lo be equal to the ambient gas pressure ( = Pe) at the nozzle 
exit. 
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Figure 2.2: Variation of particle velocities along nozzle axis for v = 1.0 (a), v = 3.0 (b) 
and v = 5.0 (c). Note that i is the size number to present the particle rad ius. 
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f'igurc 2.3: Variation of slip ratio, defined in Eq.(2.l7), with nozzle axis for v = J .0 (a), 
IJ =3.0 (b) and v = 5.0 (c) (i:size number). 
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Figure 2.4: Variation of thermal lag factor Lp(1·v), defined in Eq.(2.17), along nozzle axis 
for v = 1.0 (a), v = 3.0 (b) and v = 5.0 (c). 
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Figure 2.5: Pressure profile along nozzle axis adopted. Note that this profile was previ­
ously given as a function of :r, and corresponds to Eq.(2.30) 
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Figure 2.6: Nozzle geometry calculated according to pressure profile shown in figure 2.5. 
Note that fio = 10.0 x 105 !Pal for the supersonic nozzle flow and fio = 1.0 x 105 (PaJ, 
and that gas-phase pressure in the mixture Oow is taken to be equal to the ambient gas 
pressure (Pe = 0.1). 
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(sec Figure 2.7(a)), alLhough this is closely rela.Led Lo Lhe pressure prorilc give11 in the 
form of Figure 2.6. However, it is apparenL from these figures iha.L the case where .11 =J 0 
is differenL from the case of v = 0. Thai is, T decreases once rapidly near the throat., <wd 
thereafter increases towards the nollzle exit to a considerable degree. Again, 1' is observed 
LObe higher in the divergent parL of Lhe nozzle with Lhe increase in v. On the other lha.nd, 
\1 becomes large sharply near the throat, but sornewhat gradually decreases as x reaches 
Xe. Futthermore, p decreases with x in a form similar to the pressure profile. p in the 
case where v =J 0 is small in comparison with the case of gas-only flow (sec Figure 2.7(c)). 

Figure 2.8 indicates Lhe variation of M(= V/VT) against x, with vas a parameter. 
For the case where v =J 0, the x-axis of J\1 = 1 is sceu to be located downstream from the 
Lhroat, and such a Lendency presents itself in a more conspicuous manner as vis increased. 
Also, M increases rapidly near the throat, and then decreases gradual ly towards the nozzle 
exit for the case where v =J 0. The variational behavior of 1\!I against x is simi lar to that 
of V in the form . 

Figures 2.9(a) to 2.9(c) give the variation of \tj,{rp(i)} against x, with i as a parameter. 
It can be seen from these figures that Vp{1·1,(i)} is , as a whole, increased with x, except 
for the case where i = 1. Particles with a smaller radius tend to flow aLa higher velocity. 
Again, the increase in v brings about the decrease in particle velocities. In acldiLion , it 
is interesting to note that only the particle velocity profile of i = 1 is near to t.he ga:-; 
velocity profile corresponding to the same loading ratio. 

Figures 2.10(a) to 2.10(c) show the variations of K p{1'11(i)} along x, with i as a param­
eter. It is clear from these figures that J<P{1·P(i) } becomes higher as r, beco111es Slllal lcr. 
Again, I<p(r P) decreases in the region from the reservoir to the throat and the invcr:sc oc­
curs downstream from the throat. Furthermore, it should be stressed that the difference 
in v does not give a significant change to the slip ratio. 

Figures 2.11(a) to 2.11( c) exhibit the variation of Lp(1'p) along x, with i as a parameter. 
This is similar to the case of the slip ratio. L1,(1'p) also decreases upstream from the throat 
and the opposite occurs downstream from the throat. 

2.5 Discussion 

According to the theoretical procedure described in the th ird section, a few calculation 
examples have been demonstrated. 

First, we discuss the numerical results for the subsonic nozzle flow. In this ca . .se, a.ll 
of the flow properties ha.ve been calculated on the basis of the nollzle geometry given in 
Eq.(2.29). What is remarkable is that the flow properties vary even in the parallel region 
for the case where v =f 0, while for v = 0, p, T and V remain unvaried in the parallel 
region. 

Now, we wish to discuss the effect of the reservoir pressure p0 . In order to do so, we 
treat the case where v = 3. The other computational conditions arc the same as the 
previous case. Figure 2.12 gives the variation of the local Mach number of the gas-phase 
along the nozzle axis with p0 as a parameter. It can be seen from this figure tha.t AI 
reaches unity at x = XE with the increase in p0 • 

As mentioned above, Eq.(2.9) is singular in the transonic region. Therefore, when the 
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Figure 2.i: Variation of velocity (a), temperature (b) and density (c) of gas-phase along 
nozzle axis. 

25 





1.2 

1 - 1 
1.0 

0.8 
-Q, 

" !. 0.6 

> .... 
Q, 0.4 

> 

0.2 (&) V • 1 

0.0 

-25 -15 -5 0 5 15 25 

X 

1.2 

1 - 1 
1.0 

0.8 
-Q, 

" 
!. 0.6 

> .... 
Q, 

> 0.4 

0.2 (b) V • 3 

o.o 
-25 -15 -5 0 5 15 25 

X 

1.2 

i . 1 
1.0 

o.a 
Q, .. 0.6 

!. 
> .... 0.4 Q, 

> 

0.2 

0.0 

-25 -15 -5 0 5 15 25 

X 

Figure 2.10: Variation of Kv(rv), dcfiued in Gq.(2.17), along nozzle axis for v 
v = 3.0 (b) and v = 5.0 (c) (i:size nulllbcr). 
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Figure 2.12: Variation of local gas-phase Mach number along nozzle axis with p0 as a 
parameter (fie = 1.0 x 105 [Pa] and v = 3). Note tha.t the nozzle geometry given by 
Eq.(2.30) is adopted in this calculation 

Alp RP Rvo 
V = - .- = - = - -- = Vo 

M9 P Po 
(2.:tl) 

it is clear, comparing the above relation with Eq.(2.l6), that ifv = Al9 . That is, the 
mass flow rate of the particle-phase is equal to that of the gas-phase in the dimension less 
space. It can be said that ~his is true also for the subsonic nozzle flow. However, it does 
not hold true that i19 = Mv in th~ dimensional space. 

Again, it should be noted that !Ylv decreases in v. ln the present numerical experiments 
A1v=0.19908 at v = 1, Mv=0.40702 at 11 = 3 and N/p=0.35271 at v=5 for the supersonic 
nozzle flow. From Eq.(2.15), we have, 

• • - - - r - 1/2 • .-
AJ9 = A19 p0 A.(T/ .HTo) and Mv = vJ\19 ("L:n ) 

where R is the g_?S constant. Thus, Nfv = 6.09 x 10-3 [kg/s] at v = 1, i\.11,=0.0149 [ikg/s] 

at v = 3 and Mv=0.0215 [kg/s] at v = 5. In passing, for the above subsonic no:~-zlc 
O_?w, ilv=0.42593 at v = 1, Mv=~.31366 at v = 3 and J\fv=0.25894 at v = 5. A,gain, 
Alp= 9.36 x 10-4 [kg/s] at v = 1, J\lv = 2.06 x 10-3 [kg/s] at v = 3 and ilv = 2.86 x 10-3 

[kg/s] at v = 5. 
Finally, the position where J) = 0.994 has been regarded as the end point of the equi­

librium region. Therefore, we should be like to emphasize that the perturbation bct·wecn 
the equilibrium and the non-equilibrium nows has been made at the above positio1n for 
the supersonic nozzle flow. 

2 .6 Conclusion 

We have constructed a system of equations governing the nozzle flow of gas-particle mix­
ture to evaluate all of the flow properties in the flow field. It has been stressed that 
the equation to determine the gas-phase velocity plays an important role from the point 
of view of the numerical treatment. Eq.(2.9) is clearly singular in the transonic rc1~ion. 
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Thrrrforc, for the subsonic nozzlr now, all of the flow properties have been calculated on 
the basis of the noz:de geometry with the parallel region by the specified area method. 
What is rcmarkablr is that the flow properties vary even in the parallel region for the case 
11 f= 0, while for v = 0, lhe prf'ssure, temperature and velocity of the gas-phase remain 
unvarird in the parallrl rrgion. 

Nrxt, for the supersonic nozzle riow, the specified pressure method has been employrd 
by a prcssmc prorile given alon~ t.hr nozzle axis. All of the flow properties in the whole 
rrp,ion from the subsonic now to tiH' supersonic flow have been obtained in accord with 
thr p;ivcn pressure profile. Again, it has been demonstrated that the nozzle configuration 
can br clrsigned according to the drsired pressure profile. 

1 n conclusion, we note that thr theor<'lical procedure mentioned hrrc has the attractive 
aspect whereby the nozzle flow of the gas-particle mixtme can be exactly understood from 
a numrrical point of view. 
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Chapter 3 

Numerical analysis of gas-particle~ 

two-phase subsonic freejets 
[18] 

3.1 Introduction 

Gas-particle flows are used in a wide range of various industrial applications such as cy­
clone separators and classifiers, pneumatic conveying of powder, spray drying and cooling, 
as well as mist cooling, which is commonly applied to the secondary cooling zone in the 
continuous casting process of slabs. For analyzing gas-particle flow through a nozzle, a 
number of models have been developed. We also have extended the quasi-one-dime11sional 
flow model which was described by Zucrow and lloffman[l] to the case where the contin­
uous distribution of particle size is present, and we have nearly established the a.na.lytical 
procedure to evaluate all of the flow properties for both gas and particle phases in a nozzle 
[2-4]. 

Gas-particle flows arc characterized by coupling between phases. The thcrmad cou­
pling through heat transfer from the gas-phase to the particle-phase and the momentum 
coupling through aerodynamic drag responsible for particle motion must be incorporated 
in the numerical flow model. 

Next, as discussed by Crowc[5], the flow of gas-particle mixture can be categorized 
according to the significance of particle-particle collisions on particle motion. A flow in 
which particle motion is controlled by collisions is a dense flow. A flow in whcih particle 
motion is controlled by the aerodynamic forces on the particle is regarded as a dilute flow. 
The delineation between dilute and dense flow is qualitatively established by the ratio of 
the aerodynamic response time TA to the time between collisions re. If TA/rc < L, a. 
particle has time to respond to the local gas velocity field before the next collision so its 
motion is dominated by aerodynamic forces. In such case, the flow can be regarded a.s a 
dilute one. Also, Ishii et al. [6] have quantitatively given the criterion for the dilu1~eness 
of gas-particle suspensions from a little different angle. They state that the except some 
extreme situations particle-particle collisions can be neglected if the particle mass loading 
ratio vis 0(1) and hence the particle volume fraction cp is 0(10-3). The effect of rollisiom; 
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is neglcctrd in tiH' prcs<'nt numerical model, because the mixture composed of air and 
watrr-droplrt will be trt'atcd in an allowable range of v. 

This cha.pter is concerned with a nun1erica.l anrtlysis of subsonic gas-particl(' free jrt.s 
exhausted from a round nozzlr into a quiescent gas. Thrrcfore, a systrm of equations 
govrrning tht' nonrquilibrium, strady and quasi-onC'-dimensiona.l nozzle flow of gas-particle 
mixture is numerically solved from a reservoir to a nozzle exit, and then all of the flow 
properties at the nozzle exit arc applied to the boundary condition of two-phasr free jets. 
The numerical model for gas-particle flows is constructed by incorporating the particle 
trajectory method[? ,8) into the system of gas-phase equations in the so-called two-fluid 
modr1[9]. The particle clouds arr divided into a. large number of small subclouds according 
to lshii et al.[6]. In rllch suhcloud, the particles are approximated to have the same 
velocity and temperature. Thr particle flow field is solved by following the bchavior of 
all the suhclouds in the Oow field. 'rhe axisymmrtric Navier-Stokes equations for the 
gas-phase interacting with thr particle-phase are solved using the Stokes hypothesis. ln 
estimating t.hc momentum and energy transfer rates between gas and particle phases, the 
contributions from the clouds to the gas-phase arc averaged in a computational cell with 
an a.ppropriate cross-sectional area. The present calculations arc performed with a single 
part.irle size. Thr(~e c;u;es arc treated where f 7, = 0.5Jtm, 2.5Jtm and l5Jtm, respectively, 
where fr denotes the radius of droplet. Again, the mass loading ratio is taken to be 
110 = 0.3 in a reservoir for any case. 

3.2 Governing Equations 

The now model for gas-particle mixtures is built up on several usual assumptions as 
follows; 

(I) Particles arc spherical water-droplets with a uniform diameter and a constant spc­
ci fie heat. 

(2) Particles occupy negligible volume and are discrete, so that particle-particle collision, 
agglomeration and/or decomposition of the particles are neglected, as mentioned 
already. 

(3) Gas-particle interaction occurs through aerodynamic drag responsible for particle 
motion. 

(tl) Energy exchange between particles and gas occurs only through convection. 

(5) Particles have a. uniform internal temperature. 

(6) No phase transformation takl"s place. 

(7) Effects of gravity a.ncl fluid turbulence arc neglected. 

The equations governing the two-phase flow are described by introducing the following 
nondirncnsional quantities: 
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(3.1) 

where l, x, y arc the time, axial distance and radial distance, respectively; p, p, u, v, T 
and c are the density, pressure, axial velocity, radial velocity, temperature and speed of 
sound of the gas, respectively. L is a characteristic length of the flow field and the nozzle 
radius at the exit is taken as L. The subscripts 0 and p dcuote the reference conditioll 
and particles, respectively, and ovcrbars denote the dimensional quantities. 

3.2.1 Particle-phase 

A discrete particle-cloud model[6) is applied to solve the particle-phase. ln this model, 
a whole particle cloud is divided into a large number of small subclouds. The pmticlc 
flow field is obtained by following these individual subclouds separately in the whole now 
domain. 

By labelling the particle subcluods subscripts k(k = 1, 2, 3, ... ) and dcuoting the veloc­
ity components and temperature of a particle located at. (x1,k(t),Yvk(t)) by (1Lpk(l), Vvk(l)) 
and 1~k(t), respectively, the momentum and energy equations the k-th particle subcloud 
arc expressed by 

d~t = I pk (3.2) 

in which 

E -p-

u.l, 

Vp 

I p = Ap(u -ttp) 
Av(v-vp) 
flp(T- ~~) 

The parameters AP and Bp are defined by 

A = fv fJ _ 2g1, 

P l\ 1 
P - 3f rPrO 

in which 

f - CD 
p-

CD,Stoke:s 
1 

Nu 
gp=---

Nu.stoke:s 

(3.3) 

(3.4) 

(3.5) 

r - fA o - cpp 'Y = cP.Q (3.6) 
r - T[i'' - Cpg I Cvg 

Again, Cv9 and Gp9 arc the specific heats at constant volume and pressure of the gas, Cr1, 

is the specific heat of the particle material. 'Y is the specific heat ratio of the gas. CD is 
the particle drag coefficient and Nu is the Nussclt. number. The subscript Stokes denotes 
the Stokes flow regime. Also, TA and fF arc defined by 
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(3.7) 

JicrC', Pmp is the material density of the particles, and ji. is the gas viscosity given by 

- Ts ft = fto (3.8) 

whrrr o is an appropriate constant. Again, the following non-dimensional properties, 

Ft 
11 =-- , 

/lO 
(3 .9) 

arr introduced, where A is the thrrmal conductivity of the gas. 
C/) a.nd Nu used in the present study arc those given by IIenderson[1 0) and Carlson & 

Tloglund [ll), respectively. This sphere-drag coefficient accounts for rarefaction, inertial 
and comprcssibility effects and also that of a temperature difference between the particle 
and the gas. In addition, virtual mass force, pressure gradient force, and Basset force are 
all neglected . An order of magnitude study based upon the equation of motion given by 
~Taxry and J1C'ily[12) reveals that virtual mass and pressure gradient arc of the order of 
pj Pm1,, and Basset force is of order of (pj Pmp) 112

• Since (p/ Pmp) is of order of 10-3 for 
(I l.ypical gas-water droplrt now system in this study, the neglect of those forces may br 
justiric•d. 

For an axisymmetric flow system, the particle cloud in the physical space forms a ri ng 
cloud. ~enoting ~he number of particle contained in the k-th cloud per unit depth by 
Nrk = ( NrdnrEI L2

), whrre nre is the number density at the nozzle exit, the number of 
particles in the subcloud can be given by 2TrypkNrk· Thus, we have 

Npk = (y;dvvdN;k (3.10) 

whcrr the aslc'risk denotrs the conditions of particles at the nozzle exit. 

3.2.2 Gas-phase 

lnt roducing the Stokes hypothesis, the systrm of the axisymmetric Navier-Stokes equation 
for the gas-pha.'>e interacting with the particle-phase is given by 

fJQ fJF 1 8F2 oG, fJG2 1 
--::;-

1 
+ -::1 + !l + -i:) + ~ + - H + HP = 0 (3.11) 

(; f; X uy X uy y 

in which 
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pv puv , pv2 +PI! ' 
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V Np 
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pE 

0 
fz 

n,,emp 
V E = --'----'-

PE 
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(3.1:!) 

(3.14) 

(3.15) 

Tnblc 3.1: Physical pararnrtNs for gas and droplets adopted. 

Cas( Air) Part.icle(Water droplet) 
r=l.4 C,, =4187 J /kg·K 
C,9 = 1 009 J /kg· l< Pmv = 1000 kg/ m3 

vo = 2.0 x 10-5 Pa·s 
/\o =0.028 \V /m· I\ 
o =0.76 (se<' 8q.(3.8)) 
f3 =2.68x I0-3 K- 1 (sec 8q.(3.9)) 
Pr=0.71 

Ilcrc, the summation including in 8q.(3.14) is taken over the cloud whose centers (x,k, yPk) 
are in the computational cell with the sectional area Sv(= D.x · D.y). The subscript E 
clcnotrs the nozzle exit condition. Also, fiv is the number density and mv = (4/3)7rf;Pmv· 

In addition, the total energy per unit volume of the gas e and the sound of speed c 
arc given by 

(p = pT) (3.16) 

(3.17) 

3.3 Numerical Procedure and Computational Con­
dition 

Flow fields of gas-particle two-phase subsonic free jets are solved as a perturbation from 
the nozzle exit condit ion . Therefore, the system of equations governing the ga.'>-particle 
mixture Oow in a nozzle (2] is numerically solved for determining the nozzle exit condition. 

The gas-particle mixture composed of air and water-droplets of a single size is treated. 
Thrrr cases arc considered where fp = 0.5Jtm, 2.5Jtm and 1 5Jtm, respectively. The mass 
loading ratio is assumed to be v0 = 0.3 in a reservoir for any case. 

The nozzle geometry is given by A = (x + 5 )2 + 1 for x ~ -5 and A = 1 for -5 < :r ~ 0, 
wiH'r<' A clenotrs the sectional a.r<'a of the nozzle. It is noted that the nozzle exit f\t x = 0 
corresponds to the origin of the jrt axis. The nozzle radius in the constant area region is 
set to h<' L = D /2 = 5 X 1 o-3 m. 

Th<• reservoir condition is that (Jo = 1.8 x 105 Pa and 1'0 = 323K. The ambient ga.'> 
condition is that j500 = 1.0 x 105 Pa and 7~=300 J<. Thus, the initial gas condition is 
that p = 0.556, T = 0.929 and u = v = 0 over the whole computational domain. Physical 
constants of th<' gas and particles used here arc listed in Table 3.1. 

The numerical How propertirs t\L Lhc nozzle cxiL arc shown in Table 3.2. It is noLed 
that 111;; = 0 and PE = 0.556 for all r,.. The numerical results at x = 0 are applied to the 
jet bo11ndary condition at the origin of the free jet region. 
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Figure 3.1: Geometry of computational domain. 

The equations for the gas-phase consist of the in viscid terms, the viscous terms, the ax­
isymmetric term and the interaction term by the presence of particle-phase. The inviscid 
terms arc solved by using a TVD(Total Variation Diminishing) scheme by Chakravarthy 
and Oshcr [13] and the other terms arc solved by using the central differencing scheme. 
Therefore, the computational domain is divided into a number of small cells and the 
physical variables are defined at the cell ccuter. Also, the physical variables a.t interface 
between two neighboring cells are calculated by the Roe approach [14]. 

Figure 3.1 indicates the geometry of the computational domain. The domain size 
corresponds to 10..0 in the axial direction and 5..0 in the radial direction in a. half section. 
Here, the computational domain is divided into 400 x 200 cells in the x- and y-directions, 
respectively. 

We wish briefly mention the boundary condition of the computational domain. The 
ambient gas condition is imposed to the upstream boundary BC, the side one CD and the 
downstream boundary DE, the symmetric condition is clone to the jet axis, AE, and the 
jet condition is applied to the jet exit plane AB [15]. 

Here, we consider the effect of selecting the cell size, 6x(= 6y), on the numerical 
accuracy. 6x is determined by dividing the nozzle radius in n equal parts. For various n 
values, the numerical experiments have been performed for single-phase(gas-only) flows. 
The results have been compared with each other. Figure 3.2(a) indicates the calculated 

Table 3.2: Numerical :flow properties at nozzle exit for fv = 0.5J..tm, 2.5f1.m and 15Jun, 
res pccti vely. 

rv(J.Lrn) UE T~:; UpE VpE 

0.5 0.783 0.928 0.780 0.930 
2.5 0.775 0.903 0.706 0.957 
15.0 0.799 0.874 0.452 0.989 
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Figure 3.2: Preliminary check on effects of mesh size (a) and computational time step (b) 
on numerical accuracy. Note that for the check of the numerical accuracy, the pressure 
distribution of ~as-on ly jcL flow in an a.xiaJ direction is taken for example, and that com­
putations shown in Fig.3.2(a) arc performed on the CFL number, J =0.2. Also, n =30,20 
and 10 correspond to .6.x = 1/3, l/20, and 1/10, respectively. 

pressure distributions along y = 0.05 at L=l7 for n=l0,20 and 30,respectively. We wish to 
add that the value of n =20 is corrected by the Roe approach . The numerical error is at 
most 3.8 percent between n=lO and 30. Accordingly, 6x=0.05, corresponding to n=20, 
is selected in the present simulation. 

Next we consider the effect of computational time interval, 6l, on the numerical 
accur(l.cy . .6.L is determined by the CFL(Courant-Fricdrichs-Levy) condition for the gas­
phase flow [1 6]. The numerical results ohta.ined by various CFL numbers have been 
corn pared with each other. Figure 3. 2(b) ind icatcs the pressure distributions along thr 
:r-a.xis(prcciscly, y=0.025) at t=l7 for /=0.1,0.2 and 0.'1., respedively, where f is the CFL 
number. The numerical result of f=0.4 is observed to be oscillatory downstream. No 
significant difference is recognized between f=O.l and 0.2. Therefore, we have selected 
/=0.2 throughout the present sirnulations. Also, we have found that. 6t determined by 
this f is a.lw().ys much smaller than two kinds of characteristic non-dimensional times for 
tlw particle phas<' T7>v(= /\; 1

) ttncl TpT(= u; 1
) . Therefore, this 6L is also used for the 
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particle-phase soluUon. 
For the purpose of obtaining the time-converged two-phase flow structure, I hr numer­

ical results at a sufficiently large number of tilllc steps arc required owing to using an 
explicit Lime-dependent difference scheme. ln the present caJculation, the gas-only flow 
field is solved for the first 10000 time steps, and then two-phase flow field is solved for the 
next 15000 time steps so that the time-converged solutions may be found in as a. short 
computational time as possible. 

3 .4 Numerical results 

lu this section, the bchavior of particles in the gas flow is demonst.rat.cd in d<·l.ail. The 
particles are exhausted at y;k = (k- 0.5)/30 (k = l "' 30) on the uozzle exit. plane <:Lt 
every time interval t:lt . 

Figures 3.3(a) to 3.3(c) give the centcr locations of particle subclouds along strcakliucs 
in the mixture jet flow for fp=0.5, 2.5 and l5J.un, respectively. It is noted that the particles 
in these figures arc limited to only those exhausted at every 20 time steps. From these 
figures some significant and interesting features wi ll be pointed out. The fluctuating scale 
in particle motion may be considered to depend upon the particle size. We notice, at a 
glance, from these figures that for smaller particles (rp = 0.5J"'m), the fluctuation of th<' 
particle motion begins to occur in a relatively downstream region. This may be based 
upon the fact that the gas-phase continues to maintain more momentum to a relatively 
large distance in the axial direction, because the velocity and temperature of the particle­
phase with fp = 0.5J.Lm at the nozzle exit arc very similar to those of the gas-phase. On 
the other hand, for larger particles, the difference in velocity and temperature between the 
gas and particle phases becomes larger at the nozzle exit, and therefore the nuctuation of 
the particle motion begins to occur considerably upstream. 

Figures 3.4(a) to 3.4(c) show the contours of equal vorticity ((= fJvjfJ:r- iJufoy) for 
7'p=0.5, 2.5 and 15 J.Lm, respectively. We find that vortical structures occur due to the ve­
locity difference between the main jet flow and the ambient gas at the jet boundary(l\clvin­
Helmholtz instability) . Comparing Figs. 3.3(a) to 3.3(c) with Figs. 3A(a) to 3.tl(c) for the 
corresponding particle radius at the same time, we can find that the region with relatively 
large vorticity roughly corresponds to the particle-free-region. Chung and Troutt[ 17] stalr 
that particles tend to move away from the core of larger-vortex structures. The present 
numerical results arc quite consistent with their results. One of the most important fea­
tures to be noted in the present simulation is that a perfectly time-convcrgcd(stcady) 
solution, in the conventional sense, can not be reached, even at t --+ oo. llowevcr, the 
global flow structure of the gas-particle mixture jet does not change with time. Rather, 
the vortical structures occur at the nozzle exit somewhat periodically. The vortices arc 
convected downstream and agitate the jet boundary. That is, when a vortical structure is 
convected some distance downstream, another new vortex is produced at the nozzle exit. 
Thus process is repeatedly continued. 

Figures 3.5(a) to 3.5(c) give the pressure distributions along the jet axis (strictly, 
y = 0.025) for r·v = 0.5, 2.5 and l5J-m~, respectively. It can be seen that pressure be­
comes almost constant upstream and fluctuates downstream, and that the position where 
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Figure 3.3: Locations of cenlcrs of particle subclouds along streaklines for fp = 0.5Jtm(a), 
2.5Jtm(b) and l5Jtm(c). 
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Figure 3.4: Contours of equal vorticity ( of gas flow. Note that these contours are drawn 
by dividing the difference between the maximum and minimum valucs((max and (nun) into 
10 equal parts. 
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Figure 3.5: Distributions of gas pressure along jet axis. 

prrssurc begins to rhangr depends on thr particle radius. The wavrlength of pressure 
variation srcms to be rqua.l to 2/) or so. One of the most interesting featurrs is that the 
low-pressmr locations along the jet <txis agrre roughly with the x-coordinate of those with 
the larger vorticity(scr Pig. 3.4), where l.he radial distance of outermost particle stream 
brcomrs smaller (sec Fig. ~.3). 

Figures 3.6(a) to 3.6(c) indicate thr vrlocity distributions for the gas and particle 
phascs along the jet axis. llcre, the gas and particle phase velocities indicate V = 

(u2 + v2
)

1
/

2 and Vr = (u; + v;) 112
, rcspectivrly. The behavior for both V and V,, is 

sren to be widely different depending on the particle size. V,, for smaller particles 
(rp = 0.5JLm) almost pcrfcctly responds to the velocity fluctuation of the gas now. ITow­
rvcr, for ·r, = l5Jtm, the particles do not have sufficient time to respond to the changing 
vrlocity field of the gas-phase. The particles of r, = 2.5Jtm reveal the intermediate velocity 
response between thr cases of fv = 0.5Jtm and 15 ftm. 

f'igures 3.7(a) to 3.7(r) show the temperatme distributions for the gas and particle 
phases along the jet axis. The particle temperature Tv for a larger size (i~v > 2.5Jtm) is 
almost constant regardless of a considerably large temperature fluctuation of gas-phase. 
This may he considNed to be due to the <'ffect of the thermal inertia. On the other 
hand, the behrtvior of 7~ for smaller particles(fv = 0.5f1.m) is analogous to that of Vv 
and roughly responds even to the small temperature fluctuation of gas-phase. It may be 
concluded that the now structure of two-phase mixtures containing particles smaller than 
1·, = 0.5Jtm is approximately in velocity and thermal equilibrium between the two phases. 
That is, the transfrr rllte for both momentum and energy between the gas and particle 
phases is extremely sensitivr for the case of smaller particles. 

Pigures 3.8(a) to 3.8( c) give variations in gas-phase pressure with time at five fixed 
positions(.r = j /);j = I """5) along the jrt axis from 1=50 to l=90. rt can be seen from 
thrsr figures that the pressmc variation with time occurs negligibly slightly upstream 
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Figure 3.6: Distributions of gas-particle velocity \1 and particle-phase velocity \ ~, along 
jet axis. 
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Figure 3. 7: Distributions of gas phase temperature (T) and particle-phase temperature 
(Tp) along jet axis. 
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Figure 3.R: Variation of pressurf' with Lime at five points (x = jD;j = 1 ""5) along jet 
axis from l = 50 to l = 90. 

and apprrcinbly strongly downstream. Also, for the case of fp = 0.5ttm, the amplitude 
of variation is very small even in the downstream region, while for larger particles the 
pressure fluctuates in a wide range. It is clearly understood that the pressure wave 
propagatrs from upstream to downstream with an almost constant velocity. 

Pigu rf's 3.9( a) to 3.9( c) indicate the time-averaged pressure and temperature of the gas­
phase ov<'r the time range from 1=60 to l=90. Both the pressure and the temperature arc 
kC'pt almost constant everywhNC' along the jet axis for the three particle sizes, regardless 
of i)('inp; an apprcciabiC' fluctuation of instantaneous pressure and temperature. 

3.5 Experimental 

EssC'nti<llly it would be desirahlr to cfllcula.te mist flows for which experimental data arc 
available so that a direct comparison could bC' made. Unfortunately, experiments which 
provide Sll mcient dRt.a to specify t.hr mist flows do not appear to exist. Therefore, we have 
made a very simple experiment hy using the rxperimental setup shown in Figure 3.1 0. 
The air mist nozzle (J<yoritu Gokin, KNT type) is attached on the top of the chamber. 
The straight nozzle of 2mm in diameter and :lmm in length is equipped on the bottom of 
the chambrr. The p;a.s-water droplets mixture is nrst injected from the upper nozzle into 
the chamb('I', and then exhausted from the straight noz~de to the atmospheric surrounding. 
The purpose of chamber would be that the two-phase jet now from the upper nozzle is 
once stap;nant so that the computational condition could be satisfied. However, in reality, 
an a.ir/waLcr separation appears to partly occm at the chamber bottom. This has been 
connrmecl by the variation of droplet size along the jet axis. In the present experiment, 
the droplrt. size distribution, a.s well a.c; the velocity distribution, ha.c; been mea.c;ured by 
i\11 LDJ\(L<tscr-Doppler anemometry) syst('m. 
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Figure' 3.11: :01ean dropiC'l diameter distribution along jet axis measured by LDA sys­
tem(a) and comparison of mean droplet velocity distribution measured by LDA system 
with calculated one by using present numerical model. Note that 100 samples arc taken 
at measurement of one time as data for diameter as well as velocity, and that the time 
of measurement of one Lime as data for diameter as well as velocity, and that the time of 
measurement is all twice at the individual measuring point. 

llerf', it should be noted that this LDA system, which is called the phase doppler 
particle analyzer, can measure not only the particle velocity, but also the particle size. 
Basically this belongs to the same optical system as the conventional LDA one, but three 
detC'clors are C'quipped at a constant space behind the receiver window. A particle passing 
through the crossing point of two beams scatters the light, and thereby the interference 
flingf' pattern occurs. The Oinge intcrvaJ is proportional to the particle size and the particle 
size is determinable by measuring the spatial frequency of interference flinge pattern. 
Again, this system can bC' applied to a sphNical particle of 0.5Jtm to 3000Jtm in diameter. 
But, t.hr errors within plus or minus 1.0 prr cent or so for larger particles(> l00Jtm) and 
within 1.0 percent or so for smallrr particlrs (~ 5Jtm) seem to be unavoidable. 

The droplet size ranges from 7 Jtm to 75Jtm downstream of tlOmm from the straight 
nm~zlr rxil. and the droplet velocity rangC's from 15m/s to 75m/s in the region between 
20mm and lOOmm from the nozzle' exit. Also, the mass loading ratio has been measured 
to be 1.2. 

Figure 1.1 l{a) indicates the mrasured mean droplet diameter distribution along the 
jet axis. Tt can be seen that thr relatively large droplets at the locaLion of 20mm from 
the nozzle exit diminish in mean diameter downstream from there. Further, we note that 
the droplet size could not be measured in the region from the nozzle exit to the location 
20mm or so downstream from it. ' f'his may be due to the fact that a stable droplet size 
is not achieved near the nozzle C'xit. 

J\ lso, it must. be noted that it was impossible to mea.c;ure the gas-phase velocity owing 
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t.o the preseuce of water droplets. Even though the measurement is made by in cludin~ 
small seed particles, the results so obtained must be unreliable due to the stickinl!, effect 
of these particles and water-droplets. 

It has been found that the mean droplet velocity distribution along the jet axis mea­
sured by the LOA system remains almost constant in the region between 20 and 50mm 
from the nozzle exit. This implies that in such region the two-phase fiow is kept ap­
proximately in velocity equilibrium. Therefore, for computational purpose, the gas and 
particle phases have been assumed to be in equilibrium with each other at the noz<de exit 
and the droplet velocity at the nozzle exit has been approximated to be the same as the 
measured mean droplet velocity. 

The volume mean diameter, as well as the mean velocity has been obtained on the 
basis of the data processing. Such mean values have been introduced to computational 
data so that the calculation could be carried out. 

Practically, the droplet velocity distribution has been calculated by using the present 
model on the condition that 'ilE = fl.pE =42m/s, rp =l8.5Jtm and vc,·=J .2. Figure 3.1 1(b) 
indicates the comparison of the calculated result with the measured one. 

3.6 Discussion 

To predict the particle motion in the jet flow, a Lagrangian approach is followed. The 
trajectory of each particle in the flow is numerically solved directly from the equations 
of motion. Some assumptions in the particle motion analysis have been introduced. We 
have already demonstrated that the neglect of virtual mass force, pressure gradient force 
and Basset force is justified on the basis of an order of magnitude study[l2]. Also, the 
effect of fluids turbulence has been neglected in this analysis. The inclusion of this is 
inhivitively costly in terms of computer time and memory, in particular, for the two­
phase now problem. However, it may be valid from the numerical results presented here 
that no turbulence model is needed to establish the overall nature of the flow . 

Next, in spite of drastic approximations, very good agreement between the calculated 
and the experimental results has been obtained. In this analysis, the assumption that 
the gas-phase is in velocity equilibrium with the particle-phase at the nozzle exit has 
been used. In reality, it may be reasonable to consider that at least in the vicinity of the 
nozzle exit the gas-phase is deviates from equilibrium with the droplet-phase, and that 
the former velocity at the nozzle exit is higher than the mean droplet ones measured in 
the range from 20nun to 50mm from the nozzle exit, while the latter velocity is lower than 
the measured values. However, a vclodty equilibrium stale may be reached immediately 
downstream from the nozzle exit(scc Fig. 3.ll(b)). We consider from such a point of vie•.v 
that the above assumption is not so far from the truth at least in the present situation , 
although it is very difficult to concretely discuss the validity. 

Furthermore, we discuss the problem to characterize the particle bchavior in a gas flow 
from a qualitative point of view. Chung and Troutt[ 17] have numerically analyhed the 
particle dispersion in an axisymmetric jet by following part iclc trajectories in a jet flow 
simulated by discrete vortex rings. According to their analysis, the effectiveness of the 
large turbulent structures for moving particles in the mixing region can be characterized 
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hv ttw St ok(>.<; numbrr, that is, the ratio of the aerody_namic response lime f" of a partic!c 
d~flncd by Eq.{1. 7) to the charactNistic time scale D /fiE of the flow Geld. For t.hr ratiO 

1,.(= f>m
1
,(2rp)2us/1 8vD) » I, thr parlirlcs will not have sufficient time ~o res~ond to 

the ,!!;aS flow and will move in nearly rectilinear path. For,,. ~ 1, the parttclcs wtll havr 
sufficient time 1 o respond to the spreading velocity Geld of the gas jet. On the other hand , 
for thr condition ,,. "'0(1 ), the p,as jet may br able to temporarily capture the particles 
and fling t.hem beyond the fluid momC'nt.um mixing region. 

The Stoke'S numbers for these individual mixtures arc that "Yr = 0.08 for 1-;P = 0.5Jlm , 

1 ,. = 2.0 for r r = 2.5JLm and "Yr = 75 for 1'p = l5Jtm, respectively. ~he prrs:nl rrsu.lts 
shmvn in Pigs. 3.6(a) to 3.6(c) and Figs. 3.7(a) to 3.7(c) arc clearly qutte conststent wtth 
the previous discussion. 

3. 7 Conclusion 

For undrrstanding bchavior characteristics of gas-particle two-phase free jets practically, 
a. systrm of equations for the gas and particle phases ha.c; been numerically solved for thr 
mixturr composed of air and watrr-droplrt s. There arc some variations in the inst anta.­
nrous flow properties of thr p;as-phasc drpending upon the size of droplets conta.inrd in 
thr mixt urr, but timr avcral!,cd valurs over a time period show a quasi-steady flow state. 
TIH' vortical structure occurring ;tl the jcl. boundary of the nozzle exit is convected along 
the boundary downstream and agiat.cs the jet flow. 

Again, the numerical water-droplet velocity distribution calculated by using the present 
flow model has been comparrd with the measured values. The overall agreement ha.<> been 
found Lo br rcmarkablr good . 

Additionallv, it has been confirmed that. the response of the particle motion to the ga.<; 
flow can be sp~cinecl by the Stokrs number, and that the flow structure of mixture with 
very sma.ll particles is in thr velocity and thermal equilibrium between the two-phases. 
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Chapter 4 

Numerical analysis of flow patterns 
of impinging liquid sprays in a cold 
model for cooling a hot flat plate 
[15] 

4.1 Introduction 

Thcrr arc many industrial situations in which a fine liquid spray contacts and cools a 
surfacr which is at a temperature in excrss of thr liquid saturation temperature. This 
prorrss is commonly callc•d tiH' spray or mist cooling. Tn iron- and steel-making industries, 
the mist cooling method is an established technique and applied to the secondary cooling 
in t hr continuous casting syslrrn so that a comparatively precise cooling ma.y be achieved 
to optirnize the withdraw vrlocity of cast slabs and the position of the crater end. 

The purpose of the resra.rch reported herein is not to identify the fundamental heat 
tra.nsfer processes involved in spray cooling, hut to analyze flow structu res of the two­
phase air-water droplet mixture jet impinging Oil a flat plate normal to flow. 

Thr equations governing the steady quasi-one-dimensional nozzle flow of a gas con­
taining suspend condensed phase, derived by Zucrow and Jioffman[l], have been extended 
to thr case where a continuous distribution of particle size is present[2). Then, the system 
of equations has bcrn applied to the expanding flow of gas-particle mixtures not only in 
a subsonic nozzle but also in a De Lava) nozzle[3-5). 

Thcrea.ft.er, the numerical analysis of gas-particle mixture flows in a free jet region has 
l)('Cn made in such a situation that a two-phase mixture is exhausted from a subsonic 
nozzle into a quiescent gas[o]. The numerical result exhibits that smaller particles tend to 
follow the gas flow paLtern, while the fluctuation of the particle motion becomes smaller 
for larger particles. The final purpose for a set of such investigations is to find the 
theoretical heat transfer mechanism of the so-called mist cooling. Hence, the problems of 
impinp;ing jet on a solid wall must be settled first. A theoretical analysis or experimental 
mrasmPment approach t.o cxplrtining this phrnomcnon may be difficult. The following arc 
t lw probable rea.sons for not suggesting either of the two approaches mentioned above. 

51 



Firs~, the gas-phase and the par~iclc-phasc must be treated as different tll<'clia. That 
is, the former is regarded as a continuum medium, and ~he latter is regarded parll.y as a 
discrete one. Second, the numerical procedure of itnpinging particles on the smfacc ts very 
difllcult. For the secondary cooling of cast slabs, the impinging droplets arc deflected from 
the surface by a thin vapor film which is formed on impact. This is commonly referred to 
as the Lcidcnfrost state. In short, non-weLting phenomenon occurs and the direct contact 
between droplet and hot wall is not observed. In fact, it is possible that in a hot model 
large droplets with a high velocity break up into small ones on impact and arc deflected 
from the surface. On the other hand, it is an~icipated that small particles can <'vaporate 
before reaching the hot surface. 

Therefore, for simplicity, the numerical calculations of mist flows consisting of air and 
water-droplets are made on the assumption that particle reflection frolll the su rface i!:> 
perfectly elastic. Again, the present numerical model is a cold one. The numerical results 
so obtained exhibit that for larger palticlcs they arc dispersed in the flow field owing to 
the clastic reflection from the surface. The greater part of such palticlcs becomes slow 
in motion, or simply stays because there is negligible gas velocity in the almost stagnant 
ambient region outside the mixing core flow. Contributions of these water-droplets to the 
intensity of the mist cooling may be reduced to a certain degree. 

Subsequently, the usage of a low-velocity annular gas-only flow which surrounds a. 
round no~zle eo-axially is considered. By so doing, it 111ay be possible to push back 
particles dispersed spatially from the core flow by ~he impingement on the surface, to the 
surface again. We wish to check the effect of the coaxial annular gas flow on the flow field 
of the particle phase. The present calculations arc performed with a single particle size. 
'I'hc two-phase mixture is assumed to be composed- of air and water-droplets. 

4.2 Governing equations 

The flow model for air-droplet mixture is constructed under the following assumptions. 
( 1) No phase change takes place, because the calculation is wade in a cold tt1odel. (2) 
The volume occupied by the particles is Hcgligiblc. (3) The particle-particle collision is 
neglected, that is, the particles do not interact with each other. (4) Partidcs arc spherical 
in shape with a uniform diameter and a constant material density. (5) The gas. as well 
as the particles, has a constant specific heat. (6) As mentioned in the previous section, 
the particle reflection is elastic. (7) Gravitational effects are not considered. 

Here we consider the validity of the items (2) and (3). It is commonly accepted that 
the material density Pmp of liquid particles is larger by a magnitude of order of 103 than 
that of a gas p. We define the ratio, v, of the mass of the particle phase to that of 
the gas phase as v = CvPmpl(l- cp)p ~ CpPmvl p, where cp denotes the volume fraction 
occupied by the particle phase per unit volume. Thus, we have cp = vfJI Pmv· \V hen a 
particle is injected into a uniform space involving the particle cloud of the mean particle 
spacing sp, the particle mean free path >.P is expressed by the order of ~PI c;/3 . Thus, 
>.PI L ~ ( spl L) I c;/3 , where L denotes a characteristic length of the flow field. Therefore, 
if sp/L = O(c;/3), then, >..P!L = 0(1). ln this case, the gas particle mixture may be 
regarded as dilute, and the direct collisions between particles can be neglected. ln the 
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prrst•nt. simulation, th<' ord<'r or v is unity and th<'rcfore fp ~ O(lo-3 ). That is to say, 
if 11 ~ 0(1 ), sr/ L ~ 0(10-2) lllay be considerrd to be a sufficient condition for particles 
not. t.o colliclc each oth<'r. 

In our calculation, the dimensionlcss variables and parameters arc introduced, and 
1 he govrrning equations to be solved will be expressed by dimension less quantities. It is 
physically important to rewrite· lhC' dimensional equations into dimcnsionlcss ones and to 
solve them in such a way as to realize the similarity or the flow pattern as well as the 
p;C'nC'ral validity. The main dimc'nsionless variables introduced into the system of governing 
equations arc defined as 

T x jj fJ p 
I= 

l1lco X= L' y = L' p= - p = -:-, ' Po 
, 

Po 
7/ V 

T= 
1' c 

( 4.l) 1l = - V= - -=-, C=-' 
, 

'/ 'o - , eo eo eo 
T, - 'i'p :r7, jjp 

tlp = 
ftp 

Vp = Vp 
:1'p = 

L' YP = L' eo 
, 

eo 
, 

r- To 

where 1, :r and y arc the time, axial distance and radiaJ distance, respectively. u, v, p, p, 
T and c arc the axial velocity, radial velocity, pressure, density, temperature rtnd speed 
of sound of the gas, respectively. The subscripts p and 0 denote p_articlcs and reference 
conditions, a,nd the ovcrbar denote the climcnsionless quantities. L is the characteristic 
lrngt.h of l.hc now system. 

In addition to Eq.(4.1), for later convenience, we define the following nondimcnsional 
parameters: 

J
. _ Go 
1'- l 

Co,Stokes 

I' _ TA 
T- I 

Tp 

Nu 
g,=--­

Nttstokes 

CP9 
'Y = ---

CV.'/ 

(tJ.2) 

(t!.3) 

in which C0 and Ntt represent. the drag coefficient a,nd the Nusselt number, respectively. 
The subscript Stokes, denotes the Stokes flow regime (i.e. Re < 1, Re : the particle 
Rrynolds number). Cp9 and (;1,9 arc the specific heal of the gas phase at a constant 
prC'ssme a,nd \'Olume. respectively. C., denotes the specific heat of the particle material. 
TA is called the aerodynamic rrsponsc time of a particle, assuming the Stokes drag law, 
and TJo' t.hC' characteristic t.imC' of the now system. These arc defined by 

D 
TF =­

eo 

in which rp is the particle radius. The gas viscosity ft is given by 

11 = J<o (;.)' 

(4.4) . 

(4 .5) 

wll<'r<' {J is an appropriate constant. Again, WC' introduce the following nondimcnsional 
propcrl ies; 
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J1. ). ( 
J1. = -:-, .A = -, lj .6) 

/1-o .Ao 

in which .A is the thermal conductivity of the gas. 
Here, it is noted that the particle drag coefficient CD and the Nusselt number Nu 

used in the present study are those given by llenderson [7] and Carlson & Hoglund[S], 
respectively. 

4.2.1 P a rticle phase 

In the present model, the whole particle cloud is divided into a large number of small 
subclouds. It is assumed that all the particles belonging to each subcloud ha.vc t.hc same 
velocity and temperature. The particle flow field is solved by selecting an appropriate and 
representative particle in each subcloud and by following the properties of the particle 
along the particle trajectory. 

By labelling the particle subclouds by subscripts k(k = 1, 2, 3, . .. ) and denoting the ve­
locity components and temperature of a particle located at ( x1>k ( l), y1>k( t)) by ( uvk( l), V 1,k ( t)) 
and Tpk(l), respectively, the momentum and energy equations of the k-th particle subcloud 
are expressed by 

dE pk 
--- I vk = 0, 

dt 

in which 

x, 
y, 

Ev = Up 

v, 
Tp 

Up 

Vp 

IP = A,(u - up) 
Av(v- vv) 
Bv(T- Tp) 

(4.7) 

(tl.S) 

The parameters AP and BP appearing in the system of the foregoing particle equations 
arc defined by 

(1.9) 

Hence, one of the most important tasks is how to evaluate the particle number con­
tained in the k-th subcloud. Since the flow is considered in the axisymmetric coordinate 
system, the particle cloud in the physical space forms a ring cloud. Denoting the number 
of particles contained in the k-th sub cloud per unit depth by Npk( =Nvklnpol L2 ), where iip 
is the number density of particles, the number of particles contained in the k-th subcloud 
may be given by 21rypkiitpk (=27r(Lypk)(npoL2Npk)). Thus, we have 

(4.10) 

where the cross denotes the conditions of particles in the k-th subcloud at the nozzle exit . 
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4.2.2 G as phase 

The Stokes hypothesis is introduced into the equations governing the gas-pha.<>e flow in 
order t.o reduce the number of properties which characterize the field of stresses in a 
flowing compressible fluid from two to one. On this premise the system of the axisym­
mctric Navier-Stokes equations for the ga.<;-phasc interacting with the particle-phase can 
be written in conservation from a.s 

where 

with 

DQ fJF 1 oF2 oG, fJG2 1 H H O -+-+-+-+-+ - + P= m ox oy ox oy v 

[ 
P 1 [ pu 1 [ pv 1 _ pu F = pu 

2 + PI 1 F = puv 
Q - pv ' 1 puv ' 2 pv2 +PI! ' 

e tt(e +PI!) v(e +PI!) 

Gl = _Rl eo 

0 
fx 
-T 

I lJT 
ufx - VT - ('y-I)P,·o A fJx 

0 
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(1.11) 

(4.12) 

( 1 .13) 



J·~x = ~ L: NpkApk(U- Upk) 
Fp11 = ~ E NpkApk(v- v,k) 

• p 

Q, = ~ L: N,kBvk-1~ 1 (T- T,k) 

W, = i'~xU + F,11v- ~ L: N,kApk { (u- ll pk )
2 + (u - Vpk)2

} 

in which 

s s, 
p = £2' 

(4.14 ) 

( 4.15) 

Here, the subscript E denotes the nozzle exit condition, mv is the particle mass of r
11 

in radius(=( t11r /3).0mvr;). Again, the summation including in Eq.( 4.14) is taken over 
the clouds whose centers (xvk, Yvk) are in the computation a.! cell with the sectional area 
Sv(= 6.x6.y). 

The system of the gas-phase equations supplemented by 

e = ~ + !p(u2 + v2) } 
IJ = pT 
c = T'/2 

4.3 Computational condit ions 

( 4.16) 

The nozzle exit conditions can be numerically determined by solving the system of equa­
tions governing two-phase mixture nozzle flows which is described in Ref.[2]. The sectioual 
area A of the nozzle is assumed to consist of the two regions from the reservoir to the 
nozzle exit as 

in the first region of x < -5 A = (x + 5 )2 + 1 

in the second region of -5 ~ x ~ 0 A= l 

H should be kept in mind that the nozzle exit (x = 0) corresponds to the origin of Lhe jet 
axis. Again, the nozzle radius is taken to be lJ /2 = 5 x 10-3[m] in Lhe second region, and 
the area is made dimensionless by dividing A by the sectional area in the second region. 
The reservoir and ambient gas conditions arc assumed to be as follows: 

the reservoir conditions: 

Po = 1.8 x 105 [Pa] 
To= 323[K] 
vo = 0.3 

the ambient gas conditions: 

]loo = 1.0 X 105 [Pa] 
Too= 300 (K] 
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Figure 4.1: Geometry of computational domain. 

whrrr Lhr subscripts 0 and oo denote the reservoir and the ambient gas conditions, 
rcspcrtivrly. it is noted that the reservoir condition is adopted a.c; the reference con­
dition by which the physical variables arc non-dimensionalized. Also, in the present 
num('rical experiment, it is assumed that wa~er-par~icles contained in the mist have a 
sinp,lc-s ize. Three cases arc ~rcated where f, = 1.0 [ttm], 5.0 [ttm] and 10 [fLm], respec­
tively. 8v<'ntually, we have obtained the numerical flow properties a~ the nozzle exiL as 
follows :u 1~ = 0.779,1LpE = 0.76~,TE = 0.924,TpE = 0.936 and Ps=0.556 for the mixture 
of r1> = 1.0 [tl1n], 1lE = 0.779, u,e = 0.627, 1i£ = 0.888, T,e = 0.973 and pe=0.556 for 
the mixture or 1'p = 3.0 [ttm], 1LE = 0.790, 1LpE = 0.519, Te = 0.879, TpE = 0.984 and 
p8 =0.55G for the mixture of ~'v = 10 [ttm], respectively, These numerical results provide 
t.he jr~ boundary condition at the origin of the two-phase jet impinging on a surface. 

TIH' g<1s-phase equations arc solved by using the TVO(Total Variation Diminishing) 
scheme developed by Chakrav<1rthy and Osher[9], and the particle-phase is solved by 
applying a discrete particle-cloud model. l n the scheme, the computational domain is 
divided in~o a. large number of small cells and the physical variables arc defined at the 
reil ccntcr. Tha.t is, Lhc compuLational domain is divided into 120 x 200 cells (or meshes) 
in t.lw :r- and y- directions, respectively. Here, we wish to add that Lhe physical variablrs 
at int<'rfarr between two ncighboring cells is calculated by the Roe approach[lO]. 

Figure tl.l indicates the geometry of computat.ional domain of the case where the 
coaxial annular gas-only flow is present. The annular pipe is assumed to consist or coaxial 
inner and outer circular tubes. The thickness of the inner tube is neglected and therefore 
rr ( D~, - 1)2)/4 corresponds to the annular gas-only flow region, where DA is the inner 
diametrr of the outer pipe. Again, the gas-phase is assumed to be discharged from the 
annular region at :r = 0 wit.h a uniform velocity ttA(VA = 0). The pressure and temperature 
of the gas-phase discharged from the annular region arc equal to Poo and Too of the ambient 
gas, respectively. The computation of D = DA, of course, corresponds to the case when~ 
lhe coaxial a.nnular gas flow is absent. _ _ 

TIH' characteristic length or the flow field is taken to be equal to D/2(= L). 
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We wish to mention the effect of selecting the cell size ~x, ~y as well as the compu­
tational time interval ~t on the numerical accuracy. First, we consider the problem of 
the cell size ~x has been determined (~?/ is taken to be equal to ~x) by dividing the 
nozzle radius in n equal parts. For n = 5, 10, 15, 20 and 30 the numerical results, for 
example, the values of the pressure distribution along the :r-axis ha,·e been compared with 
each other at a certajn same time. It has been confirmed that the numerical result::; for 
the case where n is selected at 20 and 30 arc almost unva.ried, although the accuracy i::; 
improved , as n is increased. Then, ~x(= ~y)=0.05, corresponding to n=20, is selected 
in the present numerical simulation. 

Next, the time interval ~l is determined by the CFL(Courant-Friedrichs-Lewy) con­
dition for the gas-phase flow [11). The numerical results obtained by using va rious CFL 
numbers have been compared with each other at. a certain same time, and then it has bcc11 
confirmed that almost the same numerical results arc obtained on the condition that the 
CFL number, f ~ 0.25. Throughout the present numerical experiments, the CFL number 
is selected at J =0.25. Also, we wish to stress that the time interval, !:l.t, determined by 
this CFL number is always much smaller than the particle relaxation times Tpv( = 1/Av) 
and TpT( = 1/ Bp) for the present flow conditions. Therefore, this ~l is also used in the 
particle-phase solution. 

The numerical boundary conditions of the computational domain arc employed in the 
following mode. The jet condition is applied on the line J\I:J (sec Fig.4.1). The gas inflow 
condition is imposed to the line BC corresponding to (D A- D)/2 of the annulation. The 
ambient gas condition is imposed to the upstream boundary CD and the side boundary 
DE. It is self-evident that for the case where the coaxial annular gas flow is absent, 
the boundary condition imposed to the line JJC is the same as that of CD. The no-slip 
condition is applicable to the downstream boundary E F corresponding to the flat plate 
surface where u = v = 0. The symmetry condition is applied to the jet axis, AF. For 
detailed physical interpretation of each condition, refer to Matsuda et ai.[J 2]. 

In addition, the initial ambient gas condition is that p = 0.556, T = 0.929 and 
u = v = 0 over the whole computational domain. The two-phase jet and the cocurrcnl 
annular gas-only !low region to blow at t = 0 from the round nozzle and the annular pipe, 
respectively. 

The present calculations arc performed by an explicit time-dependent difl'crcnce scheme. 
Therefore, in order to obtain the time-converged two-phase flow structure we must require 
the numerical results at a sufficiently large number of time steps. ln the present calcu­
lation, the gas-only flow field is solved for the first 20000 time steps, and then the flow 
field of the two-phase mixture is computed fot" the next 15000 time steps (from the 20001 
to the 35000 Lime step) so that the time-converged solutions may be obtained as in short 
computational time as possible. 

Physical constants of the gas and particles adopted here arc listed in Table 4.1. Again, 
the thermal conductivity, >., is formulated as 

>. = ~o + 7.5 x l0-5('t -1'o). (4.17) 
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Table 4.1: Physical constants of gas and particles 

Gas( air) 
1 = l.tl 
Cpp = 1009 [J /kg· I<] 
ilr = 2.0 X 1 o-s [Pa·s] 
8 = 0.76 
~o = 0.028 [VV /m· I<] 
p,. = 0.71 

4.4 Numerical results 

Particle( water d roplct) 
C,.,. = 4187 (J /kg· K) 
Pmr = l 000 [kg/ m3

] 

ln various industrial fields, il is often crucially important to know the particle trajectories 
in a carrier gas. In this section, the behavior of particles in the gas flow is investigated in 
detail. ln the jet Rows impinging on a Oat plate, the particles are injected with an initial 
velocity determined by t.hc pa-rticle size at fixed points on the nozzle exit plane at each 
time step aft.cr the final step in the onc-phttsc solutions. 

Fi~urc 4.2 shows the one-ph<tsc solution ftt N=20000 (t ,...., 135, N; time step) for the 
cftse where I) 11 = 2D and uA = 0.5ue, where tte denotes the gas velocity at the <'xit 
of the innN nozzle. The viscous forces in the equations of gas motion arc taken into 
consideration according to one of the reviewers of this paper. IJe has pointed out that t.he 
friction forces in free jets lea.d to the turbulent exchange with sta.gna.nt gas of the ambient 
region and herewith to the gas entertainment. 

Now we consider the impinging two-phase mixture jet now for the case where the 
coaxial annular gas-only flow is absent. 

Figure 1.3 gives thr velocity vector fields for the gas-phase and the pnrticlc-phas<' 
of r,. =1.0 [Jtm] at t -100. The particles arc exhausted from the nozzle exit plane at 
?l~k = (k- 0.5)/20 (k = 1 ,...., 20) at every time interval ~~. Also, it is noted that only the 
particles ejected from the nozzle at every 20 time steps arc chosen in the pr<'sent vector 
fields of the particle phase. It rnn be seen thnt the ma.in jet now of gas-phase interacts with 
the ambient gas at the j<'t boundary. Also, the magnitude of particle velocity bccom<'s 
much smaller near t.he surfacr and the distnnce of the reflection from it is very small and 
hence the velocity of rebounding particles is negligibly small in mftgnitude. That. is, the 
irnpinp,inp; pnrticles can not he reflected from the surface at all, but can be tmnsported 
only in the mdial direction except for a small part of particles which is influrnccd by t.hc 
motion of vortical structures of the gas-phase. An appreciable concentration of particles 
can be S<'<'n to occur on the surface. 

Figure 1\.4 indicates the corresponding velocity vector fields for fp =5.0 [Jtm) at t "'100. 
At a glanc<', these flow fields arc entirely different from the previous case of l.O[Jtm). With 
increasing pnrticlc size, th<' particles impinge on the plate surface with larger normal 
veloc.ily components. ll is c•mpirically and thcor<'tically reasonable to consider that larger 
particl<'s ar<' not clecelerftt<'d due to the mass effect or inertia effect regardless of the 
decrease in the normal v<•locit.y componrnts of gas-phase near the plate smfacc. As a. 

59 



6.0 : :~: :::: :~:::::::::.<::::::::::~: :::: ..................... __ ~ .............. ,, .......... .. ········· .............. ,,,, ........ 
I I I I#,... •• 
I I I 1" ,., .. ,.. 

Ill~~ i' ,~ '''· ·· I"··· '···· 
\~~::::; 

4 .o n~~~::::: 
\ ', ............ 

'' \ \.'1> .. - .... '' " .................. '' .. ' ........... ................. .... .................... ............... 
~ .. ........... 
....... ~::::::::: >. 
N ·········· ····· ..... ..... ····· ...... ....... ......... ............ .... ...... .. 

2.0 
... ..... 

0.0 2.0 

......................................... \ ............. .. . ........................ , .. ,,,,,"''"'""''" . ..................... \ \ \ \ .......... .. .................................. 
···· ······ ····· ················ ······························· .............................. , .. , 
'• • • • • • • • • ''"'"' • •"'" "" t tIt o o • o' • • I 
•' • • • '• • • • • • • .... ,.. ., '"'" o o o o o • •' • • o I ............................................ ' 
~~~~~~~~~~~~~~~~~~~~~~~~=:~~~~~ l 
...................................... , •• , •• , I 

::::::::::::::::::::::::::::::: ! 
.. ........................................... t 
""""""'""'""'"'"''"••••••••·••••••••• I ...................... ---.............. . . . . . , • ... - ...... - ... - ... - ......................... f, 

~~~~~~~~~~~~~~~~~n~ ~ ~~ ~~ ~ ~ ;~ ~i . .. ,,,,,,, ___ .............. ,,,, .. ,, ... ,,, 
o 1 1 11 ,_,_,.,., ___ .._, \\\ \ I 1 I I I I t o • t If 

f , 11;,, ,, __ ..... ,'\\\\I' ' I ' , • , • , , I 

::~:~~~~~~::~~)\ ~1~::!~:~:n 
t 1 t t t t 1 t t" • • I I~~////~ I I I I I I I I I I J 
! ~~~t~~~~~~"Cfhll/:~i~~ ~~:;:I 
''''''-'-'....:,._--.v. C/h~/111111111 I 

:::::~~~..... • ·~{.;.r,.y. .... ~~~~~~ ~:!: ~ 
• V//1'/'''''""""l 

':/'/,/11'1111 I;; I 
';,;";'~.JI',,,, .... ;, 

...,.._,_,,,,.,""I I IJ 
,,._,_" ~ ~J, 

.. : '::::~~ 
-..Vfir 

'/'Ill 
'//i, ,,, , 

4.0 6.0 
2x/D 
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jet with low velocity annular one on a surface at t "" 135. 
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Figure 4.3: Velocity vector fields for both gas and particle phases for mixture of fp = 1.0 
[Jun] at l"" 100 without annular gas flow. 
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Figure 4.'1: Velocity vector ~elds for f 7> = 5.0 [ftm] corresponding to Figure 4.2 at t"' 100. 

result, the reflected particles travel upstre(l.m larger distances until these are decelerated 
by the gas Aow (l.nd are ag(l.in pushed back in the main How direction. It is understood 
t.ha.t an appreciable part of particles does not directly contact the plate surface. 

Figure 4.5 indi cates the corresponding results for fv=lO [f.tm] at t "'100. It can be 
seen that a. great part o[ droplets arc reflected far from the surface after the impingement 
process. The dispersion state of particles arc found to be widely different from that of 
smaller ones in comparison with the case where droplets of fv =1.0 [Jtm] contact the 
surface or arc very close to iL, although the assumption of perfectly elastic reflection is 
inLroduced to the numerical model. 

Nrxt, we consider the flow fields of the gas rtnd particle phases for the case where 
t.he coaxial annular gas flow is present. The numerical calculations are performed on the 
condition that DA = 2D and 1LA = 0.5ttE. 

Figure 4.6 gives the numerical results for fv =1.0 [ftm] at t "'lOO. It can be seen thaL 
Lhe particles cover the surface in an almost sticking state. It is very interesting that there 
are almost no distinct vortical structures in the Oow field of the gas phase and Lhere are 
no disLortions in the gas velocity vectors nearest to the surface. Therefore, the particles 
are transported by the gas flow in a regular manner on the surface, compared with the 
case where the coaxial gas Row is absent. 

Figure 4.7 shows the calculated flow fields of fv =5.0[f.lm] at t "'lOO. The particles 
can be divided into two groups. One is the particles impinging on the surface near the jet 
axis which experience a few collisions with the surface, before they flow out of the free jet 
region . The other is the particles impinging on the surface near the jet boundary which 
experience only one col lision. The latter particles are pushed back toward the surface by 
the coaxial flow. At any rate, it may be confirmed from this numerical results that all of 
Lhe particles arc transported in Lhe radial direction on the surface, although they are not 
so close to the surface. 

Figure 4.8 indicates the numerical resuiLs o[ fv =lO[f.lm] at t "'lOO. This case is similar 
Lo the prrvious case of ·rv = 5.0[/tm] except that the effect of the parLicle renection from 
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Figure 4.5: Corresponding velocity vector fields for fp=lO [J.un] at t ""' 100. 
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Figurc t1 . 7: Velocity vector fields for 1',. = 5.0 [JtmJ corresponding to Figurc ~1.6. 

the surfClC<' is considerably larg<' in comparifion the previous case. The particles which 
cxpcricncc a few collisions with the surfac<' (lr<' pushed back to the surface by the coaxial 
gas flow. J\ part of particl<'s is observed to be slow in motion, or simply stays because 
there is very small gas velocity in the downstream region of the wall jet. In truth, one of 
the reviewers of this paper has pointed out that the numerical results that single particles 
simply stay in a negligible g<ls velocity region arc based upon neglecting the body forcc 
in the d<'riva.tion of the equations of particle mo1.ion . This approach, however, is not only 
very cost.ly but also almost. impossible in terms of computer time and stora.gr requirements 
duc to thc f<~ct 1 hat the introduction of the body force (the gravitational force) results in 
1 he three-dimensional problrm, because the hori7.ontal flows arc considered here. 

W<' not<' that. for every p,Cls-phasc flow vortical structures occurring at the jet boundary 
near the nozzle exit are tr;~nsportcd to the downstream and the same process is almost 
steadily repeated. It is a characteristic fcatmc that the motion of smaller particles is 
strongly influenced by such vortical structures, especially on the wall jet boundary. 

4 .5 Discussion 

lL is important to charactrrizr how th<' particles disperse in a gas flow according to thr 
diffcrencr in t.h<' particle size, rspccially whcn thr gas-particle two-phase flow is applied 
to the secondary cooling in the conti nuous casting system. This is because the flow fields 
for the gas and particle pha.•><•s give a strong influence to the cooling intensity. Chung and 
1'routt[l3] have numerically analyzed the particle dispersion in an axisymmctric jet by 
following particle traj ectories in a jet flow simulated by discrete vortex rings. According 
to their aualysis, the cffrctivcncss of the large turbulent structures for moving particles 
in the mixing rcgion can be characterized by the Stokes number, that is, the ratio of the 
aerodynamic response time f 11 defined by Eq.(3. 7) to the characteristic time scale jj /fiE 

or the flow field. For thr ratio TT(= Pmp(2r,.)2uE/18pJJ) ~ 1, the particles have not 
cnough timr t.o rcspond to the gas flow and move in approximately rectilinear path. Por 
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Figure 4.8: Corresponding velociLy vector fields for rv=lO (Jtm]. 

''f-r ~ 1 Lhe particles have sufficient time to respond to Lhc spreading velocity field of the 
gas jet and disperse laterally wilh the spreading rate of the gas jet,. In addition, for "/r "'I 
the gas jet can capture the particles and fling them bcyoud the fluid momenl.utn 111ixing 
region. 

We consider the application of the above regime of the particle motion to the pr<'scnt 
numerical results by taking for example the case where Lhc coaxial gas-only flow is absenl, 
because Lhc velocily difference at Lhe jet boundary between the free jcL and the ambient 
gas regions is larger than in another case. 

Figure 1.9 shows the sLreaklincs of particles exhausted from each starting radial point 
on Lhe nozzle exiL plane with Lhe ident.ical condition to that. in Fig.4.3. "tr = 0.34 in this 
case. The particles form an almosL straighL traject.ory except for those whose discharging 
poinls arc closer Lo Lhe nozzle wall, until they reach Lhc surface. Also, t.hc particles closer 
t.o the jet boundary travel radially on the surface with a very small velocity and then arc 
separated from it by a vorLical structure of the flowing gas. AL any rate, the particles 
follow the fluct.uaLion of the gas phase. This is quite consistent with the above regime of 
Lhe smaller Stokes number. 

Figure 4.10 shows Lhe corresponding result for fv = 5.0 [Jtm]. "fr=8. 7 in this case. For 
sLarting radiallocaLions which are closer to Lhc centcrline, the parLiclcs inLeract with the 
core How of the jet. which carries more momentum in the axial direction. This means that 
particles exhausted at locations closer Lo LhcjeL axis have higher axial momenLum and then 
experience a few collisions and less reflection distance. After Lhat, Lhey arc transported 
radially on Lhe surface. But, the particles exhausted at locations near Lhc nozzle wall 
experience only one collision. These particles reflected from the surface move away from 
the core flow of the jet and get flung out to the almost stagnant ambient region. They arc 
not transported to the radial direction ou the surface, but reveal somewhat complicated 
behavior outside the free jet and the wall jet. regions. 

Figure 4.11 shows the corresponding result for rp =lO[Jtm]. The pn·sent case wher<' 
"fr=35.6 demonstrates that the distance which the particles exhausted at locations near 
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Figure 4.1 l: Corresponding numerical result for 1~v = 10 [Jtm]. 

the nozzle wall travel by the rrflrction from thr surface is notably large. As seen in Fig. 
·1.10, the particles exhausted at locations near the centerline tend to move radially on the 
surface a ftc•r a few collisions, while the particles exhausted at locations near the no:t,~dr 
wall do not always approach t lw smfar<' after only one collision and move very unsteadily 
out.sidr t.lw core flow of t.he jet Rnd tlw wall jet. This is due to the presence of a largr 
scale leading vortex remaining downstream of the wall jet in an almost stationary state 
(sec> Fip;.'l .. i ). 

In p;C'nC'rctl, rela tively la.rgcr particlc•s with smallrr drag/inertia ratios move away from 
the core of the rrlatively largr vortical structures and pcn<>trate the outrr region. For 
rvrn hip;h<'r /r, particles hrcomr lc>ss influcnrccl by the flow struct.mes as shown in Figs. 
11. I 0 and '1. I I whrn' thr radial clispc>rsion of rr= l O[Jtm] is much reduced as compa.rc•d 
with that of 5[Jtm), and the latter is much smaller than that of 1 [Jtrn]. It has been 
dcmonst.rat.ed from the previous numerical rxperiments that the annular gas Oow can 
push back these dispersed particles lo the surface. llowever, at the present stage, it is 
very dirrlcult to evaluate lhc crrrct of including annular gas on the mist cooling intensity 
frotll a quant itativc point of view. 

To pr<'<lict thr particlc motion in the impinging jet. Oow a Lagrangia.n approach is 
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followed. The trajectory of each particle in the flow is nutuerically solved directly frotn 
the equation of motion. Some assumplion1> in the particle motion analysis arc introduced. 
First, virtual mass force, pressure gradient force and Basset force arc all ncglccLcd. An 
order of magnitude study based on the equation given in Maxry and ltiley[ H] reveals that 
virtual mass and pressure gradient arc of the order of the density ratio, pf Pmp' and Basset 
force is of the order of (pf PmvPI2 . Since, pf Pm11 is assumed to be 10-3 for a. gas water 
droplet flow system, the neglect of those forces may be justified. In addition, Chung 
and Troutt state that Basset force may become relatively important for l"r > 0( I 02

) as 
compared to the drag force which is the dominant force in the particle motion analysis. 
Other force fields including gravity arc neglected in this analysis. The axisymmetric flow 
is considered to be horizontal, as mentioned already. The inclusion of the gravitational 
force is inhibitivcly costly in terms of computer time and lllCmory. Also, the cfrecL of lluid 
turbulence is neglected due to the same reason as the above. 

It is assumed that no particle coalescence or particle breakup occurs. This i111plies 
that the particles arc sufficiently dispersed that particle collisions arc infrequent. In fact, 
v = 0(1) and spjL = 0(10-2

) give a sufficient condition for the particle phase to be 
dilute, as described in the previous section . Therefore, we believe that the negl<'ct of 
particle-particle collision is approximately justified. 

The assumption that the particle reflection from the surface is clastic is not commonly 
justiricd regardless of whether the numerical model is in a hot or cold one. The mecha.niSill 
of the reflection of water-droplets from the hot surface beyond the Lcidenfrost point is 
considered to be entirely different from that of the solid particles. The rcficction or 
deflection of droplets may occur owing to the fact that the thermal energy transferred 
from the hot surface to them changes into the kinetic energy. At the present stage, it is 
very tedious to follow the thcnnal process exactly. This problem also remains for future 
study. 

4 .6 Conclusion 

The numerical analysis of flow pattern of two-phase mixture impinging on a flat platr has 
been performed by a time-dependent technique. The mixtures composed of air and water­
droplets have been treated. In order to put together droplets dispersed radially to the 
surface, the introduction of an annular gas-only flow has been proposed and the interaction 
of the central impinging two-phase jet on the surface with the low velocity annular jet. has 
been simulated from a point of view of numerical experiments. The flow structures for 
air a.nd droplets strongly depend upon the particle size. lt is clearly demottsl.ral.<'d t.ha.t 
for smaller particles the particle distribution pattern gives a good visualit:ation of t.hc jet 
vortex structures in the jet flow and particle dispersion is approximately equal to that of 
the fluid. For larger particles the particles do not have sufficient time to respond to Lhe 
large vortex structures and move in somewhat rectilinear path. 

The numerical results reveal that it is roughly possible to put together the dispersed 
particles to the surface by the annular gas-only flow , although the cfrcct of including Lhe 
annular gas flow on the cooling intensity has not been examined from a quantitative point 
of view. 
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Chapter 5 

Collision dynamics of a water 
droplet impinging on a rigid surface 
above the Leidenfrost temperature 
[11] 

5.1 Introduction 

To predict spray J mist cooling heat transfer, it is ind ispensablc to systematically un­
derstand the collision dynamics of liquid droplets on a heated rigid surface beyond the 
Leidenfrost temperature. Again, because there are a number of parameters afl'ecting hea.L 
transfer mechanism between the droplets and the surface and the interaction aJJIC>ng of 
these parameters are very complicated, it is even now a difficult task to evaluate Lh<' 
cooling capacity by a predictable expression. 

The collision dynamics of a water droplet on a hot solid surface beyond the Lcidcnfrost 
temperature are discussed from an experimental point of view. Now, let it, be assumed 
that a water droplet falls vertically through air and terminaLes its flight by colliding with 
a horizontally fixed hot plate surface. After the droplet impinges on the surface it, can 
splash, spread and/or rebound. lt is well-known that the phenomenon to be expected 
may be governed by both the impact energy of the droplet and the temperaturt' of the 
surface. When the droplet has the low Weber number corresponding to a low impact 
energy, the droplet may stick and spread and eventually reside as a lens-shap<'d mass 
on the surface or rebound as a bowling pin-shaped mass from the surface. While for 
high Weber numbers the droplet may shatter during the deformation process. According 
to a few investigations[1,2) performed so far it was confirmed that both the maximu111 
spreading diameter on the surface and the boundary whether the droplet rebounds or 
shatters depend on the Weber number. Also, it was reported(3) that the resident time of 
the droplet on the hot plate surface agrees approximately with the first-order vibraLion 
period of a freely oscillating droplet. These experimental results were derived by using 
relatively large droplets of 1 "' 3 nun in diameter. Actually, the droplet diameters in 
spray cooling arc regarded as being in the range between 100 ttm and 500 JWl. lL can 
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be doubtful whether the exprrimcntal rrsults obtainrd by using such comparatively larg<' 
droplc•ts arc applicable directly to the casr where the droplet size is small in the order of 
lOO JUn. 

Nrxt., wr have under! aken the t,heor<'Lical analysis of mist/spray cooling process to 
assess the cooling intensity. To do this, we numerically analyzed now structures of the 
two-phase air-water droplet mixture jrt impinging on a flat plate normal to flow[~.5j. 
IIowcvcr, I he numerical calculations were made on the assumption that the droplet reflec­
t ion from Lhr surface' is perfectly clastic. The major reason for introducing t.hr assumption 
was bC'cause the coefncient of restitution remains unclarified betwc<'n the wat<'r droplets 
and t hC' hot surfac<'. Tndf'ecl, we can find some investigations on the collision of a verv 
small droplet with a. hot solid surface. Pcderson(6). Shoji et a.l.(7). and Xiong & Yuen(S] 
I rrnl C'cl !.he collision phenomena of fairly small clropkt.s of the order of lOO Jtm on the hot. 
surface'. T lowev('J', I. hey placed emphasis not upon the collision dynamics, but upon t.hC' 
brat transfer between the dropl<'t and the surface. Jefrrey & Patrick(9) examined the de­
formation process of the dropl<'t with thr Weber number as the parameter. That is, thry 
insprrted the Weber numbrr beforr and after the collision, when the droplet rebounds, 
and mrasur<'d l.hC' diamrtrr and vrlocity distributions of individual particlrs, when thC' 
droplrt shatt.ers during the drformation procrss. nut. the criterion of the rebounding <111d 
th<' disintC'grating was not madC' clear because the experimental condition was restrict rei 
ton narrow rnngr. 

In I hC' prcsrnt chapter, t.ht' collision brhavior of water droplets from 300 ttm. to 600 fll?l 

in diameter on the surface heat rei at 500 oc and the rebounding/disintegrating phenom<'na 
have bf'C'n investigated experimrntally. The first purpose of the present study is to cxamin<' 
whcth('J' or not the past empirical rules obtained hy using the large droplets of 1 mm to :1 
mm in clia.met.er give an applicability to the case wherr the droplet size is much smallf'r. 
The second is t.o clarify the relation between the Weber number and the> coefficient of 
rC'st it ut ion when I he dropl<'t rf'bounds from f.he hcatrd rigid surface. In this sense, thf' 
dc>fonnal ion process of the droplet was mrasured only on the condition that it can not hr 
clisint.f'gratecl into many parl.iclrs. 

ThC' period r<'quirNI for tlw droplet of 1100 ftm. in diameter to rebound from t.h<' surfacC' 
aftC'J' the collision is only 1.0 ms or shorter. Thrrcforr, it is difficult to follow the timc>­
variat ion of the droplet drformation procrss, <'ven though the high speed camera capable' 
of t.nkinp; I 0000 framcsjs is adopt.rcl. Tn addition, the droplet behavior is so susceptible' 
to inrltJcnccs from a. very small rnvironn1cntaJ change that it is uncontrollable by the 
adjust m<'nl. oft he experimental apparatus. Accordingly, the deformation process of the 
droplrt impinging on the hot smfa.ce has b<'rn measmed by a number of video images on 
the basis of the statistical procedure. The droplet images were exposed twice per framC' 
by t.wo rJashes in a certain timr interval to catch the variation of the droplet deformation 
process with time. 

5.2 Experimental apparatus 

Fip;urr !i.l shows a schematic diagram of t.h<' experimental apparatus by which the defor­
mation process of a droplet impinging on a heated rigid surface beyond the Lcidenfrost 
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~emperature can be measured. 
The water stored in a gastight tank is introduced to a needle a11d the droplet is formed 

through the needle. The water is prcssuri:Ged sta.tically by a high pressure air to <'nsure 
repea.tability of droplet formation and release at the needle tip. The needle is flat tipped 
and set ver~ically. A uniformly spaced stream of droplets is generated with an almost 
equal diameter and velocity at the needle tip. Also, ~he adjustment of the spacing of 
droplets can be made in accord with the vibration frequency of a needle oscillator. A 
disk of 200 mm in diame~er rotates horizontally between the needle exit and I he heated 
surface. Only one droplet per revolution can pass through the slit hole of the rotating disk 
and reach the horizontal healed surface. The droplet size as well as the impinging vcloci~y 
is easily changeable by the water pressure, the vibra.tio11 frequency of the needle oscillator 
and the iuner diameter of the needle. But, it is impossible to change only the droplet 
diameter on the condition of keeping the impinging velocity constant and the inverse is 
also impossible. By this experimental apparatus, droplets of 300 11m ~o 700 Jtm can be 
generated in the impinging velocity range between 1.2 m/s and 6.0 mjs. 

The droplet falls vertically onto a 6 mm ~hick by 28 mm diameter Inconel alloy 625 Lest 
surface. The test surface temperature is measured by the chromel-alumel thermocouples 
and adjusted by ~he thermocontroller unit. Throughout the present paper, ~he surface 
temperature is fixed at 500 °C. But, it should be noted that ~he temperature change 
during ~he experiments is confirmed to be within plus or minus 20 °C. 

The deforma~ion process of the drople~ is recorded by using a video camera which is 
equipped with a macro lens. The droplc~ images arc exposed by the back light method 
using ~wo micro flash units, which are scheduled to operate at a constant time interntl. 
The first flash is adjusted to catch the droplet just before the collision wiLh the surface. 
The flash tirning is adjusted by using both an optical sensor perceiving the slit position 
on the disk and a delay timer. In the present experiments, the droplet is photographed 
iu the range of the time interval from 100 JLS to 1600 ft,s. The lilll<' interval of the two 
flash units can be set by a Oash controller. The lightening period of the flash units is kept 
below 2 JtS. The droplet image can be exposed only during flashing. The time variation 
of the droplet height and width during ~he deformation is recorded by many double 
exposure video images on the basis of the statistical procedure. The droplet diameter 
before reaching the heated surface can be directly measured from the video image. Also, 
the impinging velocity can easily be estimated from both the moving distance of the 
droplet and the time interval of the two flashes, as shown in Photo. 5.l(a). When the 
impinging velocity is measured, ~he both images of the same droplet photographed by 
the first and second flashes are required to be before lhe collision wilh ~he surface, and 
the time interval of two flashes is adjusted below 200 Jl.S. The time order of two droplet 
images can be distinguished by two different calor flashes. Photo. 5.l(a),...,(d) is output 
by the monochrome video printer taken from the calor images. 

The resident time of the droplet during the deformation on the hot surface after the 
contact with it can be evaluated from the distance between lhe droplet and the surface 
in the first exposed image, the impinging vcloci~y and the time interval of two flashes. 
Thereby, the height and the width of the droplet on the surface can be measured directly 
from the second exposed image. The drople~ deformation process is pursued by a lot of 
droplet images, for example, as shown in Photo. 5.l(a) "' (d). llcre it should be noted 
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that the flashing time intervals of Photo. 5.1 (a) "' (d ) arc different from <'ath other. 
the lime interval is 200 ftS, 200 JJ.S, 600 !J.S, 800 p.s for Photo. 5.l(a), (b), (r) and (d ), 
respectively. Again, the measurement accura.cy determined by lhc resolution of lh<' video 
image is within plus or minus 0.006 mm in the present measurement unit. 

5.3 Results and discussion 

First, the deformation and rebounding phenomena of the droplet after making contact 
with the hot surface beyond the Leidenfrost temperature have been inspected under the 
condition that the droplet size ranges from Dv=330 fLill to 600 ttm in diameter and the 
illlpact velocity is changed in the range from V0 =1 .7 m/s to 5.7 m/s. The droplet and 
surface temperatures were kept at 20°C and 500°C, respectively. Figure 5.2 shows the 
rebounding and disintegrating cases with the Weber llUI11bcr W c and Rcynolds nu1111Jers 
/le as parameters on the V0 vs. Dv diagram, where the solid circles correspond to the 
rebounding case and the empty ones denote the disintegrating case. IL is noted that I \1 cas 
well as Re is represented by the physical properties at 20°C. There could be observed the 
droplets which break up into two pieces in air after rebounding and these were, of course. 
regarded as belonging to the rebounding group. The critical Weber number, which shows 
the boundary between rebounding and disintegrating, was proposed by s0111<' rcs<'arthcrs 
in prior experimental investigations. Ucda et al.[~] gave 70 to the critical Weber number 
on the basis of the experimental results obtained on condition that the droplets of 1 mm 
to 3 mm in diameter fell on the Oat stainless steel and copper surfaces heated at :300 oc. 

Again, Shoji et al.[7] made an experimental study on condition that the droplets of 
300 ftm to 3530 J-Lm impinge on the flat nickel surface heated in the temperature range 
from 300 oc to 800 oc and thereby proposed that the critical \Veber number cxi:;ts in 
the range between 80 and 90. According to the present experimental results, the critical 
Weber number is nearly 50 and relatively small in comparison with the above 111entioned 
two investigations. We consider that the rebounding condition is influenced not only by 
the Weber number, but also by other parameters such as the surface temperature, the 
surface roughness and the surface material, etc.. As pointed out from an experimental 
point of view, the Leidenfrost temperature drastically changes with the surface material 
and roughness(lO] and the boiling phenomenon of the droplet is also changeable depending 
upon such parameters. 

Thus, on the basis of the present result, we tried to investigate the deformation be­
havior of the droplet on the Inconel alloy 625 surface heated at 500 oc in the range of 
vVe smaller than 50. Figure 5.3 shows the typical time history of the deformation process 
of the droplet after the collision with the surface under the experimental condition that 
Dv=OA6 mm and V0=1.72 m/s (We=l8.9 and Re=791) . 11, Wand C denote the droplet 
height, the width and the distance between the droplet bottom and the surface after re­
bounding from the surface, respectively (sec Figure 5.4). Here, it should be noted that 
11, W and C are non-dimensionalized by the initial spherical droplet diameter Dr and l 
is done by Dp/Vo. By the way, t=l corresponds to 267 f.t.S. Again, the variations of IV, 11 
and C with l in Figure 5.3 have been pursued by many video images of droplets, a.'> has 
been mentioned already. In an early stage of t < 0.8, 11 decreases at the almost constant 
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Photo. 5.1.: D.roplct deformation process impinging on a plate using two nash units. 
NotE> that tune mtrrval of two flashes is 200 fi S . 200 flS . 600 fl S and :-.oo 1,8 , for (a). (b). 
(c) and (cl ). respectivrly. 
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Figure 5.3: Time history of deformation process of droplet on condition that Dp=0.'16 
mm and V0=1.72 m/s. 
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Figure 5.4: Definition of droplet height If, width W and distance C from bottout of 
droplet to plate surface after rebounding from surface. 

rate which is equal to approximately the impact velocity, while W increases with Lime. 
After the droplet height If reaches the minimum value around t=l .0, its increasing rate 
is very slowly for a short time. After t ~ 1.7 the increasing rate of 11 becomes remarkable 
suddenly. On the other hand, W reaches the maximum value around l=l.O and thereafter 
continues to decrease. But, after t ""3.5, there is observed almost no notable change in \11'. 
llcrc, what is worthy of attention is that the droplet rebounds from the surface around 
l=3.8 when the droplet length ( =lf- C) is approximately 2.2 times the initia.l droplet 
diameter Dv· However, the droplet tends to shorten as time elapses. It may be reasonable 
to consider that the upward velocity of the bottom side of the droplet becomes larger than 
that of the top side. 

H should be noted that in a later stage after the collision with the surface the measured 
values tend to be scattered. This tendency becomes remarkable as the Weber number is 
increased. The major reason is due Lo the fact that most of droplets can not keep the 
shape axially symmetric when the droplets arc lengthened as a bowling pin-shaped mass 
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Figurr !1.5: Time history of deformation process of droplet on condition that Dp=0.35 
mm and \lo=2.9 mfs. 

on the surface. Figure 5.5 indicates the time history of the deformation process of the 
droplrt nfter the collision with the smface on condition that Dv=0.35 mm and Vo=2.9 
mfs (Wc=4l and Re=1015). The dispersion of the measured values of W, If and C 
aft rr rC'bounding from t hr surface ))('comes obviously remarkable compared with the casr 
shown in Fip;ur<' 5.:L 

The maximum spreading diameter of droplets impinging on a high temperature sm­
face wHs investigated experimentally by a frw researchers. The empirical formulae were 
proposed in the form of thr function of only the Weber number. Akao et al.[l] proposed 
the following form of 

DmaJ'I Dp = 0.613 w e0
·
3

!) (5.1) 

and llrda rt. a1.[2) gave the following relation as 

(
We )o.s 

Dmax/ Dp = 0.87 G + 2 (5.2) 

The above two exprrssions were obtained using the relatively large droplets of the order 
of a few millimetrrs in diameter. 

Figure 5.6(a) indicates the relation betwcrn Dmax! Dp and We, where Dma.r denotes 
the maximum spreading diameter after the collision with the surface. The solid circles 
show t.hr present cxperimrntal results obtain<'<! by using droplets of 330 I'm to 600 Jtm 
in diamrter. Also, the empty circlrs denote thr results given by Ueda et al., which were 
obtained by using droplets of 0.94 mm to 2.5 mm in diameter at the saturation temprra­
ture of wat.cr. Therefore, the Weber number was estimated by the physical properties at 
20 oc for the present casr and <tt l 00 oc for the case of Ueda et al.. 

The above mentioned two experimental formulae arc found to give good agrerment 
with each other in the range of the Wrber numhrr larger than 25. The present experimen­
tal data_ is also seen to be fairly close to these formulae, but the values arc slightly small 
in comparison with the two formulae. Then, brcausc it was considered that the maxi­
mum spreading diameter depends not only upon the Weber number, but also upon the 
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Figure 5.6: Relation between maximum spreading diameter after coll ision with surface and 
the Weber number(a). Comparison of formula built up in present study with measured 
values(b ). 

Reynolds number, the effect of the Reynolds number on Dmax was inspected by plotting 
the value of Dmo:& against the Reynolds number. As a result, almost no significant effect 
could be found. Then the formu la. capable of giving best-fit to the present expcri111cntal 
data was built up in the form of 

Dmax/ Dp = 0.093 W e0
·
74 + 1 (5.0) 

The numerical value obtained by the above expression could be found to give good agree­
ment not only with the present data, but also with the results by Ueda. et al.. Such a 
relation may evidently be understood in Figure 5.6(a) as well as 5.6(b ). 

Wachters et al. [3] and Ueda et al.[2] reported that the resident t ime of droplets on 
the hot surface is approximately equal to the first-order vibration period l of a freely 
oscillating droplet given in the form of 

l = ~ ~ (5.tl ) 
4 V-:-

in which p and u denote the density and the surface tension, respectively. Shoji et a1.[7] 
confirmed experimentally that Eq.(5A) holds true for relatively small droplets of the order 
of 100 J.tm. Figure 5.7 gives the variation of the resident time with the droplet size. It was 
fou nd that from this figure that the values obtained by Eq.(5.4) arc in good agree111ent 
with the measured resident t ime of droplets in the size range of 0.33 mm to 0.48 mm. 
Concretely speaking, the resident time is estimated to be only 500 J.LS for Dp=0.3 mm 
and 1 ms for Dv=0.5 mm. It may be understood tl1at as soou as the droplet impinges 
on the hot surface, it can be instantaneously in direct contact with the surface and after 
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Figure 5.7: Variation of resident timr with droplet size. 

a ' 'rry short wrHing time thr droplrt is isolatrd from the surface through a vapour ftlm. 
Thrreforr , it. is very difficult to qtHtntitatively rtssess the effect of the wetting on the 
coolin~ intensity from a liH'rmal point of view. 

Fip,mc 5.8 shows the corfficient of restitution of droplets against the Weber number in 
t hr sizr rangr of DP=0.33 rnm to 0.4 8 mm. As droplets are not spherical in shape after 
impact on the surface, but lcngthcnccl as a bowling pin-shaped mass on rebounding from 
the surface. the rebounding coefficient e is defined in the form, 

(' = I 0.5( \lto7> + Vbottom) 

Vo 
(5 .5) 

in which \~07' and Vbollom Hr(' the rebounding velocity at the top rtnd bottom parts or 
t hr droplrt, respectively. The' v<'locit.ies have been determined directly by following thr 
variation of i f and C with t.ime at the moment when the droplet leaves the surface (sec 
Fig. fi.3 ). Tt is unclrrslood from this figure that the coefficient is more than 0.5 in thr 
range of 11' c < 18 and becomes small with the Weber number. There has been almost 
no measured records of the rebound ing coefficient, so far a.<; we know. Only Jen·rey .Y. 
Patrick[9J measured it on condition that the watrr droplet of D,=302 fLm impinging on 
a. steel surf<\cc heated at t100°C. They reported that the average reboun ding velocity was 
0.9tl m/s for \10= 2.4 mjs. The measured result (e=0.392 at We=24) agrees wrll with 
the prrsent experimental data, as shown in Figure 5.8. Finally, we wish to propose the 
empirical fo rmu la giving the relation between the coefficient of restitu tion and the Weber 
number as 

c = 1 - 0.087\lfe0
·
59 (5.6) 

in thr present experimental rangr. It is noted that the solid Une drawn in Figure 5.8 
obeys the above expression. 
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Figure 5.8: Coefficient of restitution of droplet against Weber number in si~e range of 
D7,=0.33 mm to 0.48 mm. 

5.4 Conclusion 

The deformation process as well as the rebounding one of water droplets from 300 J.Lm to 
600 J.Lm in diameter impinging on the rigid surface heated at 500°C have been investigated 
experimentally. The impact velocity has been changed in the range from V0=l.7 m/s to 
5.7 mfs. The results obtained in the present study arc sununarized as follows: 

l) The critical Weber number, which corresponds to the boundary whether the droplet 
breaks up on the surface or not, is nearly 50 in the present experiments and fairly 
small in comparison with prior experimental results proposed by a. few researchers. 

2) The maximum spreading diameter of droplets on the surface has been inspected. 
The present data has been found to give fairly good agreement with the results 
obtained by the prior two experimental formulae. But, the present data have been 
slightly small in comparison with two formulae (sec Figure 5.6(a)). Accordingly, 
the formula capable of giving best-fit to the present data has been built up as a. 
function of the Weber number. The value obtained by this formula has been found 
to be in good agreement not only with the present data, but also with the results 
by the other researchers (see Figure 5.6(b)). 

3) The variation of the resident time of droplets on the surface with the droplet si~c 
has been confirmed to be in good agreement with the flrst-order vibration period of 
freely oscillating droplet. 

4) The coefficient of restitution has been found to be more than 0.5 for W c < 18 and to 
decrease with the \tVeber number. Also, the empirical formula capable of predicting 
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th<' coefficient. of restitution in thr range of vV e <50 has been proposed in the form 
of a function of the Weber numbC'r. 
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Chapter 6 

Deformation process of a water 
droplet impinging on a solid surface 
[1 5] 

6.1 Introduction 

The process of cooling a high temperature surface with a water spray is widely used in 
iron- and steel-making industries. Specifically, the spray cooling method is applied to t.he 
secondary cooling zone in a continuous casting process. Also, the hot strip passing through 
the last finishing roll is cooled on a runout table from the austenitic finishing temperature 
to the coiling temperature. In this case, the upper strip surface is cooled by the laminar 
flow cooling method, while the lower surface is cooled by the water spray. llcncc, the 
numerical analysis of the flow field of subsonic free jets of gas-particle mixtures composed 
of air and water droplets was performcd[l]. Again, the problem of flow structures of the 
two-phase subsonic jet impinging on a fiat plate normal to the flow, corresponding to the 
mist/spray cooling situation, was solved on the assumption that the droplets arc perfectly 
elastically reflected from a surface by the present authors [2]. However, we cannot shed 
further light on the mist/spray cooling mechanism without understanding the deformation 
process of individual water droplets impinging on a plate surface. 

Practically speaking, in spite of the widespread use of this cooling method, there 
seems to be a conspicuous lack of knowledge concerning the spray cooling mechanism. 
Therefore, many experimental studies have been performed focusing upon the collision 
and deformation processes of a water droplet impinging on a hot plate surface (\Vachtcrs 
and Westcrling [3], Ucda et al. [4], Akao et al. [5] and Chandra & Avcdisian[6]). However, 
the diameters of spherical water droplets adopted in the experiments arc relatively large, 
ranging from lmm to 3mm. This is because the high speed deformation process of the 
droplet must be observable from a photographic point of view. Actually the droplet 
diameters in spray cooling are believed to range from 1 OOJLm to 500J.Lm. In this regard, 
Pederson [7] treated relatively small droplets, from 2DO,.un to 400Jtnt, but the photographs 
of the impact process arc not sharp enough to allow an understanding of the detailed 
behaviour in the droplet deformation process. In passing, we note that it is impossible 
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10 rxprrirnrntally rncasmr thr inner flow field of a droplrt during and subsequent to the 
collision with a solid surfarr. 

Again. thcrr are a frw reports c·oncerning the numerical analyses oft he collision and 
clefonnation processes of a liquid droplet impinging on the surface. IIarlow and Shannon 
(8] a.na.lyscd numerically t.he deformation process of a droplet impinging on a Oat plate 
and compared lhr result obtained with the experimental data. Although the effect of the 
surface tension on the deformation process was neglected in their analysis, a fairly good 
agrecmrnt bf'twecn the numerical and experimental resu!Ls was found. Turutani et al. [9] 
studied the deformation process of t.lte droplet using thr SM AC method [10] and discussed 
the cffrct of surfacr tension by comparing the numerical results with the experimental 
values. The two results arc found to quantitatively show a similar tendency on the whole. 
Ilowevrr, in thC' above mentioned t.wo analytical studies, the surface configmations are 
not so sharp dur to following the free surface by the so-called marker particles. Moreover, 
these numerical analyses were restricted to an earlier deformation process. 

Thr deformation process of a n-hcptane droplet on a stainless steel surface at room 
tempera.ture was studied using a flash photography method by Chandra & Avedisia.n [1 1]. 
Thry found that a liquid rilm formed by the droplet impinging on a smface continued 
to sprrad monotonically in a fairly thin discoid-like shape and a maximum diameter of 
four tirnes the initial droplet diameter. In the present experiment where a water droplet 
impingrs on an lnconel 625 alloy smfacc. it has been found that the liquid shows the 
tendency t.o be stagnant at the periphery of the circular film and concentrates there in 
a doughnut-like shape, and that thereafter the liquid begins to now backwards towards 
the ccnter until it reaches an equilibrium configuration and is concentrated at Lhe central 
region rather than at th<' periphery. 

In t.hc present chapLer, both the radially expanding process of the liquid film formed by 
a drople'L impinging on a solid surface at room temperature, and the subsequent process 
Of flow l'f'Versal frOm the periphery of the Circular liquid film towardS the Central region, 
have bC'en investigated from numerical and experimental points of view. Concretely, the 
experimental results performed by the present authors and Chandra. & Avedisian [ll] have 
been analysed for a numerical point of view. The inner velocity vector fields as well as the 
above characteristic parameters have been calculated using an axisymmetric coordinate 
system. The su rface tension effect is taken into consideration. The calculation approach 
is bilscd on the M J\C-typc solution method. This need not introduce the so-called marker 
particles, which will be mentioned later. J\ comparison has been made between the 
calculated time histories of droplet diameter and height during the deformation, with 
corresponding experimenta l observations. In the present experiments, the Lime variation 
of the droplet diameter and its impinging velocity, arc determined by direct measurement 
from multiple-exposme images using micro flash units. 

6.2 Conservation e quation 

The conservation equations to be solved arc expressed nondimcnsionally in terms of the 
followinp, dirnensionless variables. 
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t = t/(Dv/flo), X= xj Dv, y = Y / Dv } 
u = u/uo, v = vfuo, P = pf(pu6) 

{ 6 .I) 

in which t is the time; (x,y) denote the coordinates in the radial and axial directions, 
respectively; ( u,v) denote the velocity components in the x- and y-direc~ion~, r~pecti ve.ly; 
p is the pressure. !JP, u0 and p denote the initial droplet diameter, the unptngu.lg vel?c•ty 
and the material density of droplet, respectively. Llere, overbars denote the dnnens10nal 
quantities. 

The system of equations governing the droplet deformation is given by 

fJu + fJv + ~ = 0 
OX fJy X 

{6.2) 

fJu fJu2 fJuv u2 op J [fJ2u o2
tt a ('U)] 

7ii + ox + fJy +-; = -ox + Re fJx 2 + fJy 2 + ox x (6.3) 

fJv fJuv fJv2 uv op 1 1 [fJ2v o2v 1 fJvl 
fJt + ox + oy + -;- = - fJy - Fr2 + Re fJx 2 + oy2 + X fJ:c 

(6.4) 

in which Re and Fr arc the Reynolds number and the Froude number, respectively, defined 
as: 

Fr=fio/~ ( 6.3) 

Here, v and g denote the kinematic viscosity and the gravitational acceleration, respec­
tively. 

Next, the pressure balance condition on the free surface yields: 

1 auT/ 1 ( 1 1 ) 
]J., - Poo + Re 077 = We Rt + R2 

( G .G) 

in which: 

We= pu6Dv (G.i) 
if 

and p., and Poo are the surface and atmospheric pressure, respectively. R1 and R2 arc 
the principal radii of curvature at a given point on a free surface, respectively. 17 is the 
coordinate normal to the surface and U,1 is the component of velocity in the q-clircction. CJ 

is the surface tension. Obviously, the sign of the left hand side of Eq.(6.6) depends upon 
the sign of R1 and R2 , that is, whether a concave or convex surface. 

6 .3 Numerical procedure 

The numerical technique suitable for solving free-boundary problems of fluid mechanics, 
can be divided roughly into two kinds of methods. One is the method to pursue the free 
surface on a steady coordinate system in a Lagrangia.n manner, based upon the !\lAC 
technique developed by Ilarlow and Welch (12], the other is lo renew the curvilinear coor­
dinate system so that the surfacial coordinates of fluid may fit the free surface boundary 
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at evrry n<'w time strp [13}. The use of the bouncla.ry-fittcd curvilinea.r coordinate systrm 
is considcrrd to be of advantage in trPating the boundary condition at the free surface 
Pa~ilv and strictly and in maintaining thr conservation law of mass a.nd momentum at. 
the frre boundary faithfully. However, computational cost is appreciably expensive in 
comparison with the steady coordinat.r system, because the adjustment must always h<' 
111 aclr so as to flt t.hr current boundnry shape. On thr othrr hand, the numerical tech­
nique• based on t hr MAC-type solution method is capable of catching the overturning of a 
frN' surfacr wave and the mixing bubbles in liquid, etc .. In the present investigation, the 
calculation of the deformation process of a droplet has been performed using the steady 
coorcli n at<' systrm, brca use the n umrrica I i nstabil it.y has occurred d uc to the shape of thr 
droplC'L just after Lll<' collision with the surfa.c<>. Too large curvature at the free surface' 
has orC'I IJT<'d, although the boundary-fit,trd coordinntr system has brrn t,ried. 

Tlw syst.c•m of consrrvation <'quat ions has brcn numerically solved by the finitr­
difrNc'ncinp; approximation of the Navirr-Stokes equations governing an a.xisymmrtric 
incomprrssible fluid flow. The sta,ggrrcd mrsh system ha.s been adopted in the numerical 
simulation. The second-order upwind schrme, which is commonly called the donor cell 
method, has been applird to the convection terms and the second-order central differcnc­
ing schrn1r has been applied to the viscous terms. Also, the explicit Euler scheme has 
been adopted for time integrations. First, the velocity vector field has hrcn dclerminrd by 
the finitr-diiTerencing approximations to the momentum cquations(6.3) and (6.4). Next, 
the prrssure field has been determinrd by solving the finite-differencing approximation of 
thr Poisson equation on the basis of the iterative procedure. The calculation approaC'h 
which has been mentioned so far, obeys basically the MAC-type solution method [ 12], 
except it uses no marker particles and applies the donor cell method to the convection 
terms. 

Now, wr briefly describe the calculating procedure of the free surfa.ce configuration. 
H is a!-lsumrcl that thr free surface consists of a large number of segments and thr two­
end points of each segment a.re located on the underlying lines of the rectangular cc'll 
systrn1. 1\ccording to Miya.ta. [14], the time evolution of the free surface is followed by the 
Lagrangian moYement of the segments that form the free surface configuration . The rnd 
points (:r~,y:) of the scgml'nts at a timr strp n, arc moved to the new points (x~+• ,y;+•) 
at the nrxl time strp in the Lagrangian manner: 

x~+• = x; + 6.1 · lls } 

y~+l = y; + L':::.l · V.s 
(6.8) 

whcrr u~ and vs denote the velocity components in the radial and axial directions, re­
spcctivrly and ~l is the lime incremrnl per cycle. The new segments arc temporarily 
clPtcrminrd by (:r~+•, y;+ 1 

). Then, thr new formal end-points are given by the intersecting 
points bCLwecn the temporary segments and the underlying mesh Iincs. The submesh sys­
tem, whose mesh size is hfllf of the main system is introduced in the present calculation. 
Bccausr the free surface configura.tion is represented by a succession of line segments, it 
becomrs smoother due to the fact that tlw number of intersecting points increases to twicr 
that of thr main mesh system alone. lt should be borne in mind that the calculation of 
lh<' vPiocity vector and pressure fields is performed only on the main mesh system. Again, 
the radial position of the contact line of free surface on the plate is determined by ilH' 
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Figure 6. 1: Preliminary check on effect of mesh si~c on numerical accuracy. 

linear extrapolation from the two end points close to the solid surface. 
In addition, the velocity components of the new segments arc determined by the 

extrapolation from the velocity vector field in the nearest neighboring sites inside the 
fluid. Also, it is noted that the radii R1 and R2 required to estimate the surface pressure 
Ps (sec Eq.{6.6)) are calculable by first and second-order differential terms and these 
arc obtained by a second-order accurate difference approximation. There arc some cases 
where it is impossible to calculate exactly the third term in the left hand side of Eq.(6.6). 
particularly at a sharply convex or concave region where the grid points arc too small in 
number. Moreover, the term is considered to be negligibly small compared with the other 
terms in Eq.(6.6). Thereby, we note that this term is neglected. 
. ln the present calculation, the moment of the impingement of droplet on a horizoutally 

f1xed Oat surface has been set at l=O. H has been assumed that the droplet is perfectly 
spherical in shape and has no velocity distribution in its own body at l=O. 

Next, we consider the effect of selecting the mesh size on the numerical accuracy. The 
regular square mcsh(6x = 6y) has been adopted in this calculation. For various mesh 
sizes, the numerical experiments have been performed and the results have been compared 
with each other. 

Figure 6.1 gives the time variation of the radial distance X 3 ,v=O of the contact line of a 
droplet for 6x = 1/30,1/60, 1/100 and 1/120, respectively, on condiLion that Rc=L300, 
Wc=62.5 and Fr=42.9. As a result, the numerical error has been found to be at most 
1% between 6x=l/100 and 6x=l/120. Accordingly, ~x=l/100 has been selected in the 
present calculation for the sake of saving the computer memory and CPU time. 

Again, the computational time interval6L should be determined by the CFL(Courant­
Friedrichs-Lcwy) condition as follows; 

6l = f x Min ( 
6

x ) Ju2 + u2 (6.9) 

where f is Lhc CFL number. The condition of f :::; 0.5 has to be satisfied because 
the submcsh system is introduced in the present numerical model, as mentioned above. 
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The san1<' numerical expcrimcnt.s as t h<> above case have been performed for J =0.07, 
0.05 and 0.0'1, respectively. As a result, almost no significant numerical error has been 
reco~nized between f =0.00 and 0.04. Accordingly, we select f =0.05 throughout the 
prcsrnt si mu la tions. 

Wr wish to add previously that the no-slip condition is adopted (u = v = 0 at the 
wall ) and the pressure condition at the solid/liquid interface is given by 

, 1 ~11 2v1 
P = JJt/2- ;-vtlv,l + ~- ---

2 fr Re·6y {6.10) 

in wh irh p' Hnd P112 denote the rrcssurr at the extrrnal and the interior cells of the wall 
rc•spcctivrly, and v, is the velocity component norma.! to the wall. 

6.4 E x perimental procedure 

:rhc. rx.perimental study has been undertaken to understand t.hc dcforrna.tion process of 
11np1ngtng droplrt on th<' plate surface. It. is d<'sirable to calculate the deformation process 
of it droplet for which the experimental data arc available so that a direct comparison can 
be nuHI<'. 

Fi~ure 6.2 shows a schematic diagram of the cxprrimcntal apparatus. Water stored in 
a gastight lank is introduced to a needle and the droplet is formed through the needle. 
The wllter ha.c; been pressurized statically by a high pressure air to ensure repeatabilitv 
of droplet formation and release at the needle tip of 0.2 mm in inner diameter. A need I~ 
oscilltltor using speaker coil, which vibrates with a particular frrquency, has been attachrd 
to the nerdlc tip so that droplets with a uniform diameter and a constant velocity may br 
pt:oduced. A 1 cm .diameter disk, which has a long and narrow rectangular hole (which 
wdl br callrd the sl1t hole hereafter), rotates horizontally between the needle tip and the 
solid surface. Accordingly, a large number of droplets appearing from the needle tip have 
brcn ~)lockrd by the rot~ting .disk, but only one droplet per revolution can pass through 
the sill, hole of the rotatmg cl1sk and reach the flat su rface. 

The video camera recorder, which is equipped with a macro filter, has horizontally 
b:en fixed at Lhc same level as the solid surface. The close-up image of the droplet on the 
vtdro screen has been taken by the back light method using micro Oa.c;h units. The video 
caJnrra recordrr, the. solid Stll:face ~n which t.hc droplet impinges and micro flash lights 
htlve br~n arranged m a stra1ght lmc. The optical sensor unit perceiving the position 
of tlw slit hol~ on thr disk, sends a signal to the delay timer when a droplet is pa.c;sing 
1 hrou~h the c!Jsk hole. The delay timer transmits a signal to the Oash controller units 
(Sugawara S~3.03A, .1\1 P 102/\) with a delay time. The two micro flash units (Sugawara 
~I P230) prov1chng a 1.6 ft.'> or shorter duration fla.c;h arc triggered in a scheduled time 
1ntervals of 6?"'5~0 ftS, w~cn signals arc sent from the Oasb controller units. Again, the 
error of the time mtcrval IS controlled below l fLS. The video image has been set to be 
exposed only by the flash light. The moving distance of droplet during a flash is smaller 
than the mrasurernent accuracy mentioned below. 

The dropl<'t si?.c has been measured directly from a video still image using a personal 
computer. Again, because the measurement accuracy of the video still image depends 
upon thr rrsolution of video system and the image magnitude, it can not be bettered 
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Figure 6.2: Experimental apparatus 
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1 han O.OOS nun in thr present mC'asurcmrnt. system. The impingin~ velocity can br easily 
cstirnatc'd by the moving distance of the droplet in the time interval from one flash to 
anothrr. The time history of the droplet drformation has been measured from a lot of 
multi-rxposure images of thf' dropl<'t befor<' the collision with the surface at the first fla.sh 
and after the collision at the second flash. The period from the moment of impact to the 
second nash can be calculated from the three factors; the impinging velocity, the distance 
between t hr bottom/top of the droplet at the first flash and the surface, and the time 
intrrval IH'I wren the two flashes. 

Strictly speaking, it is difflcult to always produce droplets with the same diameter and 
1 hr same vrlocily with each other. Therefore, the diameter of all droplets on the video 
image has bcf'n measured to obtain the exacl cxpcrimcntaJ data. Again, the impinging 
velocity can be regarded as conslant on condition that the delay timer is set at the same 
d~lay ti111r, i><'cnusr droplets with differrnt velocities arc not caught on a small video frame 
area. Incidentally, the velocity of droplet ca.n be varied in the range from 1.3 mjs to 1.0 
m/s in the present experimental apparatus. 

6.5 Results and discussion 

First., wr consider the effect of the physical properties of the plate surface on the defor­
mation process of droplets. The surface material is Jnconcl 625 t~lloy. In order to examine 
whrthcr the effrct of the physical properties of the surface is signifi<:<'lnt or otherwise, the 
dcformat ion process of droplet impinging on the waxed plate smfacc has been compared 
with Lhe rase of the non-waxecl(na.kecl) plate surface on condition that D11 = 0.4[mm) 
and fio = 3.75[mjs) (Re=1500 and \Ve=78). Figure 6.3(a) demonstrates the comparison 
between the two cases. We note that the height h and the radius f arc normalized by the 
initial droplet. diameter D11 and the dimension less height h( = h/ Dp) and the dimension­
less radius r(= r/ Dp) obey the definition shown in Figure 6.3(b). There is no observed 
din"rrcnce in t.hc time history of the height and the radius, at least, in the early period of 
imp11ct.. The deformation processes arc similar to each other. 

1\ lso, the evolution of wetted area. and spreading rate, both of a droplcL on a. stainless 
stc<'l surface' ;tncl of a droplet spreading over a thin film created by deposition of a prior 
droplrl. wNr compared with rach other using a n-hcpta.ne droplet by Chandra & Avedisia.n 
[11]. Thr experimental results show that the deformation process of the droplet spreading 
on a thin liquid film is essentially the same as on a solid surface dming the early period. 
1\,gt\in, t.iH'.Y found thnt the radius of the n-hepta.ne film on the surface at the ambient 
tcmpNat ure of 2tl oc increases monotonically until it reaches a maximum. 

llowcvcr, it has been found in the present experiment using the water droplet that the 
film bep;ins to recoil towards the centrr after the radius reaches a maximum on the solid 
surfacr at the ambient temperature. as described below. Practically, we believe that the 
inlNact.ion of t.hc physical properties of the surface material with those of the liquid should 
br takcn into considrration. In other words, the drformation process of a liquid droplet 
on a solid surface in the later sta.ge after impact is considered to strongly depend upon 
11 propN arrinit.y at thr solid/liquid interface, although the deformation process may be 
rrp;ardNI as independent of the surface condition only during the early period of impact., 
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Figure 6.3: Efrcct of physical properties of plate surface on defonuation proccss(a) aud 
definition of droplet height h and radius r(b ). Note that the experi mental uncertainties 
in both the droplet radius 1' and height h arc kept within ± 0.01ll on a nondimensioual 
scale. 

as pointed out by Chandra & Avedisian. 
However, the introduction of the above interaction effect into the numerical model 

is not taken into account in the present simulations, although the whole deformation 
process from the moment of impact to reaching the final configuration is not able to 
give appreciable agreement with the experimental data. At any rate, let us compare the 
numerical results obtained by the present model with the experimental ones for the case 
where a water droplet impinges on an Inconel 625 alloy surface. Figure 6.4(a) shows the 
comparison between the calculated and experimental time histories of the height h and 
the radius 7' on condition that Dp=0.5[mm] and u0=3.0[m/s] (Re=1500 and We=62.5). 
It can be seen from this figure that. the calculated time history of the reduction process 
of h( = h/ Dp) shown by the solid line gives fairly good fit to the experimental data by t.hc 
solid circles. Also, the calculated time history of the spreading process of r(= rfDp) shown 
by the solid line is roughly in agreement with the experimental data by the empty circles. 
Strictly speaking, the calculated value is a little more than the experimental one, but the 
difference is at most tJ.% in the range oft >0.5. Figure 6.4(b) shows the time variation or 
the calculated liquid volume during the deformation due to the numerical error. Here, the 
initial spherical volume is fixed at unity. It may be regarded that the numerical error of the 
liquid volume is at most 3%. As mentioned above, it has been clarified that the calculated 
deformation process of the droplet is in agreement with the experimental in the early 
period of impact (t < 1.5). Then, the subsequent process is investigated. Figure 6.4(c) 
indicates the comparison between the calculated and experimental results in the period 
oft < 5.0 just after impact on condition that !JP= 0.39 [mm) and u0=2.25 [m/s) (Rc=878 
and W c=21). The calculated and experimental time variations of h and r have been 
found to agree well with each other in the time range of l ~ 2.5. However, a significant 
difference between the calculated and experimental results appears in the subsequent 
deformation process. The experimental1·-value decreases because of the recoiling process 
in the time range oft 2:: 2.5, while the calculated value remains almost unvaricd. This may 
occur due to the fact that the no-slip condition is adopted at the liquid/solid interface as 
the boundary condition and thereby the contact line around the circular wetted area is 
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unmovahlt' towards the crnter. 
;\ow. we• considN t.hr clrfonnation procrss and the flow field after thr droplet impingrs 

on the• plat<'. Figure 6.5(a) gives the cvolulion of the frrr smface configuration and thr 
vrlocity vrct or field on condition that Hr-1500, Wc=62.5 and Fr=t12.R6. Figure 6.5(b) 
shows t hr dist rihut ion of prc>ssure p on the solid surface. Here, p = 0 corresponds to th<' 
arnhirnt. prrssurr and the negative pressure corresponds to a lower than ambient pressure. 
lt is noted that thr magnitude of the velocity vector in this figure is comparable at every 
timr stage. TIH' watrr film raclially expands in the early period of impact, because the 
prcssmc at the impinging region is higher than that at the peripheral region. The edge 
part in t.hr neighbourhood of the contact line is observed t.o be roundish owing to the 
surface• t.ensiOII c·ffrct. Thr velocity boundary layer is formed in the thickness direction or 
the watN film. This is clue to the fact that the velocity components arc set at zero attl1e 
liquid/solid int.rrface i11 the no-slip condition. The calculnted results show that. the liquid 
flows ra,dially from the ccntcr t.o the relatively stagnant edge :wne of water ftlm and the 
round ish edge zone expands in the early period of impact (t<1.6). As a result, the cenlrnl 
part. of the liquid film becomes lower than the height of the edge zone between t=l.2 and 
1.6. 

Th<' film radius reaches a maximum valtH' at t~ l.G owing to the decrease in the radial 
velocity component., the nu id friction with the solid surface and the reversal of the pressure 
,gradient in the radial direct ion. Thereafter, the liquid nows raclially backwards from the 
rdp;<' part to the center. Such a reversal phenomenon of nowing direction is strongly 
p;ovcrnrd by the vortical structure appearing at the roundish edge zone. The center of 
\'Ortical structure formed first near the contact line, moves upwards. As a result, the edge 
zone· moves in the radial direction (t=l.2"' 1.6). On the other hand, the now towards the 
crnt<'r on th<' underside of the edge zone is formrcl and comes into collision with another 
flow from the cent er towards the periphery. Finally, the collision of t.he two nows leads 
to <1 rising flow and thereby the rounclish edge zone grows in both the thickness and the 
widt.h(t=2.0 -2A ). As the t.imc elapses further, the flow townrds the center becomrs 
superior to the now from the centcr towards the periphery. As a natural consequence, 
thC' position where t.he flow towards the centred part collides with the opposite now, is 
seen to shift towards the ccnlcr with time. That is to say, the position where the liquid 
film thickrns, is shifted from the peripheral region to the center. On the other hand, 
t.he central liquid film with a smaller and alrnost uniform thickness is seen to be in an 
almost stagnant state(t=2.0"' 3.2). Thereafter, the now from the periphery to the center 
becomes dominant and again the central part of the liquid film is elevated. As a whole, 
the configmation of the water film in this state is high in the central zone and lower with 
increasing water film radius(t=6.0). 

Photo. G.l (a) to (c) indicate the time variation of the deformation process on the same 
condition as the case of Figure 6.5. These have been obtained by a video printer taken 
from the '·ideo image. The droplets have been photographed from a slightly oblique and 
upper sid<' of t.he plate smface and a rtashlight is snapped once per droplet. Therefore, it 
should br notrd that the droplets taken in each instantaneous photograph, are different 
from rach other, that is to say, the same droplet has not been followed, but the various 
instant <lnC'OilS hrhaviors of diffC'rC'nt. dropJrt.s havr been phologra.phecl and arranged in 
rrgulrtr srqucnr<'. Also, the Lime elapsed aftrr the collision of each droplet with the surface 
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Figure 6.1: Comparison of numerical Lime histories of droplet height h and radius 1· with 
experimental values(a) and Lime history of numerical droplet volume during dcforma­
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ones for Re=878 and We=27(c). Note that the experimental uncertainties in both the 
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Fig. 6A(c), and that the numerical error of the droplet volume during deformation is at 
most 3 %in Fig. 6.4(b). 
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could not hr. mr.t\sured accurately due to being too short event. At any rate, it has bcrn 
visually observrd that droplets impinging on the solid surfacr. form a radial liquid fllrn 
and sprrad with time (sec Photo. G.l(a),(b) and( c)). Again, when the liquid film expands 
in a discoid-like form, the thickness of the central region, is seen to be smaller than that 
of thP peripheral one, as shown in Photo. 6.l(d). Furthermorr, it is observed in Photo. 
G.! (e) that thereafter, flow rcvrrsal occurs from the peripheral region towards the central 
on<'. The last photogra,ph is observed l.o be very similar to the shape of t=3.2 in Figure 
6.5(a). On the whole, it may br justifiable to consider that these photographs indicate, at 
lrast. a qualitative agreement with the results obtained by the present numerical model, 
('V<'tl if t.he values of l al. which the pictures h<wc been taken could not measured. 

IlN<', it should be noted that there is observed a slight recoiling in the photographs. 
Rr.ally, in I he cxperimrnts performed using the n-heptane droplet (Chandra & Avedisian 
!J I)), t.hrre witS no recoiling process on the stainless steel surface at the ambient temper­
ature. while the recoiling process apparently exists in Figure 6.5(a). However, the surface 
wctt<:'d by liquid once cannot be regained to the dried state due to the fact that the no­
slip condition is introduced at the liquid/solid interface, as mentioned above. In fact, the 
diameters oft he circular contact lines arc seen to be constant after reaching a maximum, 
as shown in Figure 6.5(a). lTerr., it should be noted that the maximum diametrr of thr 
liquid film is diiTcrent from that of the circular wetted area. 

Figure 6.6 indicates the influence of the impinging velocity on the time history of 
both t.hr height h and the radins r during the deformation. We find that the height is 
reduced along the same time history curve up to t ::=1.0 in the present range of the Re 
number . Also, the height changes at the same rate in the range of t<0.5 regardless of the 
Re number and the decreasing rate is almost the same as the impinging velocity. After 
that, the decreasing rate becomes lower, but the droplet height begins to increase slightly 
at t= 1.0, 1.2 and 1.3 for Re=l050, 1300 and 1500, respectively. This suggests that the 
height of the central part is lower than that of the peripheral zone (sec Figure 6 .. 5(a)). 
As the We number is reduced, the effect of the surface t('nsion becomes more rcrnarkablr. 
Concretely speaking, the attainable radius is reduced and the time required to reach it is 
decreased with the decrease in the We number. 

:.lcxt, we will discuss the experimental ca1)e where a n-heptane droplet of 1.5 mm in 
diameter impinges on the stainless steel surface at the ambient temperature of 24 °C. 
This corresponds to experiments performed by Chandra & Avcdisian [11]. A sequence 
of photographs showing the deformation process of the droplet during and subsequent to 
the collision with the solid surface is reported in thei r paper. The first 2.6 ms of impact 
is shown during which period the droplet ac;sumccl the shape of a flattened disc. They 
states that the liquid continurs to further spread after this time, reaching a maximum 
diameter of 6.0~ mm at approximately 20 ms after making contact with the surface. This 
is four times the initial droplet diameter. 

The maximum radius of the n-heptane film is significantly larger than that of the 
water film shown in the present investigation . Then, the calculation has been made on 
their experimental condition that Wc=~3, Rc=2300 and the impinging velocity fio=0.93 
m/s. Figure 6. 7 indicates the comparison between the experimental and calculated results. 
lfere, solid circles denote their experimental data and solid lines denote the calculated 
rrsults. Also, d denotes the diameter of the circular wetted area according to Chandra & 
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Photograph 6.1 : Deformation process of droplet impinging on a flat plate with 
Dp=0.5±0.02 mm and u0 =3.0±0.02 mjs. 

1.0 

0 .5 h 
(Rhl050. Wta30 6) 

(Rt•l500 Wt•625 

0.0 1.5 2 

Time 

Figure 6.6: Time history of numerical droplet height h and radius r impinging on a flat 
plate for various Re numbers. 
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Figure G.7: Comparison brLwecn numerical and experimenLal results with Re= 2300 and 
\\'e=L1:1. :\'ote that solid circles give deformation process of n-heptane droplet observrd 
hy Chandra & Avedisia.n. 

A vrdisian [11]. The calculations ha.vr hrrn madr for the both cases where the effect of 
surfarr tc·nsion is Laken into account, and neglected. Comparing the t,wo calculated values 
with the rxperim<'ntal data given by Chandra & Avcdisian, the numerical results obtairH•d 
by neglecting smface t('nsion obviously give beUer agreement, wit,h the experimental data. 
for the time variations of the height and diameter of liquid film during the deformation. [n 
t hrir experiment, the n-heptane film continues to spread monotonically until it reaches a. 
maximum and the recoiling process is not observed. Therefore, we believe tha.t the surface 
trnsion effrct is very small not only during the early stage of impact, but also during the 
subs<'qurnt. onr, at least, at t.hr smfacc· trmprrature of 24 oc. In reality, the advancing 
liquid-solid contact angle at thr contact line has been measured to be 32 deg. at 24 oc. 
1\ I though the pictures in Photo. 6.1 show an evolution of the droplet very similar to 
that observed in Chandra & Avrdisian's pictures for the case where a n-heptane droplrt 
impingrs on a steel pla.tc aL room temp<'raturc, the conLact angle at the conta.cL li ne of 
the former case is observed to be rela.t ivrly largr in comparison to that of the latter casr. 
At. any rate, the n-heptane liquid seems to be easily wet a stainless steel surface at thr 
ambient temperature. 

Figur0 6.8 is a sequence of calcula.t<'CI surface configurations and the velocity vector 
fields showing the impact of a. droplet of n-hrpt.ane on a. stainless steel surface at 24 °C. 
1\lthou12,h Lhc calcu lation is made on ncglectin~ the surface tension effect, the surface 
ronfi~urations in this figure arr vrry similar to those observed in Cha.ndra & Avedisian 's 
photo~raphs [11). The values of the Limr [shown in each figure correspond io those of l 
at which each picture was taken. 

Furthcrmor<', Akao et al. [5) showrd that the spreading on the surface is basically 
independent of thermal effect since the maximum diameter correlates well the initial 
kinetic energy of the falling droplet. They proposed an empirical formula capable of 
predicting the value of the maximum dimensionless diameter for a case where a liquid 
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Figure 6.8: A sequence of calculated surface configurations and velocity vector fields 
showing the impact of a droplet of n-heptanc on a stainless steel surface. 
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droplet of 0.2 cm to 0.3 cm impinges on a copper smface heated at ifOO ac. According 
to the for111ula., the value of the maximum dimensionless diameter must be 2.65 for the 
rasr whrrr a value of four or more was given in the work made by Chandra & Avedisian. 
Again, the value must be 3.0 for the case where the result shown in Fig. 6.4(a) is 2.6 or 
so in the present calculation. In short, the experimental result of d given by Chandra & 
A vedisian is too large on the basis of this formula and the present results is small by 13 
ex or so. 

As a result, the deformation process of a liquid droplet on a solid surface is considered 
to depend not only upon the Weber and the Rcynolds numbers, but also upon the other 
paramC't.ers such as the initial kinetic energy of a droplet, the interaction of the physical 
proprrtics of a liquid with those of a. solid surface, the afnnity at the solid/liquid interface 
ct.c .. 

6.6 Conclusion 

The collision dynamics of a water droplet impinging on a rigid surface at room temperature 
havr brrn drscribed from numerical and experimental points of view. Emphasis is placed 
upon the ant\ lysis of the whole deformation process of a liquid droplet after the collision 
with t hr surface>. The effects of viscous stressrs and surface tension have been taken 
into consid<'rtlt,ion and the numerical model capable of predicting the deformation process 
has b<'<:'n built up. The results obtained by the model have been compared with the 
experimental data. First, the impingement of a water droplet on a Inconel 625 alloy 
surface at room temperature has been considered . It is found that the water film formed 
by a droplrl impinging on the surface begins to recoil from the peripheral region towards 
the crnter after the radius reaches a maximum. It has been found that the calculated 
deformation process of the droplet is in agr('ement with the experimental in the early 
period of impact, but a s igni~ca.nt difference between the calculated and experimental 
resu l ts <tppcars in the subsequent deformation process. H is considered that this is clue 
t.o the fact that th(' no-slip condition is adopt.('(! a.t t.he liquid/solid in terface. Also, the 
impin,!!;cment of a n-heptane droplet on a stainless st.eel surface at room temperature has 
been trNttrd in the work performed by other rcsrarchers. I t was confirmed experimentally 
that the n-hcpt.ane film formed by the impingrment. continues to spread monotonically 
up to an f1ttainab](' radius tlnd t.here is no rrcoiling process. The calculation has bern 
made by the present authors for two cases where the surface tension effect is accounted for 
and is nr~lected. The numcrictll results obtained by neglecting the surface tension effect. 
have been found to give fairly good agreement with the experimental data. The surface 
con~gurations have been found to be very similar to the photographs taken during the 
deformation at rach time step. 

Prom various points of virw, it may be concluded that the deformation process of a 
liquid droplet on a solid surfacr cannot be determined only by the Weber and the Reynolds 
numbrrs, but the other parameters have to be considered. The problem concerning such 
para met rrs will be treated in the near future. 

FinFdly, we believe thtlt the present investigation reprrscnts a contribution to the 
physictll understanding of the collision dynamics of a liquid droplet impinging on a solid 
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surface as well as dynamics of free surface bodies. 
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Chapter 7 

Deformation and rebounding 
processes of a water droplet 
impinging on a flat surface above 
Leidenfrost temperature 

7.1 Introduction 

The process of cooling a high temperature surface with a water spray or a mist now is 
extensively used in iron and steel-making industries. Specifically, these cooling methods 
are applied to the secondary cooling zone in a continuous casting process. Then, the 
numerical analysis of the flow field of subsonic free jets of gas-particle mixtures composed 
of air and water droplets was performed t.o predict the cooling zone [1). Again, the 
problem of now structures of the two-phase subsonic free jets impinging on a fiat solid 
surface normal to the now, corresponding to the mist/spray cooling situation, was solved 
on the assumption that the droplets arc reflected perfectly elastically from the surface [2]. 

However, there seems to be a conspicuous lack of knowledge concerning the detailed 
cooling mechanism. To evaluate spray /mist cooling heat transfer, it is indispensable to 
understand the collision dynamics of liquid droplets on a hot rigid surface systematically. 
So far, experimental investigations on the deformation behavior of a droplet impinging 
on a hot surface have been performed by many researchers. H was clarified by some 
prior studies that the phenom<'non to br expected is strongly governed by both the initial 
kinetic cn<'rgy of the droplet and the temperature of the surface. When the droplet 
has low \Neber numbers corresponding to a low impact energy, the droplet spreads as a 
lens-shaped mass on the solid surface above the Leidenfrost temperature and thereafter 
rebounds i\S a bowling-pin shaped mass from the surface. While for higher Weber numbers 
the droplets shatter during the deformation process [3,4) . Also, the detailed deformation 
process of a liquid droplet on a hot solid surface was studied using a photographic method 
by J\ kao et a.l. [5], Chandra & J\ veclisian [6) and Xiong & Yuen [7]. On the basis of 
these photographic observations of the low \iVeber number case, the liquid film formed 
by the droplet impinging on the surface spreads radially until it reaches a maximum. 
i\ftcr the end of the spreading, t.hc liquid begins to now backwards from the peripheral 
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region towards the center and then swelling in the central ~egior~ becomes more and more 
remarkable. Finally, the liquid drop rebounds as a bowlmg-prn shaped mass from the 
surface. 

However, it seems that the deformation process of the droplet as well ru; the driving 
force of the rebounding from the surface has not yel been clarified, in detail, from ana­

lytical as well as experimental aspects. llence, we have i.nv~tigated th~ effect ~>f ~urf~tce 
tension on the driving force of flow reversal from the penphery of the crrcular hqUJd ftlm 
towards the central region, and of rebounding of the liquid drop from the surface from the 
viewpoint of the numerical analysis. This process of the approach is outlined as follows: 
The inner pressure in the periphery of the liquid film subject to deformation by the illl­
pact energy of the droplet can be considered to be much higher than th.at in the ~entral 
region. This is because the radius of curvature is remarkably smaller 111 the penphery 
than in the central region. Therefore, the flow reversal is induced owing to the pressure 
difference. This leads to the recoiling process of the liquid film. 8ven when the central 
region of the film commences to swell, the recoiling continues to occur due to the (act 
that the curvature is still larger at the periphery. Subsequently, the center part of the 
liquid drop continues to elongate upwards. Finally the preceding liquid at the Lop o( the 
convexity, which has a large upward velocity component, pulls up the bottom part of the 
remaining liquid on the surface and then the droplet rebounds from the surface. . . 

The swelling process in the central region, occurring as the result of the recollrng 
process, has been confirmed to occur also for the case where a droplet impinges on a 
surface at room temperature, although it is not so remarkable [8]. When the surface 
temperature is kept above the Leidenfrost point, the swelling phenomenon is considered 
to be more and more noticeable. This is based upon the following two reasons. First, 
there is no friction at the liquid/solid interface owing to the formatiou of vapor film. 
Second, the viscous effect becomes weak owing to the temperature rise. The effect of 
the above two phenomena gives a tendency to reduce the energy loss of the liquid after 
making contact with the hot surface in comparison with the room temperature condition. 

In the present investigation, the validity of the foregoing hypothesis has been examined 
by numerical experiments. In order to inspect whether or otherwise the droplet rebounds 
from the surface only by the surface tension effect , the numerical analysis of the flow field 
inside the liquid drop has been performed neglecting the thermal crrect such as the vapor 
pressure, the temperature distribution, etc .. Also, the numerical results obtained by the 
present numerical model have been compared with the experimental data and discussed 
from a practical point of view. 

7.2 Conservation equations 

It is assumed that the flow fields obey the axisymmctric Navier-Stokes equations governing 
incompressible viscous flows. The equations to be solved arc expressed nondimensionally 
in terms of the following dimensionless variables: 

l = l/(Dvfuo), X= xf .D7)1 y = yf Dp } 
u = ufuo, v = fJ/uo, P = J}/('!Ju5) 

(7 .l) 
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in which I is the time; (:r,y) denote the coordinntcs in the radial and nxial directions, 
rcspcctivC'Iy: (u,v) denote the velocity components in the :r-and y-directions, respectively; 
7J is t hC' prC'ssurC'. D,.. ii0 and p denote the in it ia.l droplet diameter, the impinging velocity 
and the matNial density of droplet, respcct.ivcly. Here, overbars denote the dimensional 
quant it iC's. 

Also. the Reynolds number Re, the Weber number We and the Proude number Fr 
arc drfincd as 

H<' = uoDr, 
/I 

Fr = uo 
Jg. Dr 

(7.2) 

llere. 11 t1nd g denot.C' the kinrmatic viscosity and l.hc gravitational acceleration, respec­
tively; rr is t.IH' su rface' tension. 

The' sysLC'IIl of c•quations governing t.he droplet deformation is given by 

01/ + fJ71 + '!.!:. = 0 
iJ.1· (}y :r 

Dll Du2 
Duv u2 up l [fJ2u 82u fJ (u)] -+-+-+-=--+- --+-+- -at fJ:r Dy x fJx Re a:r2 Dy2 D:r: x 

()p + Duv + Dt•2 + nv = _ f)p __ 1_ + _1_ [D2v + D2
v + ~ Dvl 

i)f ():r Dy :r ay Fr2 Re ox2 Dy2 X Dx 

1'\C'xt, I he pressure balance condition on the free surface is given by 

1 au11 1 ( 1 1 ) 
Ps - p,..,_, + !?c ih1 = We Rr + R2 

(7.3) 

(7 .4) 

(7.5) 

(7.6) 

in which v~ (lnd JJoo arc the surface pressure and the atmospheric one, respectively. R1 
and R2 a.r<' t.he principal radii of curvature at a given point on a. free su rface, respectively. 
T} is t.hc coordinate normal to the surface and U11 is the component of velocity in the 
!]-direct ion. 

7. 3 N umerica l proce dure 

The cl('format ion and rebounding processes of a. droplet on a. heated solid surface arc 
ht1sicallv solved bv lhc same met hod as shown in the previous chapter. Namely, the 

• ¥ 

simulation oft he deformation and rebounding processes on the hot surface is performed 
using the ~I AC-type solution method to solve a finite-dirferencing approximation of the 
:\<wier-Stokcs equations governing a.n axisymmetric incompressible Ouid flow. The so­
callcd staggercd mesh system is adopted in the present numerical simulation. The second­
order accur<1te upwind scheme, which is commonly known as the donor cell method, is 
applied to the convrction terms and second-order accurate central dif[erencing scheme 
is appliC'd to the viscous terms. Also, the explicit Euler scheme is adopted for time 
i nt.rgra.t.ions. 
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Now, let, us describe briefly Lhe calculat,ing procedure of the free surface conflgmation. 
It is assumed that the free surface consists of a large number of segments and the two-end 
points of each segment are located on the underlying lines of the rectangular cell syst,cm 
[9]. The time evolution of the free surface is pursued by the Lagrangian movement of 
the segments t,hat form the free surface configuration. Here, it, is worthy to note tha.l the 
submesh system, whose mesh size is half of the main syst,cm, is introduced in the present 
calculation. Because the free surface configuration is represented by a succession of line 
segmcnt,s, it, becomes smoother due t,o the fact that t,hc number of the intersecting points 
bct,ween the segments and the underlying mesh lines increases to t,wicc that of the rnain 
mesh system alone. H should be borne in mind that the calculation of the velocity vector 
and pressure fields, is performed only on the main mesh system. 

Next, the value of pressure on the free surface is calculat,cd, based on Eq.(7.6). llow­
cvcr, the third term in the left hand side of Eq.(7.6) is ncglcct,ed because there arc some 
cases where it, is impossible to calculat,e exactly t,his term, particularly at, a sharply con­
cave/convex region. The radii Rr and R2 of curvature on the free surface arc calculated 
by first and second-order differential t,enns and t,hese arc obtained by a second-order ac­
curate ccnLral difference approximat,ion, where t,hc calculating point of /~ 1 and R2 and the 
Lwo fourth inLersecting point,s from t,hcre on the bot,h sides are taken into account,. The 
reason why not, the nearest, neighboring points of t,he calculating point, but the fourt.h 
point,s from there arc selected is due to protecting the numerical instability. 

The first, and second order diffcrent,ial terms ;trc given by 

dy = (dy) / (dx) 
dx d~ d~ 

(7.7) 

(7 .8) 

in which we put x = x(O and y = y(O. Ilerc, ~ indicates the length from the central 
axis to a given point along the configuration of free surface. Let us consider Lhe Taylor 
expansion at, the two points~=~+ 6~1 and~=~- 66 (6~ 1 > 0 and ~6 > 0) on the 
surface by neglecting the terms after the second order differential one. 

x(~ + 6~t) = x(~) + 6~1x'(0 + ~<12 x"(~) 
2 2 

x(~- 66) = x(O - 66x'(0 + ~;2 x"(O 
y(~ + 6~!) = y(~) + 66y'(0 + ¥v"({) 
v(~- 6~2) = v(O- 66v'(0 + ~~22 v"(O 

Then, we have 

x'(~) = 6{22 x({+~{l )-(~{22 -~{t 2).r(()-6{t 2 .r((-~{2) 
., ~6~6(<l(t+~6) 

x"(~) = 6{p·(H~<d-(~(1+~6).r({)+ue.x({-6(2 ) 
... }~{166(~{•+~6) 

y'(~) = ~62Y(H~e.)-(~6 2-~e. 2M0-~<• 2Y(<-u6) 
~e.~e2(~<•+~6) 

y"(O = ~{2y((+~<1 ~-<~<1+~{2)Y<0+~6y({-u{2 ) 
2~<1 ~6(u(1 +u(, > 

10'.1 

(7.9) 

(7.LO) 

for I hr crnt ral diffrrcntial approximations. Also, thr onr-sidcd differential approximation 
is adopt<'d in t hr neighborhood of contact line. Lrt us consider the Taylor expansion at 
the two points f, = f,- 6~1 and f, = ~- 6(2 (6~ 1 > 0 and 66 > 0) 

.r(f, + 6f.•) = :r(~)- 6f,.:r'(~) + ~v :r"(O 

.r(f, - ~6) = :r(f,)- ~6:r'(0 + ~f :r"(O 
?J(f. + 6f.,) = v(O - 6E,, y'(O + ~~.2 y"(O 
y(f,- ~6) - y(f,)- 66y'(0 + ~¥y"(0 

ThC'n, we h<lvr 

.r'( 0 = ~62 .z:(e -~ed-(~62 -~e.,).r(0-~<•2 .r((-~6) 
6{t ~{2(<l{t-.U{2) 

:r" ( E,) = ~6J·(e -~e. ~-(66 -~e. l 3·(e)-.U{t.r({ -~6) 
2~(1 ~{2(~{1 -~{2) 

?/(0 = ~S22 Y({-~(t)-(6{22 -.U(t 2 )y(()-~{t 2 v((-~(2 ) 
• .U(t..l6(~(t -~{2) 
?/'(0 = ..l(2y((-.U{t ~-(..l{2-~{t )y({)-~{tl/({-~6) 
. 2~{1 ~{2(.U{t-.U{2) 

for the' one-sided di[erential approximations. 

(7. 1 1) 

(7.12) 

A droplet impinging on a surface above the Leidenfrost temperature makes instanta­
neously direct contact with it and the temperature inside the drop abruptly rises through 
heat. t.ransfrr from the surface. The film boiling occurs at, the liquid/solid interface and 
the liquid drop is insulat,ed with the surface Lhrough a vapor film. This process is in­
troduced into the numerical model by changing the velocity boundary condition at the 
liquid/solid interface and the numC'rical procedure of the free surface in the ncighborhood 
of the contact line (sec Figurr 7.1 ). Let us denote the time required from the moment 
of co llision of a droplet with the surface up to the format,ion of a vapor film between thr 
liquid drop and the surface b.v le· 

ln thr I imc rangr of I < l(', tire no-slip condition was adopted (u = v = 0 at t,hc wall) 
and the pressure condition at tlrr liquid/solid int,crfacc is given by: 

(7.13) 

in which p' and Pt/2 denote Lhc pressure at. the external and the int,erior cells contacting 
the wa 11 respccl.ivcly and Vt is the vclo('ity component, normal t,o Lhc wall. 6y is t,hc 
mesh size' in the y-dircction. Thr cun·ature required to estimat,c Lhe surface pressure in 
~he neighborhood of the contact line is ralcula.tf'd using the one-sided diffcrencr approx­
rmat ion, hrcausc it is impossible to apply Lhe centml difference approximation to the 
calculat.ion of the free surface curvat,urr, as shown in Figure 7.l(a). 

ln tlte time raugc> of t 2:: le, the free-slip condition (v = 0, u' = u; u'=velocity 
component at the external cell of the solid wall) is adopted at the liquid/solid interface, 
because there is no friction owing to the formation of a vapor film. In addition, the 
pressurr on the solid surface is given by 

I 6.y 
p = PI/2 + -1, 2 

, 1' (7.14) 
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a) t < tc 
free surface line 

No slip condition ( u=v=O) 
////////// 

b) t 2: tc 

l''rcc slip condition (v=O, u'= u) 
/////////// 

o surface point 

Solid surface 

Solid surface 

Figure 7.1: Indication of boundary conditions for droplet contacting solid surface( a) and 
for droplet being separated from surface by a. vapor film(b) 

on the free slip condition. Furthermore, it may be justifiable to assume that the liquid drop 
is insulated with the hot solid surface through a. thin vapor film and that the diameter of 
the circular area contacting the vapor film is always smaller than the maximum diameter of 
the liquid film/drop. Therefore, the free surface near the periphery of the area contacting 
the vapor film can be regarded as the region with a very large curvature. By so doing, the 
principal radii of curvature near the periphery of the liquid film arc calculated by selling 
the mesh points representing the free surface at the vapor/solid interface (sec Figure 
7.1(a)). The calculation is performed by not the one-sided, but the central difference 
approximation. Thereby, the peripheral zone with a large curvature plays an important 
role of the driving force to make the liquid drop rebound from the surface. 

Here, the assumptions that the droplet reaches the saturation temperature a.t the 
moment of impact and the droplet volume remains unchangeable are introduced into the 

lOG 

prrsent numerical simulation. The calculation starts at the moment of impact of a droplet 
with a. hot surface (/=0). Thr mesh sir-e is selected to be ~x(= ~y)=l/100 according 
to t.he previous chapter. Also, I he comput.ational time interval ~t is determined by thr 
CPL (Courant-Friedrichs-Lewy) condition and CFL number f is set at /=0.05 according 
to t.hr previous chaptrr. 

7.4 Experimental apparatus 

Figure 7.2 shows a sciH'rnatic diagram of the experimental apparatus by which the defor­
mation process of a droplet impinging on a heated rigid surface beyond the Lcidenfrosl 
temperature can be mrasurecl. The water stored in a gastight tank is introduced to a nee­
dle a.nd the droplet is formed through the needle. 'l'hc water is pressurized statically by a 
hi.a;h pressure air to ensure rcpeat.ability of droplet formation and release at the needle tip. 
The needlr is Oat tipped and set vertically. A needle oscillator using speaker coil, which 
vibrat.cs at a. particular frequency, is attached to t.he needle tip. Thereby, a uniformly 
spaced strenm of droplets is generated with an almost equal diameter and velocity at the 
nrcdlc tip. Also, the adjustment of the spacing of droplets can be made in accordance 
with the vibra.tion frequency of a needle oscillator. A disk of 200 mm in diamctrr rotates 
horizontaJiy between the ncccllr <.'xit and t.he heated surface. Only one droplet per revo­
lution can pass through the slit hole of the rotating disk and reach the horizontal healed 
surface. The droplet size as well as the impinging velocity is easily changeable by the 
watrr prrssure, the vibration frrquency of the needle oscillator and the inner diameter of 
Jhc nl'Cl.l.l.c. JJ~.·.t. , ,it ,is ,irnj?Oss,iJ.h1<' to dwngc only tile droplet diameter on the condition 
of krC'ping I hr impinging velocity constant and the inverse is also impossible. By this 
experimental apparatus, droplets of :300 fllll t.o 700 filii can be generated in the impinging 
\·clocity ranp;e between 1.2 mjs and G.O mjs. 

The• droplrt falls v<'rtically onto a 6 nun thick by 28 mm diameter lnconel alloy ()2!i 
test surfacr. The test surface trmperaturc is measured by the chromcl-alumel thermocou­
ples and adjusted by the thcrmocontrollrr unit (Omron, E5A2). Throughout the present 
chapter, the surface temperature is fixed at 500 °C. But, it should be noted that the 
temperature change during the experiments is confirmed to be within ±20°C. 'l'he defor­
mation process of a. droplet is recorded hy using a video camera which is equipped with 
a macro lens. The droplet irnap;es arc cxposC'd by the back light method using two micro 
Oash units (Sugawara l\fP230), which can be operated at a constanL time interval. The 
first flash is adjusted to catch the droplrt. just before the collision with the surface. The 
flash I iming is met by using both a.n optical sensor perceiving the slit position on the disk 
and a delay timer. Jn the present. experiments, the droplet is photographed in the range 
of lhe time interval from 100 JtS t.o 1600 ftS. The time interval of the two flash units can 
be SC'L by a Oash conLroller. The lightening period of the flash units is kept below 2 JtS. 

Th<' droplet image can be exposed only during flashing. 
The time variation or the droplet height and radius during the deformation is recorded 

b.v many double exposure video images on the basis of the statistical procedmc. The 
dropk'l cliamrter before rraching t,hc heatC'cl su rface can be dirccUy measured from the' 
vid<'O image. Also, the impinging velocily can easily be estimated from both the moving 

l 07 



Slit hole 

Video camera. 

Needle tip 

Pressure valve 

Air tank 

\Vater tank 

Signal generator 
Amplifier 

• Needle oscillator 
(Speaker coil) 

Optical sensor 
Motor g 
Rotating disk 

Flash colltrollcr 

Thcrmocou pies 

Flash uni ts 

Heater unit 

Temperature controller 

Figure 7.2: Experimental apparatus 
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distance of the droplet and t hr lime interval of the two flashes. When the impinging 
vrlorit~· is mrasurrd, the both images of tiH' same dropl<'t photographed by the first and 
srcond flashe-s arc required to be before LIH' collision wit.h the surface, a.nd ihc tinw int<'rvrtl 
of t.wo flashes is assignrd below 200 flS. 

Thr residence time of thr droplet during the deformation on the hot surfac·c· aftrr 
making contact with it can be evalua.ted from the distance between the droplet and the 
surface in the first exposed imagr, t.hc impinging velocity and the time interval of two 
nashcs. Thereby, the height and thr ra.dius of t.he droplet on the surface ca.n be rnca.sured 
directly from the second exposed image. The droplet deformation process is pursurd by 
a lot of droplet images. Again, the mca~urement accuracy determined by the resolution 
of the vid('O image is within ±6 Jtnl in the prrsent measurement unit. 

7.5 Results and discussion 

lL is well -known that on lowN We numbers condition a droplet strikes a.nd spreads and 
evcniua.l ly rebounds as a. bowl ing pin-shaped mass from a hot surface, while for a high 
We number ihe droplet. shatters during thr deformation process [3,4]. The critical Weber 
number 11' Cc. which specifies t IH' boundary between rrbounding a.nd disintegrating, was 
proposed by some researchers. Ueda et al. [t!] gave HI ec=70 on the basis of the empirical 
rrsults oht.a.inecl on condition t.hat thr droplrt.s of 1 mm io 3 mm in diameter fell on t he Of'\.t 
stainless steel and copprr surface heated to 300°C. Again, Shoji et al.,[lO] proposed Wee= 
"0 ,..... 90 on condition that U1<' droplets of 0.3 mm to 3.5 mm impinged on the Oat nickel 
surface heated in the tcmperaturr range from 300 octo 800 oc. Hence, we also invesiigated 
the deformation and rrbounding phenomena. of the droplet after making contact, with an 
Inconrl G25 alloy sur face heated to 500 oc under the experimental condition t hat the 
droplet sizr DP = 330Jtm to 600Jtm in diameter and the impact vrlocity fio = J .7 m/s 
to 5.7 mjs. As a result, vVec ~50 was obtained in Chapter 5 and this value was found 
to be relatively small in comparison with the above mentioned two results. We consider 
that the rebounding condition is inOuenced not only by the We number, but also by 
other parameters such as the surfa.ce temperature, the sur face roughness, the affinity at 
the liquid/solid interface, etc .. Then, the wa.tcr droplets of W e ~ 50 are treated in the 
present investigation. 

First., in order to identi fy the t ime le req uired from the moment of impact up to the 
formation of a vapor r11m, we inspected nurncrically the effect of le on the deformation 
behavior using various values of le. Figure 7.3 gives the time evolution of the height hand 
radius r of the droplet on condition that. /J7, = 0.411 [mm] and u0=2.00 [m/s] (Re=2960 
and Wr=28. 7). We note that. h and 1· arc normalized by the in i t ial droplet diameter; 
h = h(i)/ /JP and 1· = r([)j!JP (sec Figure 7.1!). The solid a.nd empty circles in Figure 7.3 
dcnot<' the exper imental data of lt and 1·, respectively. In the pres<'nt calculation, three 
cases arc considered where fc=O, 1.0 and 1.2. le= 0 corresponds to the case where hand 7' 

arc caku la.t.ccl on the free-slip condition from the start (l=O) . Comparing ihe three k inds 
of C<l lcu l<ll<'d resu Its wi th each oth<'l', the th rcc calcu I at eel time h ist.ories agree well with 
rach otlwr in the spreading procc·ss (/ < 1.2) a.nd no significant differrnce a.mong them 
can be found also in the recoiling process. Although one can image that the spreadinp, 
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Figure 7.3: Time evolution of the droplet hight h and radius r on condition that Dv = 
0.44 [mm] and fio = 2.00 (m/s] (Re=2960 and We=28.7) for various le . Note that. the 
experimental uncertainties in both the droplet. radius r and height h arc kept within ± 
0.023 on a nondimensional sca.lc. 

rate calculated on le = 0 is larger than that. of other cases where t.hc no-slip condition is 
introduced, these arc the facts of the case. Let us consider the process. First, the adoption 
of the free-slip condition corresponds t.o t.be case where t.hc liquid drop is isolated with 
the solid surface through a vapor film. Namely, the bottom side of the liquid drop can be 
treated as a part of free surface. Therefore, the curvature can be regarded as being very 
large at t.he periphery of the liquid drop and the inner pressure rises there. As a result., 
the spreading rate is considered to be constricted even for the case where lc=O. 

Next, comparing the calculated results with the experimental data, the two arc seen 
to be in good agreement with each other in the spreading process (l < 1.2). However, the 
difference between the two widens in the recoiling process. The recoiling rate calculated 
by the present numerical model is appreciably slower than the experimental. \Ve find 
that the experimental height h abruptly grows at l ~ J .9, but a similar proces!:i occurs 
in the numerical simulation after an appreciable time elapsed. The difference between 
the calculated and experimental results may be due to the fact that tht• drect of p!Jasc 
trausitiou from liquid to vapor is neglected in the numerical lllOdel. 

As mentioned above, no significant. difference in the historical curves of h and r could 
be found regardless of the value of le· There is li Ulc to choose among them. but le - I 
i!:i, if anything, a shade better. Therefore, this value is adopted in the later numerical 
experiments. 
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F'igur<' 7.'1: Definition of dropl<'t height h, radius rand distance b0twccn droplet a.nd platr 
surface c. 

Figure 7.5 gives the comparison betw0cn the calculated and experimental time histories 
of hand r on condition that 1\=0.60 [mm] and fi0=l.72 [m/s] (Re=3470 and We=28.9). 
'T'he calculated results givr a good agreement with the experimental in the spreading 
process, as shown in the pr<•vious case. But, an abruptly increasing point of h in tlw 
numerical sirnul;d.ion is seen f.o be lal;er than that in the experiment. 

Figurr i.6(a) indicates th<' comparison between the Cc'l.lculated and experimental time 
evolutions for the droplet height h, the radius r and the distance c from the solid surfacr 
l o the bottom of droplet after thC' rebounding on condition that Dv =0.38 [mm] and 
lto =2.05 [m/s] (Re=2620 and We=2G.O). The nbruptly increasing point of h obtained by 
the numerical model is nlso seen to be drlnyed in comparison with the experimcnta,J. Th<' 
period whC'n c = 0 corresponds to the rcsidencr time of the droplet on the surface, hccaus<' 
t.h<' distancr r can be measmC'd just. aft.<'r the rebounding of droplet from the surfnce (sC'<' 
Figure 7.'1). The calculated rC'sidence time also is longer than the experimental. 

Comparing the calculated Lime rvolutions with the experimental onrs, shown in Fig­
ures 7.3, 7.3 and 7.6, a good agreement between the calculated and experimental results 
was obtained in t.he spreading process, but an appreciable difference was found between 
the two in t.he retracting process. Considering all the above-mentioned results, particu­
larly, the rnlculated value of the time at which the height h begins to increase is latrr 
by 0. 7 ,....., 1.0 on the non-dimensional t imc scale than the experimental value. However, 
we believe that. the calculated results give, nt. least, a qualitative agreement with tiH' 
measured ones, except the delay of an abruptly increasing point of h is seen to occur. 

Figure i .6(b) gives the time cvolut.ions of the vrlocity vector and pressure fields ob­
tained by the present numerical model on the same condition as in Figure 7.6(a). It. is 
noted that the pressure contours in the left side of each figure are plotted by p = Poo ±O.lk 
(k = 1. 2, ···)and the length of arrows showing the magnitude of the velocity vector is not 
comparable at every time stage. rt is observed from this figure that the droplet impinging 
on a hot surface spreads in the shape of a flattened disc in the time range of l < 1.2. The 
edge part of the ra.dially spreading liquid film is observed to be roundish owing to Lh<' 
surface tension effect. Therefore, the inner pressure in the rounclish edge part is high<'l' 
l han the atmospheric prrssure and the edge part expands with time. The spreading liquid 
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Figure 7.5: The comparison of the numerical droplet hight h and radius r with exper­
imental values on condition that lJP = 0.60 [mm] and fto = 1.72 [m/s] (lte=3470 and 
We=28.9). Note that the experimental uncertainties in both the droplet radius r and 
height h arc kept within ± 0.018 on a nondimensional scale. 

film may be divided into two regions. One of which is the part of the convex lens-like 
shape located in the central region. The other is the part of the doughnut-like shape 
in the peripheral region. There can be seell a trough between the above mentioned two 
parts. The free surface of the trough is sharply concave and its inner prcssmc· must IH' 
remarkably lower Lhan Lhe atmospheric pressure. Aft.er the liquid film diameter reaches 
a maximum value at t ~ 1.2, t,he high pressure liquid at the periphery begins to now 
backwards towards the trough whose inner pressure is relatively low. At the same Lime, 
the liquid in the central region continues to flow outwardly toward the trough with an 
appreciably low speed. As a result,, the flow backwards fro111 the peripheral region comes 
into collision with anot,hcr flow from t,hc center, at the concave region. Finally, the colli­
sion of the flows keeps the position of the trough moving towards the centcr and thereby 
the roundish edge zone grows in both thickness and width. This may be due to the fact 
that the flow induced by the surface tension effect is superior to the now from the center. 
At t ~2.4 the concavity is seen at the center. Subsequently, the liquid (!owing from the 
periphery is concentrated at the center and the rising flow is formed there at l ~ 2.8. The 
top part of Lhe liquid pulls upwardly the lower part and then the liquid droplet, is elon­
gated longit,udiually at t ~ 2.8 """ 4.0. As a result, both the upward velocity component 
and pressure of the top part of the liquid decrease with time. Figures 7.7(a) and 7.7(b) 
indicate the time evolutions for the velocity and pressure distributions along the central 
axis (y-axis) wiLh time as a parameter, on Lhe same condition as in Figure 7.G(a). 

Next, as the Oat surface of the bottom part of liquid droplet near the solid surface is 
reduced, a ring vortical structure is formed at the bottom of the elongated droplet and 
induces the rot.ative motion there in such a way as to form the rising flow. Finally, the 
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Figurr 7.6: Comparison of numerical Lime histories of droplet height h, radius 1· and the 
distance between thr droplet and a plate c with experimental values (a) and time history 
of numrrical velocity vector fields and pressure contours of droplet (b) for !JP= 0.38 [mm] 
and vo= 2.05 [m/s] (Rc=2620 and Wc=26.0). Note that the experimental uncertainties 
in r,h and c arc krpt ±0.026 on nondimcnsional scale. 
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Figure 7.8: Time history of vorticity contour on the same condition as shown in Figure 
7.6. 
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1= 0.24 t = O.o7 

Photograph 7.1: Deformation process of droplet impinging on a flat plate with 
Dv=0.38:l0.01 [mm] and u0 =2.05±0.01 [m/s]. 
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t=1.6 (5.4 ms) 

t=2.0 (6.7 ms) 

t=2.4 (8.1 ms) 

t=2.8 (9.4ms) 

t=3.6 (12.1 ms) 

t=4.4 (14.8 ms) 

t=5.2 (17.5 ms) Dp=2.9mm 

00=0.86 m/s 

Figure 7.9: Numerical free surface configura.l.ion and velocit,y vecl.or fie!~ of a droplet, 
impinging on a flat, plat,e and pressure dist,ribut,ion along t,he surface wit,h Dp = 2.9 [mm] 
and fio=0.86 [m/s) (Re=8397 and We=35.0). 
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7.6 Conclusion 

The collision dynamics of a. water droplet impinging on a flat surface abO\·r the Lridenfro~l 
trmperature, ha\'e been invrstigfltcd from numrrical and rxpcrimrntal points of virw. 
Emphasis was placed upon the analysis of the deformation and rebounding processes of 
a droplet after the collision with the smface. The effect of viscous strrss('S and surf act' 
tension ha\·e been taken int.o considrrfltion and a numerical model capable of predicting 
the deformation process has been built up. The results obtained by the model ha\·c been 
compared with the experimental data. 

The droplet impinging on the hot surface spreads in the shape of a flattened disk 
during the early stage of impact. In a \·cry short time after impact the liquid drop is 
completely separated from the solid surface by a vapor layer. The free surface near the 
periphery of the area contacting the vapor film can be regarded as the region with a \'Cry 
large cuiTature. Therefore, the inner pressure there is considered to much higher than 
the atmospheric pressure and the edge part expands with time. The spreading liquid 
film can basically be divided into the following two parts. One is the com·ex-lens shaped 
part located in the central region. The other is the doughnut-like shaped part in the 
peripheral region. A trough whose configuration is sharply concave exists between the 
abo\·e t\\'O parts and inner pressure in the concave zone must be appreciably lower than 
the atmospheric one. As a result, the flow backwards from the peripheral region comes 
into collision with another flow from the center at the concave region. The collision of the 
flo\\'S keeps the position of the trough moving toward the center and then the concavity 
is formed at the center. Subsequently, the liquid is concentrated at the center and begins 
to elongate upwards. Finally, a ring vortical structure appearing at the bottom of the 
elongated droplet induces the rotative motion in such· a way as to form the rising flow 
and the droplet rebounds from the surface. 

The numerical results obtained by the prcsen~ numerical model can well explain both 
the deform a lion process of droplet on the surface after impact and the rebounding process 
from it. IIowe,·er, the calculated ,·alue of the time required from the moment of impact 
to the rebounding has been found to be a little long in comparison with the experimental 
\'alue. 

Finally, we believe that the present investigation represents a contribution to the 
physical understanding of the dynamics of free surface bodies. 
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Chapter 8 

Concluding remarks 

In this thesis, first, thr now riC'ld of p;as-water droplet two-pha.c;e mixtures in a nozzlr, 
accounting for a continuous distribution of particle size, has been investigated from n. 
numerical point of view. Next, the numerical simulation of gas-particle two-phase frer 
jrts exh;wsted from a round nozzle has bren performed as a perturbation from the results 
of nozzlr now. Moreovrr, the flow field of gas-droplet two-phase mixture jets impinging Oil 

a flat solid surfacr normal to thr flow, corresponding to the mist/spmy cooling situ at ion, 
has bcC'n solved numericaJly on assumption that the droplets are perf<>clly cln.stically 
rC'fJC'rt.ed from t.hC' surface. JiowC'vC'r, it. seems t,o be doubtfu l whether or otherwise thr 
rdlc'ct ion cone! it ion gives fit to the realistic phrnomcnon. ]n this regard, in order to 
clarify the particle bchavior of t.lH' during and subsequent to the collision with the hot 
surfacr above the Lciclenfrost temperature, the deformation and rebounding processes of 
impacting droplet on the hot surface have been investigated experimentally by using a 
video cnmera recorder wit.h a macro lens. Also, because it is almost impossible t.o measure 
the innN flow field of a. clroplrt. durint!: and subsequent to the collision, the a.na.lysis on 
the flow field inside the droplet hns been performed by numericnl simulaLions. That 
is to say, the deformation process of t.hc droplet impinging on the solid su rface at room 
temperature has been analysed takin~ int.o account the viscous st resses and surface tension 
effects. Subsrqurntly, the deformntion and rebounding processes of the droplrt on a hot. 
surface abov<' t.hc Leidenfrost. temperature have been t.reated from n. practical point of 
view. rr'he rrsults obtained in this thesis arc summarized as follows. 

Thr analytical procedure to si mulate the How field of gas-particle two-phase mixtures in 
a nozzle has bern established for both the specified area method and the specified pressure' 
method. The nozzle flows of gas-particle two-pha.c;e mixtures have been calculated by the 
specified area method according to a. given nozzle geometry with a parallel region. Then, 
it has bcrn found that the now properties exhibit a tendency to change even in a parallel 
region for two-phase mixture nows, while for a gas-only flow, the flow properties do not 
vary in this region. Also, it has been dcmonst.rated that the nozzle configuration can he 
designrd according to a given prrssurc profile along the nozzle axis by using the specifird 
pressure method. 

The mathematical model, accounting for thermal coupling through heat transfer from 
gas-phase to particle-phase as well as momentum coupling through aerodynamic drag 
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responsible for particle motion, has beeu constructed to analyse the gas-part.icle two­
phase free jets. It. has been found from numerical simulat.ions that. rcgardlcs~ of whether 
it is single phase or two-phase flow, the vortical structures occurring at the jet boundary 
of the nozzle exit arc convected downstream along the boundary, and that perfectly steady 
solution can not be reached even at t --+ oo. The particle beha.vior in a gas flow is explicitly 
characterized by the Stokes number defined as the ratio of the aerodynamic response time 
to the characteristic time of the flow field. The case has been tested where the Stoke~ 
number 'Yr is 0.08, 2.0 and 75, respectively. The flow structure of two-phasl' mixtures 
for /r ~ 1 is approximately iu velocity and thermal equilibrium state. For /r » l, the 
particles wiU not have sufficient time to respond the gas flow and will move in nearly 
rectilinear path. Again, the experiment has been done to verify the results obtained by 
the present numerical model. The numerical results have been found to give agreement 
with the experimental data quantitatively. 

The flow fields of gas-particle two-phase jets impinging on a flat plate exhausted from 
a round nozzle have been calculated for the case where the Stokes number 'Yr is 0.3'1, 
8.7 a11d 35.6, respectively. For lr < 1, the particles travel very closely Lo the surface 
along the radial direction after Lhe impingement. of two-phase jet on the surface, while for 
/r » 1, the greater part of reflected particles arc dispersed fron1 the surface in the ~I agna11t 
ambient region outside the core How owing to larger velocity component norlllal t.o the 
plate surface. Also, the usage of a low-velocity annular gas-only flow which surrounds a 
round nozzle eo-axially has been considered to push back particles in the stagnant region 
t.o the surface again from a viewpoint of the impro\·ement of the cooling effect.. As a result. 
it has been found to be roughly possible to put together the particles to the surface again. 

The criterion whether a. droplet breaks up on a hot, ::;urfa.ce aJter impact or rebounds 
from the surface has been tested on the experimental condition that. the particle diameter 
ranges from 300 JL111 to 600J,Lm and the surface temperature is fixed at 500 oc. 1t has been 
found that the critical Weber number is approximately 50. The effects of the v\·e number 
and the Re number on the maximum spreading diameter of the droplet ou U1e surface 
have been examined. Then, no significant cfl'ect of the l{e number could be found and the 
empirical formula capable of predicting the spreading diameter has been proposed as a 
function of the We number only. Also, the experimental formula capable of evaluating the 
coefficient of restitution of droplets has been presented as a function of the We number. 

The aualytical model, accounting for the effects of viscous stresses and surface tension, 
has been constructed to estimate the deformation process of a droplet impinging on a solid 
surface at room temperature. The numerical results of deformation process of the water 
droplet have been found to be i11 good agreement with experimental valueti i11 a11 early 
period. On the other hand, for the case of a n-heptane droplet, the numerical result::; 
obtained with no surface tension effect. have been confirmed to be fairly in agreement 
with experimental data. It may be concluded that the deformation process of a liquid 
droplet on a surface can be determined not only by the We number and the lte number, 
but also by the other parameters such as the initial kinetic energy of a droplet., the affinity 
at the solid/liquid interface etc .. 
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Finally. the numerical modrl capable of >rcdi .. er • • • • 
processes of a water cl 1-oJ>lot · · . 1 c I m., the de fo1 mat IOn and rcbou n d 11w 

" llllj)lnumcr On the hot s f · I 1 · 0 

ature has been built up 'J'I 0 ? 
1 

· lll ace a )O\·c t 1c Le1dc•nfrost tempN-
. le munenca results can ·ell · J· · 1 1 process of the cli'OJ)]et on •Jln S ·f f . < \\ exp cllll >Ot 1 the ckformation 

l " u1 ace a ter 1mpact and th . 1 1. surface•, although the calculated \·alue of th . . .. e IC >ounc Ing procc•ss from the 
to the reboundinu from 1 he s ·f h 

1 
e tIme 1 C'quu ed from the moment of impact 

o "' tu ace as )een found to be rt tl' 1 · · the experimental wdue. a 1 e ong m companson with 

The final purpose of this stud i · . . 
the mist/spray flow and the heayt ds to efstunaTte quant l!atl\·ely the heat transfc•r between 

e sur ace. he apJ)roach d · formed from the points of h ·d d . nee s essentially to be per-
. ) ro ynam1cs as well as heat t ·a f . Th · · . 

this thesis ha,·e been prompted from h ·d. d . . .~ ns er: e m,·estJgatJOns in 
flow field of mist/spray in a nozzle a~d Jin ~~ fr~:~~11Ca.l ~-omt of new, focusing upon the 
or/and the reboundino- proc"ss of . t. JCt IE'oiOn. and upon the deformation 

o ... nnpa c 11111 droplet on .r I h · author belie,·es that the d · d d h 0 a suuace. n t IS recrard the eslre en as been reached. 0 
' 

Hereafter, the author wishes to continue th. t d f 
transfer between the mist/spray Bo d th h IS s u y rom the point of "icw of heat 
lems must be solved. For example,\~ha; effec~s o: surface. Howe,·~r~ a few difficult prob­
liquid phase to vapor phase and dro I t d I o . the ph~e transitiOn of a droplet from 
thermal field need quantitatively to ~: ~st~C::: et mtera~tJOn near the hot surface on the 
cedure. Also the effect of the ph . al at~d and mtroduced to the analytical pro-

, ysic properties of cooled f h 
roughness and the thickness of oxide la ·er . sur ace, sue as the surface 
quantitatively. The author intends to h JJJ , on tble coohn? process must be estimated 

c a enge sue 1 complicated problems. 
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