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Preface

Electronic excited molecule is one of the most attractive research topics in modern
chemistry because its chemical reactivity and physical property are much different from
those of ground state molecule.  In the previous researches, electronic structure cal culations
have played important roles. One of advantages of the electronic structure calculations is
that they can present molecular geometries in the excited states, which are difficult to
evaluate by experimental methods. Another advantage is that the calculations can
explicitly show assignments of the excited states such as nrt*, Tut*, and charge transfer states,
with quantitatively evaluating mixtures of them.

Though the electronic structure calculation is a powerful tool for the study of the
excited molecules, its application must be careful, especialy for the excited transition metal
complexes. This is because electronic structure of the excited transition metal complex
sometimes shows complicated nature such as multiconfiguration nature and near-degeneracy
of excited states, which sometimes induces incorrect calculation result. Thus, studies with
the electronic structure calculations have been fewer in the field of excited transition metal
complexes compared to excited organic molecules. However, the computational studies for
the excited states of the transition metal complexes should be actively performed since the
electronic structure calculations can investigate fundamental properties of the excited state
chemistry such as the molecular geometry and the electronic structure.

In this thesis, the author presents explanation and understanding about the nature and
properties of the excited transition metal complexes by the electronic structure theories.
This thesis consists of general introduction, chapters 1 to 5, and general conclusion. In
chapters 1 and 2, multiple chemical bonds between two transition metals are investigated.
Achievements of these chapters become fundamental knowledge of photochemical reactions

of transition metal complexes; note that partial formation or dissociation of the metal—metal



multiple bonds often occur in these reactions. In chapter 3, phosphorescence energies of
some platinum complexes are investigated. Shifts of the phosphorescence energies by
experimental conditions such as solvent and temperature are discussed. In chapter 4,
phosphorescence properties of other platinum complexes are studied. Discussion whether
the phosphorescence occurs or not is performed based on the relationship between symmetry
of electronic structure and spin—orbit interaction. In chapter 5, a new method is proposed
to estimate oscillator strength of the Laporte-forbidden d—d absorption. Though this new
method does not follow the Hertzberg—Teller approximation, which considers admixture of
electronic states by molecular vibrations, it alternatively considers distortion of molecular
orbitals. This new method clearly explains the degree of oscillator strength by molecular

orbital pictures.

The author believes that achievements of this thesis will evolve the excited state

chemistry of the transition metal complexes.
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General Introduction

1. Theoretical Sudy of Electronic Excited Molecule

N. J. Turro, who is one of the most brilliant scists in the field of photochemistry,
said that “the excited molecule is really @ectronic isomerof the corresponding ground
state-molecule.” in his bodk.This means that the electronic excited moleculguieatly
shows interesting chemical reactivities and phygicaperties that are not observed in the
ground state molecule. Examples of such chemiealctiviteis are photo-addition,
photo-dissociation, and photo-isomerization reastfo These photoreactions sometimes
produce compounds that cannot be yielded by hetivated reaction. Thus, the
photoreactions are attractive in the field of béihdamental and industrial chemistries.
Examples of the physical properties are photo-donidsand photeelectric conversiof.
These properties are also attractive to industti@mists; molecules with these properties
are applicable to frontier products such as lightténg devicé®™® and photovoltaic cefl.

In the history of excited state chemistry, theaadtstudy based on electronic structure
calculation has played an important role. Thibasause such study provides fundamental
properties of the excited state chemistry; one Bleoular geometry and another is
assignment of electronic structure. The formedifficult to evaluate by experimental
methods because life-time of the excited stateremlly short. The latter, of course, can
be evaluated by experimental spectroscopic metho#ls. advantage of the calculation
method is that it can estimate quantitative degfestate mixture in the excited statapte
that many excited states are formed by mixtureoofies electronic states suchrag, Tut*,
and charge transfer (CT) states. In addition thieeretical studies have presented creative
and useful rules for nature and properties of tleited state molecules. One of
well-known examples is the Woodwatdoffman’s rules These rules predict a product of
the photo-isomerization reaction. Another exanipléhe El-Sayed’s rules. These rules
forecast the rate of intersystem crossing and tibensity of phosphorescence in organic

molecules.



2. Theoretical Study of Electronic Excited Transition Metal Complex

Though the electronic structure calculation is edul tool to research the electronic
excited molecules, its application must be carefgpecially for transition metal complexes.
A popular calculation method such as density fumeti theory (DFT) sometimes provides

incorrect result.  Two reasons of this difficultylivoe explained, as follows.

2.1. Multiconfiguration Nature

One reason is that the electronic structure ofsitiom metal complex often shows
multiconfiguration natur. This means that the electronic structure is diffi to be
represented by single electron configuration. iRstance, in a molecule with C=C double
bond, electronic structure of this C=C bond is espnted by single electron configuration as
o’re %0+, if this molecule does not have the multiconfigiora nature, wheres and Tt
represent bonding molecular orbitals between twbaraatoms whiles* and 1* represent
antibonding counterparts. On the contrary, if tmslecule has the multiconfiguration
nature, the representation of the electronic strecheeds excited electron configurations
o1t %0*°, o’ %0*?, o®r’rr%o*?, etc, in addition to the’rert°c*°. Because the
and 1 orbitals do not have a node between two carbomstwhile theo* and 1*
counterparts have it, considering these excitedtrele configurations makes electron
density between two carbon atoms be thin and @teely makes the density around each
carbon atom be thick. Thus, the multiconfiguragiorepresentation is suitable for a weak
C=C bond while the single-configurational one igm@priate for a strong C=C bond.
When them and 1 orbitals are respectively highest occupied andest unoccupied
molecular orbitals (HOMO and LUMOSs), the weak C=0n8 corresponds to small
HOMO-LUMO energy gap, whereas the strong C=C bond cooregs to large one. Thus,
the multiconfiguration nature often appears whenHIOKMO-LUMO energy gap is small.

In an electronic structure calculation of a molecwith the multiconfiguration nature,
singlereference methods such as DFT, Mghéesset perturbation theory (MP)and
coupled cluster (CE)*? methods frequently give incorrect results. Ineortb perform

correct calculation, we must use multireference hods such as multiconfigurational



perturbation theory based on the complete actiaeesself-consistent-field wavefunction
(CASSCF/CASPTZ} and multireference MP perturbation theory basedthen CASSCF
(CASSCF/MRMP)*  Of course, the singlereference methods also itate account the
excited electron configurationd. However, contribution of them is few percent in
calculated wavefunctions. In the multireferencethods, on the other hand, this
contribution is much large.

In the transition metal complexes, d orbitals oftahe@toms are localized near the
metal centers. Thus, overlap of atomic orbitalsvben metal atom and another metal or
typical atom is often small. This small overlap m&imes induces the small
HOMO-LUMO energy gap. In this case, the transition me@mplex presents the
multiconfiguration nature.

One example of the transition metal complexes with multiconfiguration nature is
[Re,Clg)>". This complex is famous for the first moleculehwijuadruple chemical bond,
which is reported by F. A. Cotton et al in 1964. This quadruple bond is formed by four
bonding molecular orbitals between two rhenium etidneg, two 11, and one orbitals, as
shown in Figure 1. Since twoydorbitals hardly overlap each other, the energy gap
betweend and d* molecular orbitals is much small. In additiohese molecular orbitals
are respectively the HOMO and LUMO. As a resuRefClg® has multiconfiguration
nature, in other words, the electronic structuretto§ complex cannot be appropriately
represented by one electron configuration a&?'d°d*°°0*°.  Other electron
configurations such aso?3°5*’rt%*° must be needed. Because of this
multiconfiguration nature, electronic structureccddtion of [ReClg]*" had been difficult.
Actually, quantitative theoretical study had noebeeported until recently, while qualitative
studies had been publish¥dThe first quantitative study was reported by Lgi&adi and B.
O. Roos in 2003 They used the CASSCF/CASPT2 method. Their stodysented
schematic electron  configuration of the -Re molecular orbitals as
o 9e Tt >45% 048+ 0-%%6% 098 hy summarizing mixture of the ground and excitéetteon
configurations. This quantitative result meang thac andrt bonds are strong but tide

bond is weak.
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[Re,Clg]* quadruple bond

Figurel. Molecular orbitals between two rhenium nuclei adkdesnatic representation

of Re-Re quadruple bond in [R&lg]*".

2.2. Near-Degeneracy of Excited States

There are many kinds of electronic excited stateme transition metal complex; one
is metal-centered excited state such &s state and another is ligand-centered excited stat
such as intra-ligand charge transfer (ILCT) ananid) centeredut states:’ In addition,
metal-to-ligand, ligand-to-mtal, and ligand-to-ligh charge transfer (MLCT, LMCT, and
LLCT) excited states are also often obseredBecause of the wide variety of excited
states, some of them frequently take similar eesrgine another, in other words, some
excited states nearly degenerate to another sthtethis case, solution of the electronic
structure theory depends a great deal on initiditmn and solution algorithm of the
numerical calculation. As a result, the calculatsmmetimes provides an incorrect result;
the solution of target excited state is not progideut that of another excited state is
presented when the initial condition and solutibggoathm are inappropriate for the target
state.

Though the near-degeneracy nature is a difficulty tlee electronic structure



calculation, this nature introduces an interesprgperty of the transition metal complexes.
The near-degeneracy of the lowest and second-losxested states means that they easily
alternate each other by environmental conditiorhsag solvent. One example is excited
states of [P{-Hopz)(dfppy)] (H2pz = pyrazolate and dfppy =
2-(2,4-difluorophenyl)pyridine) reported by M. Ehdmpson et &° The lowest energy
triplet (T;) excited state was experimentally assigned asum@xtf ligand-centeredrt* and
MLCT states in polystyrene at room temperature (RTHowever, the assignment of the T
state changes to metatetal to ligand charge transfer (MMLCT) state wladsserved in
2-methyltetrahydrofulan (2-MeTHF) at RT. In additj the phosphorescence energy is also
changed by experimental condition; it is observéed2.&0 and 2.66 eV in the former
condition but 1.93 eV in the latter one. Detailddscussion of these interesting

phosphoresce properties will be presented in ch8pdé this thesis.

3.Aimsof ThisThesis

Because of above mentioned difficulties, theorétstadies of the excited state
chemistry have been fewer published in the fieldrafsition metal complexes than in the
field of organic molecules. Although many expenma studies have presented interesting
nature and properties of the transition metal cexgsd so far, their fundamental
explanations and understandings by the electramuctsre theory are still very limited.
Because the theoretical study can present the foenk@l properties of the excited state
chemistry such as the molecular geometry and #erehic structure, achievements of this
study are very attractive for all chemists. Thimg theoretical study should be actively
subjected for the future. In this thesis, the authishes to perform theoretical studies on
electronic excited states of transition metal caxres, overcoming above mentioned
difficulties.

In chapter 1, multiple chemical bonds between t&adition metals are studied. The
knowledge of multiple bond is important and necesga discussion of the photochemical
reactions since partial formation or dissociatiorgfiently occurs in these reactidns.

However, knowledge of metahetal multiple bond is hard to study because tassition



metal complexes with the metahetal multiple bond often show the multiconfiguoati
nature; note that one example is above mentionedR&euadruple bond in [R&lg)*". In
this chapter, the author uses the multireferencéhads, the CASSCF/MRMP method and
multiconfigurational quasi-degenerate perturbatioeoty based on state-averaged CASSCF
wavefunction (SA-CASSCF/MCQDPT, to appropriately investigate the metaletal
multiple bonds.  Four rhenium dinuclear complex§ReClg]®", [Rex(1-Cl)sClg®,
[Rex(1+Cl)sClg]”, and [Re(1+Cl).Clg]* are investigated, where each complex take differen
molecular geometry, as shown in Figrue 2; fRg?* takes non-bridged geometf,
[Rex(1+C1)sClg]*” and [Re(u~Cl)sCle]~ take face-sharing bioctahedral bridged &h&, and
[Rey(1+Cl),Clg]* takes edged-sharing offe. Although the [ReClg]*>” was studied in the
previous work® as mentioned above, the other complexes have @en bheoretically
investigated by the multireference methods. Pwmdghis chapter is to clarify electronic
structures and strengths of bonding interactionsthef Re-Re multiple bonds. Also,

comparisons of these properties among the four uheeomplexes are presented.

chapter 1 chapter 2

non-bridged face-sharing bioctahedral edge-sharing bioctahedral edge-sharing bioctahedral
geometry bridged geometry bridged geometry bridged geometry
! [Re,(1-CI)Clgl* é [Re,(1-0),(NHo)gl3*
[Re,Clg? e [Re,(u-CI).Clgz | 2 "
[Re,(1-Cl),Cl] [Re,(1-0)(NHy)g]

Figure 2. Molecular geometries of [R€lg]*, [Rex(u-Cl)sCls)*", [Rex(1-Cl)sCll™, [Rex(u-Cl),Clg)*,
[Rex(1-O)(NHs))**, and [Re(1-O)(NHs)g]*". The former four and the latter two complexes are

respectively studied in chapters 1 and 2.



In chapter 2, multiple bonds in two rhenium dinacle complexes,
[Rex(1+-0)2(NHs)g]** (Re(lll)-Re(IV) complex) and [R€u-O)x(NHg)e]™" (Re(IV)-Re(1V)
complex), are investigated, where these complexesrmadel of [Reg(1-O)x(Metpa)]®,
[Rex(1+0)(Metpad]**, and [Re(u-O)(Mestpak]** {Metpa = ((6-methyl-2-pyridyl)-methyl)
bis(2-pyridylmethyl)amine and M#pa = bis((6-methyl-2-pyridyl)methyl)(2-pyridylmeth
amine}?®® Both investigated complexes take the edge-shabiugtahedral bridged
geometry, as shown in Figure 2, like pReCl),Clg]*" (Re(IV)-Re(lV) complex) in the
previous chapter. Molecular orbitals between tWwenium nuclei are complicated in this
chapter, as follows: In the previous chapter, dhet, andd bonding ReRe orbitals and
their antibonding counterparts mostly consist ofrdt orbitals of rhenium nuclei but hardly
include those of chlorine ligands. However, irstbhapter, the, i, 8, ando* orbitals are
formed by atomic orbitals of both rhenium nucledaxygen ligands, while thg* and &*
orbitals mostly consist of those of only rheniunoras. Because of these complicated
Re-Re molecular orbitals, the multiple bonds in JRe0)(NHs)g** and
[Rey(1-O)(NHs)g]** are untypical. Purpose of this chapter is to idate electronic
structures and strengths of bonding interactionsuch complicated R&e multiple bonds
by the multireference theoretical methods. Alssignments of absorption spectra of these
complexes are presented.

In chapter 3, phosphorescence properties of foanualitar platinum complexes,
[Pt(1-Ropz)(dfppy)] {dfppy = 2-(2,4-difluorophenyl)pyridine; Bz = pyrazolate (kpz),
3,5-dimethylpyrazolate  (Mpz), 3-methyl-Btert-butylpyrazolate  (M®upz), and
3,5-bistert-butyl)pyrazolate 'Bu,pz)} (Table 1), are researched. Their phosphoresze
energies are much affected by experimental comditguch as solvent and temperature, as
shown in Table #° note that the phosphorescence energies ofitHepz complex have
already been mentioned above. Not only thEl,pz complex but also the other three
complexes emit lower-energy phosphorescence in 2H#eat RT than in 2-MeTHF at 77 K
and polystyrene at RT; for example, the phospherese energies of thg-Me'Bupz
complex are 1.95eV in the former condition but 2a4@ 2.27 eV in the latter two conditions.

In addition, these differences of phosphorescemmrgees are large in thg-Hopz and



[+Me,pz complexes but small in the-MetBu and ~'Bu, complexes. Purpose of this
chapter is to reveal mechanism of these interegihngsphorescence properties, based on
electronic structure and molecular geometry in eékeited state. The former factor was

experimentally assigned in the previous vi8iut the latter was not investigated.

Table 1. Phosphorescence energies (in eV) of four platinuimaadear complexes reported in ref 20.
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In chapter 4, intersystem crossing from singletiriplet excited states is studied.
This is one of the determinant factors whetherghesphorescence strongly occurs or not
since the phosphorescence occurs after the intersygossing. This intersystem crossing
is induced by spirorbit interaction between the singlet and tripletited states, thus,
discussion of the sptorbit interaction is indispensable for understagdand predicting the
phosphorescence intensity.

The discussion of the sptarbit interaction had been actively performed fhe t
organic molecules by M. A. El-Sayéd.He estimated strength of the spinbit interaction
by matrix element ¥/|Hs?W>, where the'W and®W are wavefunctions of the singlet and
triplet excited states and tii&, is spin-orbit Hamiltonian. It is noted that tH&’ and*w
have uniqgue symmetries; for example, in pyrazindeowe, the wavefunction ofrt*
excited state possesses, Bymmetry while that ofut one possesses;B’® In addition,
the Hy, also has symmetry since this Hamiltonian incluaiegular momentum operatbf®
Thus, degree of the spiarbit matrix element ¥/|HsJ*W> can be estimated by symmetries
of the'® and®¥, in other words, strength of the spabit interaction is determined by
symmetries of the singlet and triplet excited ®ateEl-Syaed had deeply studied these
matrix elements for many kinds of excited statesrganic molecules. He had presented a
lot of useful conclusions; for instance, in nitragketerocyclic molecule, the spirbit
interaction betweefnm* and *rut* states is larger than that betweem and *nre* states,
where the superscript 1 and 3 respectively meamgleginand triplet excited states.
Nowadays, his conclusions are called as the El<Bayeles.

The discussions by El-Sayed can also apply to pwe-aerbit interaction and the
intersystem crossing of the transition metal compleThus, purpose of chapter 4 is to
discuss whether the phosphorescence occurs omnsbme transition metal complexes,
based on symmetries of their excited states. hicpéar, phosphorescence properties of
two platinum dinuclear complexes, jgtpz)(bpym)]?* and [Ps(-pyt)(ppy)] (Figure 3),
are researched. The former complex emits phospbenee in solid state at RT but does
not in 2-MeTHF at RY while the latter one does in both conditiéfs.This difference is

discussed in this chapter.



Phosphorescence at RT is Phosphorescence at RT is

observed in solid state observed in both solid state

but not observed in 2-MeTHF. and 2-MeTHF.
[Pty(£+pz)(bpym)] 2+ [Pt(t-pyt)ppy)l

Figure3. Geometries and phosphorescence properties of
[Pt(u-pz)e(bpym)]* (ref 27) and [RY{u-pyt(ppy)] (ref 28).

In chapter 5, Laporte-forbiddern-d absorptions of transition metal complexes bearing
octahedral geometries are studied. In the octahemimplex, five d orbitals of metal
center are split into threegtand two g orbitals®® as shown in Figure 4. One electron
excitation from they to the g orbitals is assigned as theddabsorption. This excitation
corresponds t0A 14 — 'Tig and'Ayy — T,y absorptions.  Because theg, Ty, and'Tyg
states possess gerade symmetry but the dipole maperatorer possesses ungerade one,
transition dipole momentsW('Ag)ler|[¥(‘T1g> and W('A)ler|[¥(‘To9> are completely
zero, where th&?(*A1g), W('T1g), andW('T2g) represent wavefunctions of these states. As a
result, both'A;4 — 'T1q and ‘A, — T,y absorptions are assumed as inactive under the
transition dipole approximatiofl. However, in a real complex, both absorptions are
observed though intensities of them are small. s Thbecause symmetries of fig, Ty,
and 'T,, states are broken by molecular vibrations, in oterds, these states have no
longer the gerade symmetries.

In modern theoretical chemistry, time-dependent)(DBT° is one of the most useful
methods to evaluate absorption spectrum. Actuthlly, method can quantitatively estimate
the transition energies of the-dl absorption in many systerfis. However, the oscillator
strength of the ed absorption cannot be evaluated. This is becthes8 D-DFT method

calculates the oscillator strength by the transitigpole approximation.

-10 -



Td— d absorption

Wtk
[Co(NHg)e]** | ‘; .
[Rh(NHg)g]** ' ;Ed 4& g?(

Figure4. Schematic representation ofdlabsorptions
of [Co(NHs)g]** and [Rh(NH)¢]*".

One method to estimate the oscillator strengthelated to the Hertzberdeller
approximatiort? This approximation considers mixtures of eledtoexcited states by
molecular vibrations. For instance, this approxioraconsiders that thel,, state mixes
with other excited states bearing ungerade symesestich as th&\y,, ‘T, and' Ty, states,
though degree of this mixing is small. As a resihlis mixelelg state has also ungerade
symmery, which enables tha,; — *T14 absorption.

Although the Hertzbergreller approximation is useful and popular methad t
evaluate the oscillator strength of the Laportdifdden d-d absorption, this approximation
might not be suitable for an intuitive understaigdin Since molecular orbital picture gives
an intuitive understanding in all fields of chemystanother method based on this picture
would be suitable for the understanding of the dbsorption. Thus, the author proposes a
new method based on molecular orbital picture tdwate the oscillator strength of thedd
absorption.

Purposes of chapter 5 are to propose a new catoulamethod and to present
understandings of the-d absorptions base on molecular orbital picturéhis new method

does not consider mixture of the excited statesaltetnatively considers distortion of thg t

-11 -



and g orbitals by molecular vibrations. Because theodied g and %4 ortbitals are no
longer the gerade symmetry, thg +> g, excitation is no longer the Laporte-forbidden.
Thus, the oscillator strength can be evaluatechbytriansition dipole approximation within
the TD-DFT method. This new method applies to tAg; — 'Tig and 'Ayy — Ty
absorptions of [Co(NBg]®* and [Rh(NH)¢** (Figure 4¥*3% Discussion about their

oscillator strengths is performed based on the catde orbital picture of.f and g ortbitals.

Through studies of chapters 1 to 5, the authorgmtssexplanation and understanding
about the nature and properties of the excitedsitian metal complexes. The author
believes that achievements of all chapters willhevdhe excited state chemistry of the

transition metal complexes.

-12 -



References

(1)

()
3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)
(11)
(12)
(13)

(14)

Turro, N. J.Chapter 1. OrganicPhotochemistfn Overviewln Modern Molecular Photochemistry
University Science Books, 1991.

(a)Svoboda, J.; Kéing, Bhem. Rex2006, 106 5413. (b) Hoffmann, N.Chem. Re\2008, 108 1052.
(a) Valeur, BMolecular Fluorescence: Principle and Applicatioriley, 2001. (b) McGlynn, S. P;
Azumi, T.; Kinoshita, M.Molecular Spectroscopy of The Triplet StaBeentice-Hall, Inc., 1969(c)
Baldo, M. A.; O'Brien, D. F.; You, Y.; Shoustiko¥.; Sibley, S.; Thompson, M. E.; Forrest, S. R.
Nature 1998, 395 151. (d) Baldo, M. A.; Lamansky, S.; Burrows, P. E.; fijson, M. E.; Forrest, S.
R. Appl. Phys. Lett1999, 75, 4. (e) Yersin, H., EdsHighly Efficient OLEDs with Phosphorescent
Materials Wiley, 2007.

(a) Lique, A.; Hegedus, S. Edstatus, Trends, Challenges and the Bright Futur&alar Electricity
from Photovoltaicdn Handbook of Photovoltaic Science and Engineerifiey, 2003. (b) Nojik, A.
J.; Miller, J. EdsSolar Photon ConversiofSpecial Issueln Chem. Rev2010, 110, 6443-6936. (Issue
11).

(a) Hay, P. JJ. Phys. Chem. 2002, 106, 1634. (b) Liu, T.; Xia, B.-H.; Zhou, X.; Zhang, H.-X.; Ba
Q.-J.; Gao, J.-Srganometallics2007, 26, 143.

(a)Woodward, R. B.; Hoffman, R. Am. Chem. Sqd965, 87, 395. (b) Woodward, R. B.; Hoffman, R.
J. Am. Chem. Sqcl965, 87, 2056. (c)Woodward, R. B.; Hoffman, Rl. Am. Chem. Sqcl965, 87,
2511.

(a) EI-Sayed, M. AJ. Chem. Physl962, 36, 573. (b) El-Sayed, M. AJ. Chem. Physl963, 38, 2834.
(c) El-Sayed, M. AJ. Chem. Phy<l964, 41, 2462.

(a) Hohenberg, P.; Kohn, Whys. Rev. B964, 136, 864. (b) Kohn, W.; Sham, Phys. Rev. A965,
140, 1133. (¢) Parr, R. G.; Yang, WDensity Functional TheoryOxford University Press, 1989d)
Koch, W.; Holthausen, M. A Chemist’s Guide to Density Functional Thoa#jiley, 2000.

Roos, B. OAb Initio Methods in Quantum Chemistryhil Advances in Chemical Physjd¥iley, 1987.
Mgller, C.; Plesset, M. £hys. Rev1934, 46, 618.

(a) Coester, F.; Kimmel, Nucl. Phys1960, 17, 477.

(a)Cizek, J.J. Chem. Phy<l966, 45, 4256. (b) Cizek, J Adv. Chem. Phy4969, 14, 35.

(a) Andesrson, K.; Malmgqvist, P.-A, Roos, B; Sadlej, A. J.; Wolinski, KJ. Phys. Cheml1990, 54,
5483. (b) Andersson, K.; Malmqvist, P.-A, Roos, B. D.Chem. Phys1992, 96, 1218. (c) Roos, B.
O.; Andersson, K.; Fulscher, M. P.; malmqvist, P.-&.-Andrés, L.; Perloot, K.; Merchan, M. In
Advances in Chemical Physics: New Methods in Coatipaial Chemistry Quanttum Mechanistics, Vol.
XCIIl; Prigogine, |.; Rices, S. A., Eds.; Wiley, 1996.

(a) Hirao, K.Chem. Phys. Letfl992, 190, 374. (b) Hirao, K.Chem. Phys. Lettl992, 196, 397. (c)
Hirao, K.Int. J. Quantum. Chem992, S26 517.

-13 -



(15)

(16)

(17)

(18)
(19)
(20)

(21)
(22)
(23)
(24)
(25)
(26)
(27)

(28)
(29)

(30)
(31)
(32)
(33)
(34)

Jensen, FChapter 4. Electron Correlation Methodis Introduction to Computational Chemistry. 2nd
Edition; Wiley, 2007.

(a) Cotton, F. A.; Curtis, N. F.; Harris, C.; Bohnson, B. F. G,; Lippard, S. J.; Mague, JRbbinson,
W. R.; Wood, J. SSciencel964, 145 1306. (b) Cotton, F. A.; Harris, C. Bnorg. Chem1965, 4, 330.
(c)Cotton, F. Alnorg. Chem1965, 4, 334.

(a)Bursten, B. E.; Cotton, F. A.; Fanwick B, Stanley, G. G.; Walton, R. A. Am. Chem. So&983,
105, 2606. (b) Hay, P. JJ. Am. Chem. Sot982, 104, 7007. (c) Blaudeau, J.-P.; Ross, R. B.; Pitzer, R.
M. J. Phys. Cheni994, 98, 7123.

Gagliardi, L.; Roos, B. Qnorg. Chem2003, 42, 1599.

Croshy, G. AAcc. Chem. Red975, 8, 231.

Ma, B.; Li, J.; Djurovich, P. |.; YousufuddiM.; Bau, R.; Thompson, M. BE. Am. Chem. So2005,
127, 28.

(a) Nakano, HJ. Chem. Physl993, 99, 7983. (b) Nakano, HChem. Phys. Letl.993, 207, 372.

Heath, G. A.; McGrady, J. E.; Raptis, R. Gilligy A. C. Inorg. Chem1996, 35, 6838.

Hauck, H. G.; Klingelhofer, P.; Miiller, U.; Beicke, K.Z. Anorg. Allg. Chenl984, 510, 180.

Baranov, A. |.; Khvorykh, G. V.; Troyanov, ISZ. Anorg. Allg. Cheml999, 625, 1240.

Beck, J.; K.-Buschbaum, M.; Wolf, . Anorg. Allg. Chen1999, 625, 975.

Sugimoto, H.; Kamei, M.; Umakoshi, K.; Sasakj,Suzuki, M.;Inorg. Chem1996, 35, 7082.
Umakoshi, K.; Kimura, K.; Kim, Y. H.; Arikawa.; Ohnishi, M.; Ishizaka, S.; Kitamura, Bull. Chem.
Soc. Jpn 2010, 83, 1054.

Koshiyama, T.; Omura, A.; Kato, Mhem. Lett2004, 33, 1386.

(a)Figgs, B. N.; Hitchman, M. ALigand-Field Theory and its Applicationgiley, 2000. (b) Sugano,
S.; Tanabe, Y.; Kamimura, Multiplets of Transitionmetal lons in Crystalscademic Press Inc., 1970.
Bauernschmitt, R.; Ahlrichs, Rhem. Phys. Letl996, 256, 454.

Grimm, SRev. Comput. Cheri004, 20, 153.

Hertzberg, G.; Teller, Z. Phys. Chem., Abt. 8933, 21, 410.

Kofod, PInorg. Chem1995, 34, 2768.

Peterson, J. D.; Ford, P. X Phys. Chenil974, 78, 1144.

-14 -



Chapter 1

Theoretical Sudy of Rhenium Dinuclear Complexes: Re—Re Bonding

Nature and Electronic Sructure

1.1. Introduction

[Re.Clg)*” (d*-d* (1; see Scheme 1) is one of the most interestingctéau transition
metal complexes, because this complex possessesgacuRe-Re quadruple bond in a
formal sense, as reported by Cotton and his calbs® In this complex, the wely2
orbital of each Re center interacts with Cl ligaadsl the other four d orbitals participate in
the Re-Re bonding and antibonding molecular orbitals, aléows: Two ¢ orbitals
interact with each other to foro(ayg) ando*(az,) molecular orbitals, as shown in Scheme 2.
The d, and ¢, orbitals of one Re center interact with thosehaf vther Re center to form
T(e,) andrt*(eg) molecular orbitals. The dxy orbital of one Raetee interacts with that of
the other Re center to ford(b,y) andd*(by,) molecular orbitals. The quadruple fRe
bond arises from the?n'd’ electron configuratioh. The eclipsed structure with 49
symmetry of this complex is one of the evidencestled presence of thé bonding

interaction; if this bonding interaction was absent, the eclipsgucture became less stable

Scheme 1.

X [Re(4-Cl)sClel? (22) \
ReClI* (1) Re(uChCld (b [Rex(4-Cl)Clil* (3)
2 3\-le.
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than the staggered one because of the larger statitsion between Cl ligands. Similar
complexes such as [MGlg]*, [Tc,Clg]*, and [TeClg]®>" have been reported so fat.
Their metatmetal bonding nature is discussed in the same way.

Several rhenium dinuclear complexes taking differuctures from that af have
been reported so far. Some of them are(REI)sClg* (-d*) (2a) and [Re(1-Cl)sClg]”
(d*~d* (2b), which take a face-sharing bioctahedral structuigh Ds, symmetry, ' as
shown in Scheme 1. In these complexes, five daisbof each Re center split intg end
tog-like orbitals. The former orbitals are unoccupieda formal sense because they are at
much higher energy than the latter orbitals by ahgbonding interaction with Cl ligands.
The latter orbitals forno(a."), d(e"), 8*(e"), ando*(a,") molecular orbitals between two Re
centers, as shown in Scheme 3. This means thed toemplexes contain a Ree multiple
bond in a formal sense. Similar complexes sucTag+Cl)sClg]”, [Cr(1~Cl)sClg]*,
[Mo2(1~C1)sClg]*", and [W(1~Cl)sClg]*” have been reported, t§d* Another example is
[Rex(1+CI)-Clg]* (-d®) (3), which takes an edge-sharing bioctahedral strectith Dy,
symmetry, as shown in Schemé?1. Like 2a and2b, five d orbitals of each Re center split
into g~ and tglike orbitals. The former orbitals are unoccuplé@ those in2a and2b.
The latter orbitals forno(ag), T(b2y), &(b1g), *(au), T*(bsg), ando*(b1,) molecular orbitals
between two Re centers, as shown in Scheme 4,(£4Ti)-Clg]*", [Moa(1~Cl),Clg]*", and
[Rex(1-Cl)Clg] also take a similar edge-sharing bioctahedrakstre® 34

Many theoretical studies df have been carried out to clarify its interestitgc&onic
structure and its Ré&Re bonding natur€*® However, théA;; — *Az, (5 — 5*) excitation
energy was not correctly calculated previously; iftstance, the self-consistent-fieldaX
scattered-wave (SCFaxSW) method presented a much smaller excitatiomggnéd.87
eV)' than the experimental value (1.82 é¥). On the other hand, the general valence bond
method with the configuration interaction (GVB-C8nd the complete active space

self-consistent-field (CASSCF) method presentedeaexcitation energies, 3.2016 and
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3.384 eV}’ respectively. Recently, its excitation energy wagectly evaluated to be 1.97
eV by the second-order perturbation theory basedtten CASSCF reference state
(CASPT2)*® This result suggests that incorporation of dymaielectron correlation
based on the multireference wavefunction is indispble to investigate this complex.
Various kinds of face- and edge-sharing dinucleataincomplexes includinga, 2b,
and 3 were also theoretically investigated with the elsymmetry density functional
theory (BS-DFT) by Stranger and his collaboraf8ris, which metatmetal bonding nature
was discussed. However, the relative energieewadral important electronic states have
not been studied yet, although they deeply relatdhé¢ metal-metal bonding nature. It is
worthwhile to evaluate the relative energies of gineund and several low-energy excited
states of these dinuclear rhenium complexes arshed clear light on the RRe bonding

nature.

Scheme 2.

_ /
[RexClg]? (1) W 0* (azu)




Scheme 3. Re-Re bonding and antibonding orbitals of jReCl)sCl¢]*" (2a) and [Re(4-Cl)sClg]~ (2b).

Res(teChCl> (22) .
Re;(ChCll (20) &)

taglike

Scheme4. Re-Re bonding and antibonding orbitals of fgeCI),Clg]*™ (3).

[Re;(1-CI)2Cle]* (3)

toglike
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In this work, we theoretically investigatdd 2a, 2b, and 3 with the multireference
second-order MglleiPlesset perturbation theory (MRMP2pand the multiconfigurational
quasidegenerate second-order perturbation theo§QDPT)?? Our purposes here are to
show clearly what is the ground state, to evaluatative energies of several important
low-energy excited states and to clarify electrastrtictures and R&e bonding nature of
these complexes. The DFT(B3LY®F* coupled cluster singles and doubles with
perturbative triples (CCSD(T)), BS-DFT(B3LYP), a5-CCSD(T) methods were also
applied tol and2b to examine reliabilities of these methods for tie@ioal investigation of

these dinuclear rhenium complexes.

1.2. Computational Details
Geometries of these complexes were taken from Xamalyses (see Table Al in

15,12

Appendix) Only in 1 was geometry optimization performed with the CAES&hd
MRMP2 methods, where the Ree and ReCl;; bond distances and the H&e-Cl; bond
angle were optimized under4Psymmetry. Potential energy curve (PEC) bfwas
evaluated with the MRMP2 method, where the onlyRe bond distance was changed but
the Re-Cl; bond distance and RBRe-Cl;; bond angle were fixed to the corresponding
experimental values, respectively.

We employed two basis set systems (basis-l anth lthis study. In basis-I, core
electrons of Re were replaced with the small rélgtic effective core potentials (ECPs)
reported by Hay and Wadtand valence electrons were represented by (541/641) basis

2521 The cc-pVDZ basis set was used for’Cl.In basis-Il, valence electrons of Re

set
were represented by (4311/4311/111/1) basi§’$étwhereas the same ECPs as those of
basis-l were used to replace core electrons. Fdh€aug-cc-pVDZ basis $Bwas used.

The CASSCF and MRMP2 methods were applied, t2b, and3 to investigate their

nondegenerate electronic states, and the statagmger CASSCF (SA-CASSCF) and
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MCQDPT methods were applied 2a to investigate its degenerate electronic statés.the
CASSCEF calculation of, oneag, two 1, and one molecular orbitals and their antibonding
counterparts were taken as the active space (demec2), in which eight electrons were
involved. Molecular orbitals that consist mainlytbe d-2 orbital were excluded from the
active space because they are at much differemgiesefrom the active orbitals. In the
SA-CASSCF calculation oPa and the CASSCF calculation @, onec and twod
molecular orbitals and their antibonding countetparere taken as the active space (Scheme
3)2? Seven and six electrons were involved in thevactpaces a®a and2b, respectively.

In the CASSCF calculation d, oneo, one, and oned molecular orbitals and their
antibonding counterparts were taken as the acpaees(Scheme 4), in which six electrons
were involved. Molecular orbitals that consist nitaiof the g-like d orbitals were
excluded from the active spaceas, 2b, and3 because they are at much different energies
from the active orbitals. The MRMP2 and MCQDPTco#dtions were carried out with the
reference wave function from the CASSCF and SA-CBE8alculations, respectively. In
these calculations, the 1s, 2s, and 2p orbita@d égand were kept to be frozen.

The CASSCF and SA-CASSCF calculations were perfdrmwih the GAMESS
program packag®. The MRMP2 and MCQDPT calculations were carried with the
MR2D prograni' implemented in the GAMESS package. The DFT-(B3LYECSD,
CCSD(T), BS-DFT(B3LYP), BS-CCSD, and BS-CCSD(T) ccéditions were performed
with the Gaussian 03 (rev. C.02) program pacKRageMolecular orbitals were drawn by the

MOLEKEL (ver. 4.3) prograni-

1.3. Results and Discussions
1.3.1. [RexClg]*” (1) with a Re-Re Direct Bond
The geometry oflL in the 1Alg ground state was optimized with the CASSCF and

MRMP2 methods, as shown in Table 1. At the CAS$VEI of theory with both basis-I
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and basis-1l, the optimized RBRe distance and RRe-Cl;; angle are in good agreement
with the experimental values, whereas the optimiRedCl;; distance is somewhat longer
than the experimental value. All these geometpeabmeters are improved at the MRMP2
level of theory; the ReRe distance and the RRee-Cl;; angle are almost the same as their
experimental values and the-R#; distance considerably approaches its experimgataé.
Thus, the MRMP2 method reproduces well the geonudthylike the CASPT2 methotf.
Relative energies and natural orbital populationseveral important electronic states
were evaluated by the CASSCF/basis-Il and MRMP2XHas methods with the
experimental geometry, as shown in Table 2. Irﬂh@ ground state, the population of the
0 orbital (1.52) is much smaller than the usual gal2.0) of a doubly occupied orbital and
that of thed* orbital (0.48) is much larger than the usual ¥a{Q.0) of an unoccupied orbital.
These results suggest that tBebonding interaction is very weak. Therefore, the
multireference theoretical method should be appliethis complex. Actually, the weights
of the main configurationofT'd?) and the second leading ore1('3*?) are evaluated to be

67 and 18 %, respectively, by the CASSCF method.

Table1l. Optimized ReRe and ReCl; bond distances (in A) and RRee-Cl,; bond angle
(in degree) of [ReClg]* (1)

method r(Re-Re) r(Re-Cly) a(Re-Re-Cly)

CASSCF 2.259 2.382 104.7 this work (basis-1)
2.260 2.381 104.6 this work (basis-I1)
MRMP2 2.236 2.342 103.8 this work (basis-1)
2.250 2.341 103.1 this work (basis-I1)
CASPT2 2.259 2.304 103.44 ref 18
expt 2.24 2.29 103.7 ref 1
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Table 2. Relative energies (in eV) and natural orbital pa¢i0h§"ID of several important states of

[Re;Clgl*” (1), [Rex(w-Cl)sCle]*” (28), [Rex(1-Cl)sClg] ™ (2b), and [Re(u-Cl);Clg]*” (3)

relative energy natural orbital population

complex state CASSCF MRMP2 expt o o* T ™ 0 o*
1 "Asg 0.00 0.00 192 0.08 3.74 0.26 152 0.48
Aoy 0.45 0.52 192 0.08 3.75 0.25 1.01 0.99
A 5.97 6.29 190 o0.10 2.02 1.98 1.00 1.00
*Asg 9.68 10.65 1.00 1.00 2.00 2.00 1.00 1.00
Ao 3.14 1.95 1.82 1.92 0.08 3.70 0.30 1.04 0.96
2a  ‘E" 0.00 0.00 1.87 0.13 3.47 1.53
e 0.34 0.36 1.87 0.13 293 2.07
2b Ay 0.00 0.00 1.62 0.38 2.18 1.82
AL 0.08 0.07 1.62 0.38 2.12 1.88
Ay 0.26 0.21 1.62 0.38 2.01 1.99
A" 1.09 1.94 1.00 1.00 2.00 2.00
3 'Aq 0.02 0.03 1.00 1.00 0.99 1.01 0.97 1.03
*B1y 0.02 0.02 1.00 1.00 0.99 1.01 0.97 1.03
Ay 0.01 0.02 1.00 1.00 0.99 1.01 0.98 1.02
= 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00

(a) Basis-Il was employed(b) Relative energies and natural orbital populetiofl, 2b, and3 were evaluated
by the CASSCF and MRMP2 method and thos@afwere evaluated by the SA-CASSCF and MCQDPT

method. (c) ref 19.
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The natural orbital populations of tbe, andd bonding orbitals are much larger than
those of their antibonding counterparts, respelstive thelAlg ground state, as shown in
Table 2. This result suggests that @llt, and d bonding interactions contribute to the
Re-Re bond. From these natural orbital populations,Re-Re bond ordéf is evaluated
to be 3.18 in théA,4 ground state, which is much smaller than 4.0. sMailue is almost
the same as the previous value (3.20) evaluatethd®yCASPT2 methotf In the Ay,
excited state, on the other hand, the populatioim@d orbital is almost the same as that of
the 5* orbital, whereas the populations of toec*, T, andtt* orbitals in the®A,, state are
almost the same as those in f‘rA’qg state, respectively. This means that dhbonding
interaction disappears upon going to tAe, state from théAlg state, and that the energy
difference between these two states correspontisetapproximate stabilization energy by
the 3 bonding interactio>*® This energy difference is estimated to be 0.52bg\the
MRMP2 method. In théA,, state’’ the population of the orbital is larger than that of the
o* orbital and the populations of threandd orbitals are almost the same as those oftthe
and o* orbitals, respectively, as shown in Table 2. sThieans that only one bonding
interaction remains but theandd bonding interactions disappear in the, state. Thus,
the energy difference between th&,, and *A,, states is the approximate stabilization
energy by the two components of degeneratdoonding interactions. This energy
difference is evaluated to be 5.77 eV by the MRMR&hod®® In the°A.4 state}’ the
populations of thes, o*, 1, 1, §, andd* orbitals are 1.00, which means that all-Re
bonding interactions disappear. The energy diffeeebetween théA,, and °A,, states
corresponds to the approximate stabilization endrgythe o bonding interaction. This
energy difference is evaluated to be 4.36 eV byMRMP2 method® These results are
summarized, as follows: The, 1, and d bonding interactions yield the approximate

stabilization energies 4.36, 2.89 (= 5.77/2), ari @V, respectively; note that twobonds

exist. Thed bonding interaction is much weaker than thbonding interaction and the
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bonding interaction is much weaker than thbonding interaction, as expected. Although
this result is not surprising, this is the firstrsguantitative estimation of relative strengths
of theao, 1, andd bonding interactions df.

The 'A1y — 'Az (5 — &) excitation energy is evaluated to be 3.14 a6V by
the CASSCF and MRMP2 method, respectively. It isted that although the
CASSCF-calculated value is much larger than theegmental value (1.82 eV like the
previous CASSCF-evaluated valtlethe MRMP2-calculated value agrees well with the
experimental value like the CASPT2-calculated vafue This result indicates that
incorporation of dynamical electron correlationdsn the multireference wave function is
indispensable, as report&t.

The PECs of the'Ai, °A,, ‘As, and °Aj, states were calculated by the
MRMP2/basis-Il method, as shown in Figure 1. The-Ae distance at the energy
minimum relates to the strength of the-Re bonding interaction. The energy minimum
of the®A,, state is at a slightly longer RRe distance (2.3 A) than that of tHlelg state (2.2
A). Also, the shapes of the PECs of these twaestatsemble each other. These results
arise from the fact that the wedkbonding interaction disappears upon going to’thg,
state from théAlg state. In contrast, the energy minimum of fAe, state is at a much
longer Re-Re distance (2.8 A) than that of tie,, state (2.3 A). Also, it is noted that the
PEC of the/A,, state is very shallow, unlike those of fiéa, and®A,, states. These results
are interpreted in terms that the strongdronding interaction disappears upon going to the
A, state from théA,4 state. The PEC of tHa, state is completely repulsive because all
Re-Re bonding interactions are absent in this state.

Natural orbital populations of the, 1, §, &*, 1, and o* orbitals evaluated by the
CASSCF/basis-Il method are presented as a funofitimee Re-Re distance in Figures 2a
In thelAlg state, the population of tieorbital becomes almost the same as that obthe

orbital atr(Re-Re) = 3.6 A, as shown in Figure 2a; in other wotlep bonding interaction

-24 -



disappears at this distance. On the other hamdpdtipulations of ther and 1 bonding
orbitals are still larger than those of their aotiding counterparts, respectively, even when
the Re-Re distance is longer than 3.6 A. This resultdatiis that the and 1t bonding
interactions still remain in this region. They apipear atr(Re-Re) = 4.6 and 6.0 A,
respectively. These results are useful to disedss type of interaction contributes to the
metalmetal bond in dinuclear metal complexes.

Energy differences between th&,, and>A,, states and between tha;, and'Ay,
states were also investigated by the DFT(B3LYP),SOC CCSD(T), BS-DFT(B3LYP),
BS-CCSD, and BS-CCSD(T) methods, as shown in TableThe®A,, state is calculated to
be more stable than tﬁAlg state by the DFT-(B3LYP) and CCSD methods. Tesilt is
completely different from the relative stabilitylcalated by the MRMP2 methd. On the
other hand, the CCSD(T) and all BS methods preabentorrect stability order of these three
states. These results indicate that the BS-DFTYB3L BS-CCSD, and BS-CCSD-(T)
methods are useful to discuss bonding nature ameldcttronic state of the ground state in

this complex, as reported previou8ly.

(Energy / a.u.) + 3830

5.6 1 1 1 1 1 1 1 1
2.0 2.5 3.0 35 4.0 4.5 5.0 55 6.0
r(Re Re)/A

Figure1. Potential energy curves of theg, °A,, 'A,, and’A,, states

of [RexClg]*” (1). Basis-Il was employed.
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Figure 2. Natural orbital populations of the, 1, 5, 3*, ¢, and o* orbitals in the'Asg, *Az, and’A,,

states of [ReClg]*” (1). Basis-Il was employed.
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Table 3. Comparisons of DFT(B3LYP), CCSD, CCSD(T), BS-DFTIB®), BS-CCSD, and
BS-CCSD(T) methods in Calculating Relative Energitthe'A 4, *A, and'Ay, states of [ReClg)* (1)
and those ofA,' and’A,' states of [Rg.-Cl)sCl¢]~ (2b)

complex state B3LYP CCSD CCSD(T) BS-B3LYP BS-CCEEB-CCSD(T) expf

basis-I
1 "Asg 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ao, -0.30 -0.51 0.10 0.18 0.32 0.20
a,, 0.70 0.80 0.69 1.18 1.61 0.62 1.82
b Ay 0.00 0.00 0.00 0.00 0.00 0.00
A, -1.83 -2.48 -2.25 0.14 -0.84 -0.66
basis-II
1 "Asg 0.00 0.00 0.00 0.00 0.00
Ao, -0.27  -0.49 0.15 0.19
AL, 0.73 0.83 0.72 1.18 1.82
b Ay 0.00 0.00 0.00 0.00
A, -1.79 249 -2.25 0.15

1.3.2. Face-Sharing Complexes [Rex(1-Cl)sCle]* (2a) and [Rey(1Cl)sClg] ™ (2b)

In 2a, the’E" and’E' states were investigated by the SA-CASSCF andQMET
methods because both states are degenerate.?ETis¢ate is the ground state and tge
excited state is calculated to be 0.36 eV abovéBhstate by the MCQDPT/basis-Il method,
as shown in Table 2. In tRE" state, the natural orbital populations of &rendd* orbitals
are 3.47 and 1.53, respectively. These valuesnaich different from formal values (4.0
and 1.0 for thed and &* orbitals, respectively) in the pure®d*3*! configuration. This
result suggests that the electronic structur@ao€annot be described well by on&3'd*!
configuration. Actually, the weights of this capiration and the second leading one
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(0%5°0*%) are evaluated to be 72 and 12 %, respectivelythey SA-CASSCF method.
Consistent with these results, the-Re bond order is only 1.84, which is much smahant
the formal value (2.5) in the puadd*d** configuration.

In the “E' excited state, the populations of thend &* orbitals are 2.93 and 2.07,
respectively; note th@ andd* orbitals are doubly degenerate (see Scheme 3gcalBse the
difference between these two populations (0.86high smaller than that in tH&" state
(1.94) by about 1, thd bonding interaction in théE' state is much weaker than that in the
’E" state. The populations of tieeand o* orbitals are little different between these two
states. Thus, the energy difference (0.36 eV) betwthese two states corresponds to the
approximate stabilization energy by the two compimeof degenerated bonding
interactions. Thesd bonding interactions are much weaker than thdkt. oflts reason is
easily understood in terms of the #Re distance and the Re oxidation state. 2dnthe
Re-Re distance is much longer than thatlobecause of the face-sharing bioctahedral
geometry. Also2a consists of Re(lll) and Re(lV) centers, ahdonsists of two Re(lll)
centers. Because the d orbital of Re(IV) expansis tlean that of Re(lll), theseds overlap
of 2a is smaller than that it. Because of these two factors, theonding interaction is
weaker in2a than inl.

Relative energies and natural orbital populatiohshe other face-sharing rhenium
complex @b) were investigated by the CASSCF/basis-Il and MRNBsis-II methods, as
shown in Table 2. Th#\;' state is the ground state and the" and’A;' excited states are
evaluated to be at slightly higher energies thangttound state with the MRMP2 method by
0.07 and 0.21 eV, respectively (see Table 2). Tk excited state is at much higher
energy than th@A,' state by 1.73 eV.

In the *A;' ground state, the populations of theand 3 orbitals are 2.18 and 1.82,
respectively (see Table 2), which clearly shows thad bonding interaction is very weak

because both populations are close to each otfi¢ris means that a multireference method
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such as MRMP2 or CASPT2 should be employed to tigate2b like 1 and2a.  Actually,
the weight of the main configuratiow?") is evaluated to be very small (18 %) by the
CASSCF method® Consistent with the very small weight of 68" configuration, the
Re-Re bond order is only 0.80. In tA&;' excited state, the populations of hend &*
orbitals are 2.01 and 1.99, respectively. This meethat thed bonding interaction is
negligibly small in this state. The energy difiete between théA;' and’A;' states is
evaluated to be 0.21 eV by the MRMP2 method, widchresponds to the approximate
stabilization energy by the two components of deg&tied bonding interactions.

The strength of the bonding interaction ir2b is also worthy of investigation. The
populations of thes ando* orbitals are 1.62 and 0.38, respectively, in bibga'A;' andA;'
states, as shown in Table 2. These values sugjugistheoc bonding interaction is not
strong very much unlike those bfand2a. In the®A;' state, the weights of tfe#d’0*? and
d°3*20*? configurations are evaluated to be 73 and 11 %pewtively, by the CASSCF
method. In théA," state, the population of the orbital is the same as that of th&
orbital, which indicate that even tleebonding interaction disappears in this state. sThu
the energy difference between th&;' and 'A," states (1.73 eV) corresponds to the
approximate stabilization energy by tbebonding interaction, which is much smaller than
that (4.36 eV) ofl. Theo bond order in théA,' state of2b (0.62) is also considerably
smaller than those in tHAlg state ofl (0.92) and théE" state ofa (0.87). This weak
bond of2b is interpreted, as follows: One factor is thegd®e-Re distance; because the
Re-Re distance ofb (2.704 A) is much longer than that bf(2.24 A), the ¢-d, overlap
between two Re centers is much smallebrthan in1. The other factor is the oxidation
state of the Re center. I the populations of the and o* orbitals are 1.83 and 0.17,
respectively, when the RRe distance is taken to be the same as the expeahtistance
(2.704 A) of2b, as shown in Figure 2a. Thus, tbebond order ofl with this Re-Re

distance is 0.83, which is considerably larger tthet of2b (0.62), even though the RRee
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distance is the same. This result clearly shows nibt only the ReRe distance but also
the other factor are responsible for the weakbond of2b than that ofl. Such a factor is
the oxidation state of the Re center. As discusdmve,1 consists of two Re(lll) atoms,
but 2b consists of two Re(IV) atoms. The less-expandirgbital of Re(IV) than that of
Re(lll) leads to smaller @&d,; overlap of 2b than that ofl. These two factors are
responsible to the weakerbonding interaction a2b than that ofl.

It is of considerable interest to make a comparisetween2a and2b, because the
electronic structure is much different despite simailar geometry and similar d electron
number; both complexes take the face-sharing stre@nd2b has fewer d electrons th@a
by only one. IrRa, the main configuration is?3’d*>. It is expected that one d electron is
lost from thed* orbital upon going t@b from 2a and the ReRe bond ofb is stronger than
that of2a. However, natural orbital population of therbital extremely decreases and that
of the & orbital rather increases b, as shown in Table 2, against the above expentatio
These population changes suggest that one d elasttost not from thé* orbital but from
the d orbital. Thus, the electronic structure2iif cannot be understood in terms of a usual
orbital picture. Also, it is noted that theH®e bond distance becomes longe2lrthan in
2a, as shown in Table A1l (Appendix). One plausildason of the longer RRe distance
in 2b is that one electron loss occurs in therbital upon going td®b from 2a. This
induces weakening of tRebonding interaction. It is worthwhile to discube reason that
one electron loss occurs not in tfeorbital but in thed orbital in2a. It is likely that the
electron repulsion of the d-shell is larger dh than in2a because the d orbital of the
Re(IV)-Re(1V) core is more compact than that of the RefRle(IV) core. Also, Coulomb
repulsion in the d-shell is larger in t85* configuration than in the?3°3** configuration.

If the energy separation between thand &* orbitals is sufficiently large, on&* electron
loss occurs in the?3*d3** configuration to afford the®d* configuration upon going tab

from 2a. In these complexes, however, th&* energy separation is small. Thus, ane
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electron loss occurs in the#3*3** configuration to afford the?3°3** configuration, so as to
decrease Coulomb repulsion in the d-shell.

The DFT(B3LYP), CCSD, CCSD(T), BS-DFT(B3LYP), BS-S8D, and BS-CCSD(T)
methods were also applied 2b, as shown in Table 3. THA;' state is evaluated to be
more stable than th&\;' state by the methods other than BS-DFT(B3LYP)hesk results
are different from the results by the MRMP2 caltiolas®® On the other hand, the
DFT(B3LYP) method presents a similar result by BRMP2 calculation, which indicates

that the DFT(B3LYP) method is useful to presentectty the ground state @b.

1.3.3. Edge-Sharing Complex [Rex(1-Cl)2Clg]*™ (3)

Relative energies and natural orbital populatichthe ‘A, °B1,, °A4, and’By, states
were calculated by the CASSCF/basis-Il and MRMPg#hH methods, as shown in Table 2.
In all these states, the populations of shet, andd bonding orbitals are almost the same as
those of their antibonding counterparts, respeltiveThis means that the, m, and &
bonding interactions do not contribute to the-Re bond in these four states. The weights
of several important electron configurations araleated to be very small by the CASSCF
method; 6 % for both the’T?8” ando®1?&*? configurations in théA, state, 7 % for both the
o’rtd'd* ! and 05'8*'m*? configurations in the’B., state, and 16 % for both the
o’r'd' e+ it and 'a'er it fo*? configurations in théAy state. As a result, these four
states are in almost the same energy (within OM)3 eln other words, the low spin state is
not stabilized by the R&e bonding interaction unlikg, 2a, and2b. These results are
consistent with the experimental report tBa not diamagnetic but paramagnéfic.

The absence of the RRe bonding interaction arises from the long-Re distance
(3.691 A) due to the edge-sharing geometry. Thidation state of Re(IV) center is also
responsible for the absence of the-Re bonding interaction, as follows: Because the d

orbital of Re(IV) expands less than that of Re(lie o, 1, andd bonding interactions i
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are weaker than those In For instance, the population of theorbital is almost the same
as that of the* orbital in those four states 8f as shown in Table 2, whereas the population
of the o orbital (1.30) is considerably larger than thathe o* orbital in thelAlg state ofl

at the same RéRe distance (3.691 A) (see Figure 2a). Thesetsesldarly show that the

o bonding interaction disappearsdtut still remains irl atr(Re-Re) = 3.691 A.

Three d electrons are localized in three d orbithlsach Re center because thelRe
interaction is absent. As a result, the four staieg By, °A4, and’By,, emerge from the
electron configurations in which six electrons qogtheo, m, §, &*, 1, and o* orbitals in
D,n symmetry. The other states are at much higheggrikan these four states by over 1.0
eV (see Table A2 in Appendix) because those statesist mainly of the high-energy

excited configurations.

1.4. Conclusions

Four dinuclear rhenium complexes, R&]> (1), [RexClClg* (2a),
[Rex(1+Cl)sClg]~ (2b), and [Re(u-Cl).Clg]> (3), were theoretically investigated by the
CASSCF, MRMP2, SACASSCF, and MCQDPT methods. éAh, ground state dof, the
weights of thec®r#*d® and o®1t*3*? configurations are 67 and 18 %, respectively, wher
weights evaluated by either the CASSCF/basis-Ither SA-CASSCF/basis-Il method are
presented hereafter. The energy difference betwiben'A;, and *A,, states, which
corresponds to the approximate stabilization endsgythe & bonding interaction, is
evaluated to be 0.52 eV by the MRMP2/basis-Il méthaThe’A,, state is much less stable
than the®A,, state by 5.77 eV. This is because the bondingraations of the twat
orbitals disappear upon going to the, state from théA,, state. ThéA, state is further
less stable than tHé,, state by 4.36 eV because théonding interaction disappears upon
going to thegAlg state from théA,, state. Thus, the, T, andd bonding interactions yield

the approximate stabilization energies of 4.36928 5.77/2), and 0.52 eV, respectively.
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In the 1Alg state, thed bonding interaction completely disappearsr(@e-Re) = 3.6 A,
whereas thet ando bonding interactions completely disappear(Re-Re) = 4.6 and 6.0 A,
respectively.

In the’E" ground state o?a, the weights of the?d'5*! and 0°3°5*? configurations
are 72 and 12 %, respectively. The natural orlptgbulations clearly show that tide
bonding interaction in théE' state is much weaker than that in t&2 state. As a result,
the former state is evaluated to be 0.36 eV lesSlestthan the latter one. These results
indicate that thé bonding interaction is weaker #a than in1. In the'A;' ground state of
2b, the weight of thev?3* configuration is evaluated to be 18 %. The eneatiffgrence
between théA;' and®A;' states is evaluated to be 0.21 eV by the MRMP2¢bia method,
which corresponds to the approximate stabilizatemergy by the two components of
degenerat® bonding interactions. The bonding interaction is also weak in this complex,
as follows: In théA;' state, the weights of thefd°5*? and3’d*%0*? configurations are 73
and 11 %, respectively. The energy difference betwthe’A;" and’A," states is evaluated
to be 1.73 eV by the MRMP2/basis-Il method, whidrresponds to the approximate
stabilization energy by the bonding interaction. This approximate stabili@gatenergy is
much smaller than that df The bonding nature and the electronic structir@b are
much different from the expectation based on alustmtal picture that one d electron is
lost from thed* orbital upon going ta2b from 2a and thed bonding interaction becomes
stronger in2b. However, our theoretical calculation presentsgietely different results
from the above expectation; the natural orbitalydajon of thed orbital decreases by 1.29
and that of thé* orbital increases by 0.29, which indicates thag electron loss occurs not
in thed* orbital but in thed orbital upon going t@b from2a. These unexpected results are
interpreted in terms that one electron loss octuthe d orbital so as to decrease Coulomb
repulsion in the d-shell because th&* energy separation is very small.

In 3, theo, 1, andd bonding interactions do not contribute to the-Re bond. As a
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result, the low spir’lAg state is not stabilized by these bonding inteoastiunlikel, 2a, and
2b. Four states:Ag, °B1y, “Ag, and By, are in almost the same energy within 0.03 eV.
This result is consistent with the experimentabreghat3 is paramagnetit?

The above mentioned energy difference between bend and low-energy excited
states lead to the conclusion that the-lRe bonding interactions in the order 2a > 2b >>

3, which is interpreted in terms of the HRe distance and the Re oxidation state.

1.5. Appendix

SchemeAl.

[Re,(1+Cl)sClg]* (2a) and [Reg(1+Cl)sClg] (2b)
(A) dey- degorbitals including ReCl bonding interactions

< ° ,
a b c d
(B) Re Re interaction orbitals

ok e e X g K

o o*

(C) dyy degorbitals including ReCl antibonding interactions
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SchemeA2. Several important molecular orbitals of fgeCl),Clg]* (3)

[Rey(1-Cl),Clg]* (3)
(A) dey- degorbitals including ReCl bonding interactions

o §%

a b

(B) Re Re interaction orbitals
CPU I M 00 e
e
ato e 0 @'¢ )
o g* T ™ o o*
(C) dy degorbitals including ReCl antibonding interactions
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Table A2. Relative Energies (in eV) and Natural Orbital Pagiohs of [Re(¢~Cl),Clg]*” (3) by the
CASSCF/Basis-Il and MRMP2/Basis-1l Methods

relative energy natural orbital population
complex state CASSCF MRMP2 o o* T ™ 0 o*

3 A, 0.02 0.03 1.00 1.00 0.99 1.01 0.97 1.03
By 3.41 2.04 1.27 1.29 0.61 0.63 1.09 1.12
'Byg 3.38 2.00 159 1.58 0.72 0.71 0.69 0.72
'Bag 3.40 2.15 1.28 1.29 0.71 0.73 0.94 1.06
A, 3.42 2.04 1.28 1.27 0.62 0.63 1.09 1.11
By, 3.51 2.21 1.00 1.00 1.00 1.00 1.00 1.00
B,y 3.40 2.14 1.28 1.27 0.72 0.73 0.94 1.06
'Bay 3.39 2.01 158 1.57 0.70 0.73 0.69 0.73
Ay 1.76 1.13 1.00 1.00 1.00 1.00 0.96 1.04
*Byg 1.71 1.10 1.28 1.26 0.98 1.02 0.71 0.75
*Byg 1.79 1.10 1.00 1.00 1.00 1.02 0.98 1.01
*Bag 1.70 1.08 1.26 1.26 0.73 0.74 0.96 1.04
Ay 1.71 1.10 1.27 1.27 0.98 1.02 0.72 0.74
*B1y 0.02 0.02 1.00 1.00 099 1.01 0.97 1.03
*B.y 1.69 1.08 1.27 1.26 0.73 0.74 0.96 1.04
*Bay 1.79 1.10 1.00 1.00 1.01 1.01 0.98 1.01
*Aq 0.01 0.02 1.00 1.00 0.99 1.01 0.98 1.02
SBlg 1.71 1.10 1.26 1.27 1.00 1.00 0.73 0.74
*Bag 1.78 1.07 1.00 1.00 1.02 0.99 0.98 1.01
*Bag 1.69 1.08 1.27 1.26 0.73 0.74 1.00 1.00
5Au 1.71 1.08 1.29 1.25 1.00 1.00 0.71 0.75
*B1y 1.75 1.13 1.00 1.00 1.00 1.00 1.00 1.00
*Bay 1.70 1.09 1.26 1.27 0.73 0.74 1.00 1.00
*Bay 1.78 1.07 1.00 1.00 0.98 1.03 0.97 1.02
= 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00
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Chapter 2

Theoretical Investigation of gO-Bridged Dinuclear Re Complexes:

Electronic Sructure, Bonding Nature, and Absor ption Spectra

2.1. Introduction

Sulfur-bridged® halogen-bridged;® and oxo-bridged@** dinuclear complexes are very
interesting because the metal centers take vaadgigation states and various coordination
numbers in these compounds. Especially, oxobridigedium, tungsten, and molybdenum
complexes have attracted a lot of interests bectheie metatmetal distances are much
shorter than those of other complexes, i.e., theyulsl have strong metahetal bond
interaction’™  Also, they exhibit characteristic adsorption bmnith visible region.
However, the details of electronic structures, r@teetal bonding interactions, and origin of
absorption spectra have not been clarified yet.

These dinuclear transition metal complexes areadrthe most challenging research
subjects in theoretical chemistry because they havet of low-lying excited states in
general. For such systems, a multiconfiguratice# consistent-field (MCSCF) methtsd
should be applied to present even qualitativelyemirresults. Furthermore, the dynamical
electron correlation effects should be taken imdasideration by ab initio multireference
theory. Several multireference methods such astinef@rence singles and doubles
configuration interaction method (MR-SDCI), mulfeeence second-order Mgltd?lesset
perturbation theory (MRMPZ} and multiconfigurational second-order quasi degsee
perturbation theory (MCQDPY)have been proposed as such methods. Althoughalhey
require much more computational efforts than thaveational DFT method, they were
applied toreconjugated® and transition metal systetfis’ quite successfully.

Stranger and coworkers theoretically investigatagious dinuclear complexes of
rhenium, technetium, tungsten, and molybdenum g broken symmetry (BS) DFT
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method to clarify the nature of the ground staté smme low-lying excited staté%. Also,
detailed knowledge including low-lying excited sstof [ReClg]*", [ReClg]~, [ReClg]*,
and [ReCly>” were presented by ab initio multireference theorézently:>?°

[Re" R (1-O)(Metpa)]*’, [RE (1O (Metpa}]*, and [R&2(1+O)(Meztpay]*
(Metpa = ((6-methyl-2-pyridyl)-methyl)bis(2-pyridylethyl)-amine, Megpa =
bis((6-methyl-2-pyridyl)methyl)(2-pyridylmethyl)ame) synthesized by Umakoshi et al.
exhibit characteristic absorption bands in visitdgion and these absorptions were on the
basis of the metametal bonding and antibonding orbitals. It is also noted that the RRe
bond length (2.426 A) of [REREY (1-O)(Metpa)]®*" is considerably longer than that (2.368
A) of [Re)Y(1-O)x(Metpa)]**. This result was experimentally interpreted inme that
[Re"REY (1-O)(Metpap]®* and [R&(1-O)(Metpal]** which take the electron
configurations ofo?r?d°d** and 0°1¢%%, respectively, and the occupation of Steorbital
leads to the longer R&e distance of [REREY(1-O)(Metpa)]®* than that of
[Re" 2(1-O)(Metpa)] **.

In this article, we theoretically studied [BRéeY(1-O)(Metpa)]®,
[ReV,(1-0)x(Metpa)]*', and [RE,(1+O):(Mestpa)]*’, using an ab initio
multireference-based MRMP2 method and the B3LYPhow{?®to clarify their electronic
structures and bonding nature of the ground andeslom-lying excited states. Because
these complexes are too large to calculate reakentds by the MRMP2 method, we
modeled them as [Re(1-0)x(NHs)s)** (1; See Scheme 1) and [RReY (1-0)o(NH3)g]** (2),

by replacing Metpa and Mipa with eight NH ligands.

Scheme 1.
NH; NH;

_0— l _-NH3
e\TT/R&\

NH,
NH;  NH,
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2.2. Computational Methods

For hydrogen, nitrogen, and oxygen atoms, Dunniog'sVDZ basis setSwere used.
In rhenium atom, the Kr core, 4d, and 4f electroveye replaced with effective core
potentials, whereas the 5s, 5p, and valence efectnere represented by (5s6p3d/3s3p2d)
Gaussian basis sét.

In 1, the geometries of singlet to septet states wptinzed by the B3LYP method.
As this complex has a lot of low-lying excited sigtthe MRMP2 method was employed
here, which state-specific CASSCF wavefunctionsawesed as reference functions. ©Bhe
o*, T T, O, and d* orbitals involving six electrons were taken adige space in the
CASSCEF calculations, where these orbitals mainhsst of S¢k-y2, 5d,,, and 5¢, orbitals of
each rhenium center (see Scheme 1 for coordinatersy. In the MRMP2 calculations,
the CASSCF active space was employed as the refespace, whereas the N 1s and O 1s
orbitals were always kept to be doubly occupiedhe Transition energies of low-lying
excited states up to about 3.0 eV were calculatgdthe state-averaged CASSCF
(SA-CASSCF) and MRMP2 methods, in which five stateraged CASSCF wavefunctions
for each irreducible representation were takenefexrence functions. Oscillator strengths
were estimated with the SA-CASSCF wavefunctions 2, lgeometries of doublet to sextet
states were optimized by the B3LYP method. Thaesiteon energies of low-lying excited
states were evaluated by the SA-CASSCF and MRMP2Zhods, in which nine
state-averaged CASSCF wavefunctions were taken efésrence functions for each
irreducible representation. The time-dependent)(BBLYP method was also used to
evaluate transition energies and oscillator stitengt

The B3LYP and CASSCF calculations were carried witih the Gaussian 63 and
GAMESS* packages, respectively. The MRMP2 calculationsewgerformed with the
MR2D* program implemented in the GAMESS package. Towdthe 3D plots of

molecular orbitals, the MOLEKEL (ver. 4.3) prograacRagé® was used.
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2.3. Resultsand Discussion
2.3.1. Optimized Geometries and Electron Configurationsfor Each Spin Multiplicity
Optimized geometries df and2 have G symmetry in all spin multiplicities. Table 1
shows selected bond lengths and bond angles optinia all spin multiplicities of these
two complexes. The R&e bond length of is 2.379, 2.570, 2.617, and 3.066 A for tAe
3B, °A, and B states, respectively. As the spin multipliciticieases, the R&e bond
length becomes longer due to the occupation obantling orbitals. As shown in Figure 1,
the molecular orbitals of theA state calculated by the B3LYP method rise in gpén the
ordero < o* < m< 1 < § < 0%, which is different from the ordey < 1< < &* < T* < 0%,
expected usually and proposed experiment@llyAs a result, thes, 5%, and Tt orbitals are
doubly occupied and the*, 3, ando* orbitals are unoccupied in thé state against our

expectation and experimental proposal. It is ggeng to clarify the reason that tiandd

Table 1. Bond lengths (in A) and bond angles (in degree) [RE"Y,(1-O)(NHa)g]*" (1) and
[Re"REY (1-0),(NH3)s]** (2) optimized by the B3LYP method.

[Re" (1-0)(NHz)e] ™ (1) [Re"ReY (1-0)(NHz)g** (2)
A B °A B B A B

r(Re-Re) 2.379 2.570 2.617 3.066 2.461 2.569 3.023
r(Re-0) 1.951 1.948 1.993,1.963 1.980 1.963 1.955,&.01.977
r(Re-N,) 2.269 2.251 2.246 2.268 2.269 2.249 2.274
r(Re-N,) 2.269 2.251 2.257 2.268 2.269 2.270 2.274
r(Re-Ns) 2.203 2.221 2.220 2.207 2.224 2.220 2.218
r(Re-Ny) 2.203 2.221 2.216 2.208 2.224 2.227 2.218
a(Re-O-Re) 75.1 82.6 82.8 101.5 77.6 80.6 99.7
a(Re-Re-Ny) 135.1 135.6 134.6 132.9 135.0 136.0 131.3
a(Re-Re-Ny) 135.1 135.6 136.2 132.9 135.0 133.8 131.3
a(Re-Re-Nj3) 100.2 98.1 96.3 95.5 96.1 96.3 94.2
a(Re-Re-Ny) 100.2 98.1 98.8 95.5 96.1 96.3 94.2
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Figure 1. The o, &% 1 717, § and o* molecular orbitals and orbital energies (in eVj o

[Re" 5(1-O)(NH3)g]** (1) calculated by the B3LYP method.

orbitals are calculated to be at higher energy thad* orbitals. This unexpected order of
orbital energies are easily interpreted in termghefRe-O interaction, as follows: As the
d—d; and @-ds bonding orbitals ofl form strongly antibonding interactions with doubly
occupied p orbitals of O atoms, these orbitalsparghed up in energy by these antibonding
interactions. Actually, these antibonding intei@ts are clearly observed in the 61st and
63rd orbitals (see Figure 1). Although thg-d§ antibonding orbital does not involve
antibonding overlap with the doubly occupied p tadsi of O atoms is involved; in other
words, thed* orbital is essentially the same as nonbonding ltalr Therefore, it is at
lower energy thard, 1, and 1t* orbitals, and the orbital order calculated by tB8LYP
method is reasonable. Also, tiB, °A, and 'B states mainly consist af?¥**ree?,
0?5 't 'st, and o'5* 't 1d'o* ! configurations, respectively, where those occupati
are consistent with the order of orbital energiethe’A state.

The Re-Re bond length o2 was optimized by the B3LYP method to be 2.46162,5
and 3.023 A in théB, “A, and°®B states, respectively. It is noted that theRe distance of
2 in the °B state is considerably longer than that bfin the *A state as reported
experimentally, while the R&®e distances of in the other’A and °B states are little
different from those of in the®B and’B states, respectively. These results suggesthbat
ground state is théB state, as will be discussed later in more detalhis difference in

bond length betweeh in the’A state and? in theB state is easily interpreted in terms of
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electron configuration, as follows: Compléxtakeso?5* 1Tt electron configuration in
the °B state. Becaus@ has one more d electron than ddesthe Tt orbital becomes
halfoccupied ir2 with the®B state, but it is unoccupied inwith the’A state. As a result,

the Re-Re bond is weaker i with the?B state than il with the!A state.

2.3.2. Relative Energies of Each Spin Multiplicity and Electronic State of Ground State
Relative energies were estimated by the B3LYP, GAS5&nd MRMP2 methods, as
shown in Table 2. The electronic states becomieehimn energy in the ordéB < °B < °A
<'Ain 1 and in the ordetB < ?B <“Ain 2, and the'B and®B states were calculated to be
the most stable il and 2, respectively, by the B3LYP method. The CASSCRhoe
presents the same order as that of the B3LYP methttd the MRMP2 calculations,
however, the low spin state is the most stable these electronic states become in the order
A <3®B <B <5Ain 1 and in the ordefB < °B < “Ain 2. As shown in Table 3, the

decreasing order of the natural orbital occupatpithe CASSCF method is almost the same

Table 2. Relative energies (in eV) of [Ré-O)(NH3)g* (1) and [RE'REY(1-0)(NHa)gl*" (2)
calculated by the B3LYP, CASSCF, and MRMP2 methaelgive to théA and?B state, respectively.

A B °A B
[REY (1-O)(NH3)g]** (1) B3LYP 0.00 -0.16 -0.14 -0.78
CASSCF 0.00 -0.50 -0.24 -2.36
MRMP2 0.00 0.42 0.88 0.87
B A °B
[RE"REY (1-O)%(NH3)g]*" (2)  B3LYP 0.00 0.04 -0.20
CASSCF 0.00 0.37 -1.19
MRMP2 0.00 0.93 0.42
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Table 3. Natural orbital populations of [Re(t-O)(NH3)g]*" (1) and [RE'REY(1-0)(NH3)g** (2)
calculated by the CASSCF method.

o o* T ™ o) o*
[REY,(1-O)(NH3)g]** (1) A 186 1.59 1.66 0.34 0.41 0.14
B 1.67 1.33 1.06 0.94 0.67 0.33
A 1.63 1.02 1.00 1.00 0.98 0.37
B 1.00 1.00 1.00 1.00 1.00 1.00
[RE"REY (1-O%(NH2)g]** (2) B 1.86 0.35 1.90 1.10 1.65 0.14
‘A 184 0.99 1.92 1.08 1.01 0.17
°®8  1.00 1.00 1.00 1.00 2.00 1.00

as the increasing order of Kokdham orbital calculated by the B3LYP method in estele.

It is noted that the natural orbital populationsigiderably differ from the usual values for
unoccupied, half-occupied, and doubly occupied taldyi for instance, the occupation
numbers of thé* and 1t natural orbitals are not 2.0 but about 1.6 in'thetate. Thus, the
multireference-based methods such as the MRMPZ&SPT2 methods must be applied to
these complexes. From these results, it is cordutiat the'A and °B states are the
ground states of and 2, respectively, which will be discussed later baseda different

support.

2.3.3. Comparison between Experimental and Optimized Geometries

The optimized ReRe and ReO bond lengths are 2.379 and 1.951 A, respectiirely,
1 with the A state, as shown in Table 1. These values argod agreement with
experimental valuesy(Re-Re) = 2.368 A andr(Re-O) = 1.952 and 1.932 A for

[Re" 5(1+0)(Metpa)]** and r(Re-Re) = 2.383 A and(Re-O) = 1.946 and 1.915 A for
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[Re" 5(1+0)(Mestpa)]*. In the other'B, °A, and ‘B state these optimized geometrical
parameters considerably differ from the experimentalues. For instance, the
experimental ReRe distance is much shorter than the-IRe distances optimized in these
states; it is 2.570 A in th#B state and 2.617 A in tHé state. In2 with the’B state, the
optimized ReRe and ReO bond distances are 2.461 and 1.963 A, respegtiv@lhese
values are in good agreement with experimentalesatfRe-Re) = 2.426 A and(Re-O) =
1.965 and 1.934 A for [HERE" (1+O)(Metpa}]®**. The good agreement of the optimized
Re-Re distance in th& state provides reliable support that the grouatesof2 is the’B
state, which is consistent with the computatioealits by the MRMP2 method.

The longer ReRe bond length of [REREY(1-0)(Metpa)p]®* than those of
[Re" 5(1+O)(Metpa)]** and [R&,(1-O)x(Mestpa)]** was experimentally interpreted in
terms of the occupation of th&* orbital in the former complex. Although the
B3LYP-calculated electron configuration?d* *réetY) of the B state is different from the
experimentally proposed ones’(?3°0*'), the present electron configuration provides
reasonable explanation of the longer-Re distance ir2 with the °B state as follows:
Because the antibondinf orbital becomes singly occupied on going frdnwith the ‘A
state ta2 with the?B state, the ReRe bond length is longer bwith the®B state tharl with

the A state.

2.3.4. Various Low-Lying Excites Statesin Geometries of Singlet to Septet States

Figure 2 shows the MRMP2-calculated relative emargif the'A, 'B, A, °B, °A, °B,
and ‘B states with geometries optimized for each spirtipligity by the B3LYP method.
The'A, 3B, and®A states are considerably more stable thantBhéA, and’B states in all
the geometries of singlet to septet states. Aljhathe’A and°B states are most stable in
the optimized geometries of singlet and tripletesta respectively, theA and ‘B states

become considerably stable at the septet-optimgmmmetry. These results show that
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B3LYP-optimized geometries are expected to be amid MRMP2-optimized geometries
and the optimization by the B3LYP method is reabtma Figure 3 shows occupation
numbers ofo, T &, &, T, and o* natural orbitals of'A, B, °A, and ‘B states with
geometries optimized for each spin multiplicity. s Ahe occupation numbers of tloe
bonding orbital in théA, ®B, and”A states considerably diminish between quintet setet
geometries, thes bonding interaction does not exist at the sepeamtetry, r(ReRe) =
3.066 A. Also, the occupation numbers of théonding orbital in théA and ®B states
considerably diminish between singlet and triplebmetries. Therefore, the bonding
interaction does not exist in the triplet geomet(Re-Re) = 2.570 A. As the occupation
numbers of these orbitals are almost 1.0 in atestéaking the geometrgfRe-Re) = 3.066
A, no metatmetal bonding interaction exists in this geometrjlso, the occupation
numbers are almost 1.0 in th® state, indicating that all these orbitals arglsimccupied;

in the other words, the RRe bonding interaction does not exist at all iis #tate.

6.0
‘B
5.0 F .y =
40 r
% 30 *A —_— _ —_—
- | . ; - |
5 I P — — —_—
5 20 .
o
o B — —, —
00 F A4 =TT
-1.0
singlet triplet quintet septet

Figure 2. Relative energies (in eV) of ground and low-lyingieed states for [R&:(1-O),(NHa)g]** (1)
calculated by the MRMP2 methodseometries were optimized with the B3LYP method dach spin
multiplicity.
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Figure 3. Occupation numbers of natural orbital for {R€+0),(NH3)s]** (1) estimated by the CASSCF
method. Ther(Re-Re) distances at the singléa), triplet ¢B), quintet fA), septet {B) states are 2.379,
2.570, 2.617, and 3.066 A, respectively.

2.3.5. Excitation Energies and Oscillator Strengths

[ReY(1-Oo(tpa)]*, [REY,(1-O)x(Metpap]*’, and [REz(1-O)(Meztpa)y]** exhibit
two strong absorption bands at 2.19, 2.13, and @\ 3espectively, and at 2.60, 2.57, and
2.56 eV, respectively as shown in Table 4. Theamektinction coefficient of the second
band is about four times as large as that of tte¢ ine. The SA-CASSCF method was
employed to determine the wavefunctions of excgtes, in which five states and nine
states were employed for each irreducible repratientinl and2, respectively. Irl, the
first excitation is calculated at 2.49 eV by the &FCF method and 2.12 eV by the MRMP2
method. The second excitation is calculated af 2\8 by the CASSCF method and 2.59

eV by the MRMP2 method. The oscillator strengththe first and the second excitations
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Table 4. Excitation energies (in eV) and oscillator stresgtaf [Ré',(1-O)(NH3)g]*" (1) and
[Re" R ,(1-0),(NH3)g]** (2) calculated by the MRMP2 ,method, relative to gheund statéA and?B,

respectively.

CASSCF MRMP2 f transition expt
[Re" 5(4+-0)(NHa)g]**

1'B 2.49 2.12 0.002860 &* — Tt* 2.19(2400)*  2.13(2100)°
2.131800Y

2'B 3.37 2.59 0.000176 T—T¢, & —d 2.60(9200)°  2.57(11200)°
2.568700f

1'A  2.99 3.08 0.000000 T®* — T3

3B 391 3.11 0.010271 n—d

4'B  4.04 3.27 0.002902 o — T

5B 4.17 3.55 0.000101 0 —3

[Re" RE” (1-0)(NHs)g]**

1B 0.48 0.52 0.000003 T — 33

1A 0.94 0.91 0.006461 T —

A 1.46 1.31 0.001773 &1 —d°, M—d 1.38(2000)°  1.34(2100)"
1.30(1100Y

FA 176 1.39 0.000389 & — Tt

#A 185 1.66 0.002284 T— T, 1.85(4700)

2B 2.02 1.97 0.000027 T — o*

5A 243 2.39 0.001541 &1 —d°, T—2d 2.17(11900)® 2.18(11500)'
2.237200¢

6°A 278 2.65 0.000097 o — T

A 277 2.66 0.012656 TUT* — &° 2.60(8700)°  2.60(8300)

FB  2.96 2.79 0.000000 &** — T*d

A  2.89 2.87 0.000005 &*Tt* — d0*, T— O*

(a) In parentheses are molar extinction coeffigigint dnimol™cm™). (b) [ReY(1-O)x(tpa)]*” in ref 9. (c)

[ReY ,(1-O)(Metpa}]** in ref 9. (d) [RE"(1-O)(Mestpay]* in ref 9. (e) [RE'REY (1-O)y(tpa)]®* in ref 9.

(f) [Re"REY (10)y(Metpa)]** in ref 9. (g) [RE"REY (1-0)(Mestpa))®* in ref 9.
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are calculated to be 0.002860 and 0.000176 at tReCASSCF level. The
MRMP2-evaluated excitation energies agree well with experimental values and the
CASSCF-calculated excitation energies moderateleeagvith the experimental values,
whereas oscillator strengths are somewhat diffefremb the experimental values. Thus,
the first excitation is assigned aBlstate, which mainly consists of the — 1 excitation.
The second excitation is assigned # &tate, which mainly consists of tme— 1 and &*

— O excitations.

Also, the TD-B3LYP method was applied to evaludte transition energies df.
The excitation energies to théBland 2B states were calculated to be 1.91 and 2.57 eV,
respectively. Oscillator strengths were 0.0019 @riB43, respectively. Although these
two states estimated by the TD-B3LYP method argmfirst and second excited states but
the third ft— & andd* — 1) and the fifth §* — d) ones; the firstd — 1), the secondrf
— T*), and the fourthit— o*) excited states which are calculated at 1.092,1aBd 2.54 eV,
respectively, have negligible small oscillator sgts. Thus, the TD-B3LYP calculated
excitation energies ifh agree well with the experimental results.

[Re" REY (1+O)(tpay)®, [RE"REY (1-0)x(Metpa)]*, and
[Re"REY (1-O),(Mestpa)]®* exhibit a lot of absorption bands, whereas'{Rg-0).(tpa)]**,
[ReY,(1-0)x(Metpa)]**, and [RE »(1-O)(Mestpak]** which exhibit two strong ones. For
example, two weak absorption bands are observeédatand 1.85 eV, and two strong bands
are observed at 2.18 and 2.60 eV in "{ReY(1+O)(Metpa}]®*. In 2, the excitation
energies with large oscillator strengths are cated to be 0.91, 1.31, 1.66, 2.39, and 2.66
eV by the MRMP2 method and assigned as th®, P°A, 4°A, 5°A, and 7A states,
respectively. Two weak absorption bands are fer?d #Astates and two strong bands
are the BAand 7A states. Excitation energies and oscillator stles agree well with
experimental values except for the oscillator gjtkrof the’B — 5°A excitation. Both the

’B — 2°A and?B — 5°A excitations mainly consists of tl&m — & andmt—  excitations
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and the’B — 4°A excitation mainly consists of the— 1 and & — & excitations. ThéB
— 7°A excitation mainly consists of thet — &° excitation. In other word$y, T, %, and
0 orbitals participate in these absorptions.

In the TD-B3LYP calculations, the excited statehatthe largest oscillator strength is
the B state. The excitation energy of 2.40 eV agreeB with the experimental values.
However, the assignments are different betweerMR&P2 and TD-B3LYP calculations;
all the excited states with large oscillator stténgy the SA-CASSCF method are belonging
to the A states. Although the TD-B3LYPcalculated exciatienergies il agree well
with the experimental values, the TD-B3LYP-calcethtesults ir2 do not agree with the
experimental values. As much more low-lying extitgates exist ir2 than in1, the

multiconfigurational nature of wavefunction is vestyong in the excited state &f

2.4. Conclusions

We theoretically studied [Re(0)x(NHs)g]*" (1) and [RE'REY (1-0)x(NH3)g]*" (2),
which are the model of [R&ReY(u-O)(Metpap]®, [REY,(1-O)x(Metpad]**, and
[ReY,(1-0)(Mestpa)]**, using the MRMP2 and B3LYP method to clarify theiectronic
structures and bonding nature of the ground andeslmw-lying excited states. In the
B3LYP calculations of théA state of1, important molecular orbitals rise in energy ie th
ordero < o* < <1 < § < 0%, which is different from the ordey < 1< d < &* < T* < 0%,
experimentally proposed. However, the computatioaaults are reasonable, as follow:
The 1t and d bonding orbitals oflL form antibonding interactions with doubly occupied
orbitals of O atoms but th& antibonding orbital does not, the and d orbitals become
higher in energy than th¥ orbital.

The ground states dfand2 were assigned to be th® and®B states, respectively, by
the B3LYP and CASSCF methods, but to be tAeand B states, respectively, by the

MRMP2 method. Although the B3LYP-optimized fie distances of thd® and®B states
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differ much from the experimental values of simtamplexes such as [Rg(1-O)(tpay]**,
[ReY,(1-0)x(Metpa)]*, and [RE 5(1+O)(Mestpa)]*, those of théA and?B states are in
good agreement with the experimental ones. Thesdts indicate that the ground states
are the'A and °B states, respectively, as evaluated by the MRMRthau. Also, these
three complexes exhibit two large absorption baadsbout 2.1 and 2.6 eV, which are
assigned to be thtA — 1'B and'A — 2'B excitations by the MRMP2 method. These
excitation energies are calculated to be 2.12 ab@ @V by the MRMP2 method, which are
in good agreement with the experimental value$iafe similar complexes. THa — 1'B
excitation mainly consists of th¥ — T excitation, and théA — 2'B excitation consists of
the m — 1 and & — & excitations. [REREY(1-0)(Metpa}]®* exhibits two strong
absorptions at 2.18 and 2.59 eV and two weak on&s34 and 1.85 eV, which are assigned
to be the’B — 5°A and?B — 7°A excitations and théB — 2°A and’B — 4°A excitations,
respectively, by the MRMP2 method. T — 2°A and ?B — 5°A excitations mainly
consists of thé* 1 — & andm— & excitations and th& — 4?A excitation mainly consists
of them— 1 and & — 3 excitations. ThéB — 7°A excitation mainly consists of that*

— &% excitation.
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Chapter 3

Theoretical Study of Pyrazolate-Bridged Dinuclear Ratinum(ll)
Complexes: Interesting Potential Energy Curve of lie Lowest Energy

Triplet Excited State and Phosphorescence Spectra

3.1. Introduction

Luminescence spectra of transition metal complégee been investigated well so far
in both fundamental chemistry and applied chemiségause luminescence spectra provide
valuable knowledge of the excited state and alss®we compounds are useful as optical
materials such as light-emitting devices, photodbhamsensors, and biological labeling
probes™ In particular, the 5d transition metal complesesh as iridiurh and platinum
complexe&*® have drawn considerable interest because mosherh texhibit strong
phosphorescence spectra.

Recently, new characteristic phosphorescence spaare reported in multinuclear
platinum complexe&:?**° Interestingly, those spectra are much differeainf those of
mononuclear complexes. For instance, phosphorescepectra of pyrazolate-bridged
dinuclear platinum(Il) complexes, Rt~ Ropz ) (dfppy)] (dfppy =
2-(2,4-difluorophenyl)pyridine; Bz = pyrazolate inl, 3,5-dimethylpyrazolate in2,
3-methyl-5tert-butylpyrazolate in3, and 3,5-bigért-butyl)pyrazolate in4; Scheme 1),
which were reported by Thompson and his collabesatare interesting for the reasons that
follow: (1) The energies of phosphorescenceladnd 2 are almost the same in both
polystyrene at room temperature (RT) and 2-mettrghgdrofuran (2-MeTHF) at 77 K,
while the energies of phosphorescence3odind 4 are moderately lower in the former
solution than in the latter one. (2) The energylodsphorescence 8fis much lower in
fluid 2-MeTHF at RT than in frozen 2-MeTHF at 77 While the energy of phosphorescence
of 4 is moderately lower in the former solution thanthe latter one. These interesting
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features were discussed in terms of the geometnidghe electronic structures of the singlet
ground state (§ and the lowest energy triplet excited state).fT Thus, it is worth
theoretically investigating the geometries and éhextronic structures of the ground and
excited states of these complexes.

In this study, we theoretically investigated the-bpziged dinuclear platinum(ll)
complexesl-4. Our purposes here are to present theoretical/ledlge of the geometries,
the electronic structures, and the potential energyes (PECs) of thep&nd T, states of
these complexes and to clarify the reason why tpéiosphorescence spectra depend

considerably on the substituents on pz and the unem&nt conditions.

Scheme 1.
F
R R t-Bu Me H H
N5 Ni-N2 N6 N5 N1-N4  ,C2 N5 NE-N2
N LN %, / = X S ., / = AN LS %, /C2H5
. P P2 . . P P2 i Py 8
~ ol N3-N4 \c‘z N Z H N3-N2 e N 7 of “Na—ni  CoHs
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3.2. Computational Details

We employed two basis set systems (basis-I andh Ithis study. In basis-I, core
electrons (up to 4f) of Pt were replaced with tektivistic effective core potentials (ECPS)
proposed by Hay and Watlgnd its valence electrons were represented by%841111/1)
basis sef® The 6-31G* basis sétswere used for H, C, N, and F. In basis-Il, vakenc
electrons of Pt were represented by (5311/53111)1Hdsis s& with the same ECPs as
those of basis-l. The cc-pVDZ basis $etgere used for H, C, N, and F.

The geometries 0f-5 were optimized by the DFT(B3PW91)/basis-I metfiddlin
both the $ and the T states. We ascertained that each optimized gepraehibited no
imaginary frequency. The PECs bf4 were evaluated as a function of theftdistance
in the $ and T states, where all geometrical parameters weremoged with the
DFT(B3PW91l)/basis-I method at eachPtdistance. The energy of phosphorescence was
defined as the energy difference between thardl the T states at either the;-flobal or
the Ti-local minimum geometry. This energy difference swaalculated by the
DFT(B3PW91l)/basis-Il method.

The solvent effect of fluid 2-MeTHF was taken intonsideration by the polarized
continuum model (PCM})! where THF was employed as a model of 2-MeTHF as in
previous theoretical study. All calculations were performed with the Gaussi@d
(revision C.02) program packadfe. Molecular orbitals were drawn by the MOLEKEL

(version 4.3) progrart.

3.3. Results and Discussion
3.3.1. Geometry and Electronic Structure of the $State

The optimized geometries df4 in the $ state are namell$—4S, respectively,
hereafter. As shown in Table 1 and Figure 1, tpginozed geometrical parameters

including the PtPt distance olS, 2, and3S agree well with those of the experimental
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ones, while the optimized H®t distance o4& is moderately longer than that of the
experimental one. The geometry of thedPppy moiety is almost the same 1%4S
(see Table 1 for the PtN5 length, the N5Pt1-C1 angle, etc.). Interestingly, the—Pt
distance becomes shorter in the ortler 2 > 3 > 4, and thed angle between the Rifppy
moiety and the NdAN2-N3-N4 plane decreases in the same order in both theriexental
and the calculated geometries, where the N1, N2,aN8 N4 are on one plafiend thed
angle is defined in Scheme 1. These experimepgllts are explained in terms of the
steric repulsion between dfppy and the substituentpz, as follows: 1S, the H atoms
on pz slightly push the dfppy plane away, leadinghe larged angle and the long F®@t
distance, as shown in Figure 1. 28§, the four methyl groups on pz moderately push the
dfppy plane away to moderately decrease th€@Pdistance and th@ angle (see Figure Al
in Appendix). In3S, the two methyl and twaert-butyl groups considerably push the
dfppy plane away to considerably decrease th€tRiistance and th8angle. In4S,, the
four tert-butyl groups on pz strongly push the dfppy plawayto greatly decrease the-Pt
distance and th@angle.

The highest occupied molecular orbitals (HOMOsL&-4S mainly consist of the
do—-do antibonding overlap between two Pt nuclei, andr tloevest unoccupied molecular
orbitals (LUMOs) mainly consist of the* orbital of dfppy, as shown in Figures 2 and S2
(Appendix). The HOMO is named the{Pt—Pt) orbital hereafter because the arbital
of one Pt atom overlaps with the drbital of the other Pt atom in an antibonding wayhe
Tt orbital of dfppy is at moderately lower energyrtithe HOMO. As the PPt distance
becomes shorter, thesddo antibonding overlap increases. As a result, toyRi—Pt)
orbital energy becomes higher with a decrease enPhPt distance, as clearly shown in
Figure 3, in which the a*(Pt-Pt) orbital energies are plotted against thePPtdistance.
On the other hand, the and T orbital energies of dfppy (Figure 2) slightly daml on the

Pt-Pt distance, as expected. In addition, theseabrbitergies are almost the same as those
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of the mononuclear Pt(Il) complex [Rtpz)(dfppy)B(CGHs),] (5), as shown in Table 1.
These features observed in thegBometry, the HOMO, and the LUMO deeply relate

to the phosphorescence spectra of those complax&g|l be discussed below.

front view —Q I mall

1S

reep. 3.395A (calc)
3.376 A (expt)

O:Pt
front view Z A O:H
@:C
o:N
4& 4T1a
O:F
reep: 2.939A (calc) 2.649A

2.834A (expt)

Figure 1. Sy- and T-optimized geometries df and4. Red arrows schematically represent the steric
repulsion between dfppy and substituents (H atonisandtert-butyl groups id). Experimental PtPt

distances were reported in ref 5.
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Table 1. Several important optimized bond lengths (in A)né@ngles (in degree), dihedral angles (in

degre€) and energies at(dfppy), do*(Pt-Pt), andr(dfppy) orbitals (in e\jof 1 to5

1 2
epr 13) lTla lle epr 23) 2Tla 2T1b
r(Pt1-Pt2) 3376 3.395 2.735 3.410 3.191 3.239 2724 23.25
r(Pt1-N1) 2.082 2.117 2140 2.119 2.057 2.124 2.138 2.124
r(Pt1-N3) 2.009 1.988 2.032 2.027 2.020 2.017 2.030 2.018
r(Pt1-N5) 2.013 2.027 2.010 1.996 2.007 2.028 2.014 2.027
r(Pt1-C1) 1.996 1.988 1.989 1.962 2.001 1.987 1.990 1.987
a(N1-Pt1-N3) 855 851 850 851 864 846 851 84.6
a(N5-Pt1-C1) 81.5 81.1 81.6 82.4 80.8 81.0 81.5 81.0
d(Ptl—Nl—N3—N4)d 1326 132.3 1169 132.6 128.3 128.0 116.6 1284
are(dfppy)) -2.04 -2.25 -2.24 -1.99 -2.18 -2.18
gdo*(Pt-Pt)y’ -5.85 -4.96 -5.93 -5.60 -4.85 -5.65
am(dfppy)) -6.50 -6.23 -6.51 -6.45 -6.59 —-6.52
3 4 5
expt 3% 3Tu. expt 4%  4T. expt 5% 5T,
r(Pt1-Pt2) 3.046 3.044 2.686 2.834 2.939 2.649
r(Pt1-N1) 2.096 2.155 2.167 2.121 2.161 2.166 2.074 2.128118
r(Pt1-N3) 2.031 2.020 2.027 2.054 2.043 2.052 2.010 2.020029
r(Pt1-N5) 2.004 2.031 2.023 2.015 2.029 2.017 2.006 2.02898
r(Pt1-C1) 1.979 1.984 1.986 1.987 1.985 1.995 1.981 2.02(®68
a(N1-Pt1-N3) 85.2 84.8 85.2 86.0 85.9 86.4 84.7 84.3 84.7
a(N5-Pt1-C1) 81.2 80.9 81.3 81.1 80.9 81.3 80.6 80.7 81.9
d(Pt1-N1-N3-N2)° 130.3 128.2 120.7
d(Pt1-N1-N3-N4)° 118.4 120.7 114.8 140.9 1448 145.9
are(dfppy)) -2.00 -2.16 -2.04 -2.25 -2.12 -2.37
gdo*(Pt-Pt)y’ -5.38 -4.81 -5.07 -4.58
am(dfppy)) -6.49 -6.48 -6.49 -6.34 -6.14 -5.99

(a) Geometries were optimized with the DFT(B3PWB43is-I method.(b) Orbital energies were calculated
in the S state with the DFT(B3PW91)/basis-lIl method, whidneSy-, T1,-, andT ;,-optimized geometries were
employed for the § Ty, and T, states, respectively(c) Ref 5. Averaged values for &ymmetry inl, 2, and
4 and G symmetry in3. For instancer(Pt1-N1) in this table corresponds to the average vafugPt1-N1)
and r(Pt2-N2) reported experimentally(d) The dihedral angle corresponds #oin Scheme 1.(e) The

HOMO of the $ state.
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Figure 3. Energies of the a(Pt—Pt) orbital (HOMO of the @state) and the*(dfppy) orbital (LUMO

of the $ state) ofl to 4 vs. the PtPt distance.These orbital energies were calculated in thst&e with
the DFT(B3PW91)/basis-Il methodThe geometries were optimized in thestate at each PRt distance
with the DFT(B3PW91)/basis-I method.

3.3.2. Geometry and Electronic Structure of the T State

There are two possible lowest energy triplet exicgates, as shown in Figure 2. In
one (T4, One-electron excitation occurs from the*@Pt—Pt) orbital to ther* orbital of
dfppy. In the other1(Tip), one-electron excitation occurs from theorbital to thert*
orbital in dfppy. The former is named metaletal-to-ligand charge transfer (MMLCT)
excitation and the latter is the-1* excitation. First, we optimized the geometrytbé
former excited state, which corresponds to thgldbal minimum {T1,~4T14), as will be
shown below. Its optimized geometrical parameteespresented in Table 1 and Figure 1
(see also Figure Al in Appendix for the-global minimum geometries & and3). The
Pt-Pt distance is much shorter and thengle is much smaller in all the-global minimum
geometries XT1,~4T15) than in all the &equilibrium ones 1§-4%). This result is

explained in terms of theoddo bonding interaction, as follows: IbS,, this bonding
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interaction is not formed at all because the amilimg db*(Pt—Pt) orbital is doubly
occupied, as shown in Figure 2. 11, on the other hand, one-electron excitation occurs
from the a*(Pt—Pt) orbital to thert* orbital of dfppy. As a result, thecd(Pt—Pt) orbital
becomes singly occupied, which leads to the foronadif the PtPt bonding interaction and
the decrease of the-At distance il Tia. The difference (0.086 A) in the-fRt distance
betweenlT:, and4T1, is much smaller than that (0.456 A) betwele®h and4S. This
result indicates that the;-Blobal minimum geometry depends less on the dulesiis on pz
than does thegSquilibrium one. This is because thePtbonding interaction in addition
to the substituents on pz plays important rolesdétermine the PPt distance of the
Ti-global minimum but only the substituents on pzyplaportant roles to determine the
PtPt distance in thepsSstate. Thus, the PRt distance depends less on the substituent on
pz in the T-global minimum than in the,State.

The do*(Pt—Pt) orbital is at a much higher energy in theglobal minimum geometry
than in the &equilibrium one in all complexes, as shown in €bl This is because the
Pt-Pt distance is much shorter in the-global minimum geometry than in the
So-equilibrium one; note that theo{Pt—Pt) orbital energy becomes higher as thePPt
distance becomes shorter (Figure 2) because thisalomvolves the d-do antibonding
overlap. It is noted that the orbital energydf, is the highest in all the;global minima,
as shown in Table 1 and Figure 3. This is becthes®tPt distance ofiT1, is the shortest
in these T-global minima. On the other hand, the*@Pt—Pt) orbital is at a much lower
energy in 1Ty, and 2T,, because the PPt distance is considerably longer in these
geometries. It is also noted that the orbital gnef 3Ty, is little different from those of
1T;, and2T,, (See Figure 3) in spite of the shorterPtdistance 08T, than those 01T,
and 2T, as clearly shown in Table 1. These results aterpreted in terms of the
symmetries of these complexes. Because all substi& on pz are the samelin?, and4

(H atoms inl, methyl groups ir2, andtert-butyl groups id4; see Schemes 1 and 2), both the

- 66 -



Scheme 2.
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(a) Red arrows schematically represents the stepiglsion between dfppy and substituents on pz.

phenyl and the pyridine moieties of dfppy are pdshevay to a similar extent by these
substituents on pz. As a resulfl;,, 2T1, and4T,, take the Glike geometry. Because
the d: orbital of Ptl expands toward the Pt2 atom in g@emetry, the a-do antibonding
overlap is large, which considerably raises tb&(t—Pt) orbital energy. I8, two large
tert-butyl groups and two small methyl groups are idirced to pz. Because the pyridine
moiety of dfppy is strongly pushed away by teg-butyl group but the phenyl moiety is
moderately pushed away by the methyl group, as showscheme 23T, takes not the
Cslike symmetry but the £like one. In this geometry, thez=dbrbital of Ptl does not

expand toward Pt2, and its direction deviates fritv@ PtPt line, which decreases the
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do-do antibonding overlap. As a result, the*(Pt—Pt) orbital energy of3 is not
destabilized very much but becomes similar to thafiseand?2 in spite of its shorter PPt
distance than those @fand2.

We tried to optimize the ;fgeometry with thaweTt* excitation of dfppy and found a
Ti-local minimum ofl and2 (1T1, and2Ty,), as shown in Table 1 and Figure 1. We
ascertained that these local minima have no imagiftaquency. Thesejdlocal minima
are less stable than tha-global minima by 0.09 eV il and 0.21 eV in2.** Their
geometries are similar to thg-&quilibrium geometries unlikéT1, and2T1,.  This is easily
understood in terms of the electronic structure$iaf, and2T,,. Because theat(Pt—Pt)
orbital is doubly occupied iiTi, and 2Ty, like 1S and 25, as shown in Figure 2, the
do—-do bonding interaction is not formed at alllifi,, and2T;p,, which is consistent with the
long PPt distance ol Ty (3.410 A) an®Ty, (3.252 A).  Several interesting features are
observed inlTy, and 2Ty, as follows: (1) Though tha and i orbitals of dfppy are
delocalized on the whole molecule 1%, 2, 1T14 and2T,,, they are localized on one
dfppy in 1Ty, and 2Ty, (2) The dPt=Pt) orbital weakly interacts with the orbital of
dfppy in an antibonding way ihS,, 2%, 1T, and2T1p, Where the d{Pt-Pt) represents the
dredmt bonding orbital between two Pt atoms. (3) Bug tin{Pt+Pt) orbital slightly
participates with thet* orbital of dfppy in1Ty, and2T;,.  Thus, the electronic structures of
1T, and 2T, are not simple ligand-centerad-1* excited states but the mixture of
ligand-centeredre1t* excited states and metal-to-ligand charge transfecited states
(LC/MLCT). This feature is similar to the, Btate of5 (5T). Actually, ther(dfppy) and
1*(dfppy) orbital energies are almost the samé&Tny, 2T1p, and5T;, as shown in Table 1.
In other words, the electronic structuredl®f, and2Ti, are similar to that o6 T;.

No local minima, which corresponds1®,, and2T;p, however, could be optimized in
the T, state of3 and4. This is easily interpreted in terms of the lagjeric repulsion

between the substituents on pz and dfppy. As shovAgure 1, this large steric repulsion
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significantly decreases the ™t distance even in the ground state; actually, Rkt
distance of4 is much shorter than that df The short PiPt distance considerably
destabilizes the af(Pt-Pt) orbital energy, which leads to a consideralple *MMLCT
excited state relative to tHeC/MLCT excited state. As a result, tHeC/MLCT excited

state cannot become local minima3iand4.

3.3.3. Phosphorescence Spectra [6ft(1-pz)(dfppy)] (1) and[Pt(1-Mexpz)(dfppy)] (2)
PECs of the §and T, states ofl and2 are represented as a function of theFPt
distance (Figures 4a and 4b), in which bogh &d T,-geometries were optimized at each
Pt-Pt distance. A small but non-negligible activatlmarrier exists between the-global
(1T14 and2T1,) and the T-local minima ( Ty, and2T;,). Because of the presence of this
barrier, it is likely that the jFgeometries ofl and2 stay at these flocal minima in frozen
2-MeTHF at 77 K and polystyrene at RT, where geoynehanges do not easily occur.
Thus, the energy of phosphorescence in these @mmslitcorresponds to the energy
difference between the;Tand the & states at the flocal minimum geometry1(T;1, and
2T1p). This energy difference is calculated to be 2%5n both complexes, which agrees
well with the experimental valtleas shown in Table 2. These phosphorescence aeetr
assigned as thet(dfppy) — m(dfppy) + d(Pt) transition becauskT;, and 2T, are
characterized as th& C/MLCT excited state, as discussed above. Thigsh@oretical
support to the experimental assignment by Thompsai® Here, we wish to mention two
split peaks experimentally observed in the phosggeance spectra df and 2, when the
measurement is carried out in frozen 2-MeTHF anlggpgrene® These split peaks were
discussed in terms of the coupling with the breeghvibration of the aromatic ring of
dfppy>® Because such vibrational coupling is not incoaped by the usual electronic
structure calculation, we compare here the caledl@nergy of the phosphorescence with

the averaged value of these two peaks.
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Figure 4. PECs of the §and T, states of dinuclear complexds4 vs the PtPt distance.The
geometries of thegsand T; states were optimized with the DFT(B3PW91)/bagisethod at each Pt
distance. It is noted that the energy difference between ¢twwes does not correspond to the energy of
phosphorescence because theclrve represents the energy of theoptimized geometry and the

So-curve represents the energy of theoftimized geometry.

In contrast to frozen 2-MeTHF at 77 K and polystyget RT, fluid 2-MeTHF at RT
does not suppress the geometry change. Becausetiliation barrier between the local
and the global minima is small in the-potential energy curve (IPEC), where the height
of this activation barrier is 0.12 eV Ihand 0.07 eV i2,*° the geometries of and2 in the
T, state easily change to theif-@lobal minima {T1, and2T1y) in fluid 2-MeTHF. In this
case, the energy of phosphorescence correspotius émergy difference between theahd

the § states at thefglobal minimum geometry. These are calculatedetd.92 and 1.98

-70 -



eV in 1T., and 2Ty, respectively, which agree well with the experitagrenergies, as
shown in Table 2. The calculated energy of phosggoence is little different between
vacuum and THF, as shown in Table 2, indicating tha solvent effect is small in the
energy of phosphorescence. The phosphorescentieidn2-MeTHF is assigned as the
*(dfppy) — do*(Pt-Pt) transition because the-global minima {T:, and 2T,;) are
characterized as tiMMLCT excited states, as experimentally reported’hgmpson et al.

It is noted that the energy of phosphorescenceushnower in fluid 2-MeTHF at RT
than in frozen 2-MeTHF at 77 K and polystyrene at Bs shown in Table 2. This is
interpreted in terms of the PECs of thegaBd T, states. Thegstate becomes less stable in
energy than does they-Bquilibrium geometry as the fRt distance becomes shorter, as
shown in Figures 4a and 4b. Because thePPdistance in the jfglobal minimum
geometry is much shorter than in theldcal minimum, which is similar to that in the
So-equilibrium one, the energy difference betweenTthand the $states is much smaller at
the T;-global minimum geometry than at the-[6cal minimum one. Thus, the Stokes shift
is much larger in fluid 2-MeTHF than in frozen 2-WéF and polystyrene.

When the phosphorescence spectrum is measuregidi2MeTHF at RT1 exhibits
two small peaks at 2.52 and 2.71 eV in additioarte large peak at 1.93 8V.On the other
hand,2 exhibits only one peak at 1.93 eV in fluid 2-MeTHThis difference betweehand?2
is easily interpreted in terms of the equilibriuetween the Fglobal and T-local minima.

In 1, the Gibbs free energy differend®\G°) betweenlT;, and1Ty, at 298 K is very small
(0.019 eV)** which leads to the equilibrium constai) (of 0.48 and the somewhat large
population (about 30 %) dfT;,. As a result, the phosphorescence occurs notairtlye
Ti-global minimum but also at thej-local minimum even in fluid 2-MeTHF. The
complex1 in the global minimum presents one large peak@# &V, and the complekin
the local minimum presents two small peaks at 2a6d 2.71 eV, remember that the

vibration coupling was observed at the local mimmu In2, however, the population at the
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local minimum2Ty, is negligibly small because tHAG® betweer2T;, and 2Ty, at 298 K
is large (0.13 eV). As a result, only one largaekpes observed at low energy2n

Here, we wish to make a comparison of the phosgleree spectra df and2 with
that of the mononuclear compléx The optimized geometry of theg State §T,) is almost
the same as they®quilibrium one ), as shown in Table 1. Thus, the Stokes shift is
expected to be small and little different betwekndf 2-MeTHF and frozen 2-MeTHF.
Actually, the experimentally reported phosphoreseespectrum in frozen 2-MeTHF at 77 K
is almost the same as that in fluid 2-MeTHF at B3,shown in Table 2. The energy
differences between the &nd the T states abT; are 2.35 and 2.36 eV in a vacuum and in
2-MeTHF, respectively, which agree well with thepesimental phosphorescence spectfum,
as shown in Table 2. This phosphorescence spedsuassigned as tha*(dfppy) —
m(dfppy) + d(Pt) transition like those @1, and2T,,. This is becaus&Tp, 2T, and5T,
take the®LC/MLCT excited state, as shown in Figure 2. Inisted that the energies of
phosphorescence d4fT;, and 2Ty, are almost the same as that5df, indicating that the
phosphorescence occursli;, and2Tyy, like that of the mononuclear compl&xin other
words, any character of dinuclear complex doespaoticipate in the phosphorescence of

1T1p and2T1b.

3.3.4. Phosphorescence  Spectra  of [Pt(-Me'Bupzp(dfppyy] (3) and
[Pto(1+Buzpz)(dfppy)] (4)

PECs of the §and T, states of3 and4 are represented as a function of theFPt
distance in Figures 4c and 4d. It is noted heaettie T-local minimum is absent in these
PECs. However, the electronic structure of thetate depends on the-Pt distance likd
and2, as follows: The Tstate of3 and4 is the>MMLCT excited state when the Rt
distance is shorter than 3.10 A but is th€/MLCT excited state when the-Rt distance is
longer than 3.10 A. Actually, the PEC of the Jtate is not smooth around 3.10 A,

suggesting that the electronic structure changasnarhere.
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Table 2. Energies (in eV)of phosphorescence spectraldb 5 and their assignments

energy of phosphorescence

calc expt

comp geom assignment vacuum  THF

1 1Ty,  1(dfppy) — m(dfppy) + d(Pt)  2.35 2.37 2.52,2.71 (2-MeTHF aKy7
2.50, 2.66 (polystyrene at RT)
1T,  m(dfppy) — do*(Pt-Pt) 1.97 1.92 1.93 (2-MeTHF at RT)

2 2Ty,  1(dfppy) — T(dfppy) +d(Pt)  2.35 2.37 2.49, 2.68 (2-MeTHF at J7K
2.46, 2.63 (polystyrene at RT)

2T, 1(dfppy) — do*(Pt-Pt) 1.92 1.98 1.98 (2-MeTHF at RT)
3 3Ty 1(dfppy) — do*(Pt-Pt) 2.54 2.57 2.49 (2-MeTHF at 77K)
2.27 (polystyrene at RT)

3Ta T (dfppy) — do*(Pt-Pt) 1.88 1.92 1.95 (2-MeTHF at RT)
4 4Ty, 1 (dfppy) — do*(Pt-Pt) 2.17 2.20 2.18 (2-MeTHF at 77K)
1.96 (polystyrene at RT)

4T, 1 (dfppy) — do*(Pt-Pt) 1.59 1.63 1.80 (2-MeTHF at RT)

5 5T, Tr(dippy) — T(dfppy) +d(Pt) 2.35 236  2.51,2.69 (2-MeTHF aKJ7
2.49, 2.66 (2-MeTHF at RT)

(a) The energy of phosphorescence is defined asrtbryy difference between the dnd $ states at the same
geometry (vertical transition energy).his energy difference was calculated by the DFRB®1)/basis-II
method. (b) See ref 5.

First, we assumed that the phosphorescen@ arfd4 occurs at the gSequilibrium
geometry in frozen 2-MeTHF at 77 K likeand2 because the geometry changes little in
these conditions. In this case, the energy of pihmgscence corresponds to the energy
difference between the; Bnd the $states at thegSequilibrium geometry3S, and4Sy); in

other words, we assumed that no geometry changerodn frozen 2-MeTHF. The

-73 -



calculated energies are 2.67 eV3i® and 2.35 eV iMlS, which are somewhat larger than
the experimental values (2.49 eV3rand 2.18 eV ird; Table 2)> These results suggest
that the geometry is not completely fixed in froZeMeTHF. It is likely that the solvent
cage little changes in frozen 2-MeTHF but the geloynehanges occur in this solvent cage.
We assumed that the geometry change in the sateget occurs without change of the Pt
distance because the change of thePPdistance would need the change of the solvation
cage. Thus, the geometries ®fand 4 in the T, state were optimized with the At
distance fixed to be the same as that of thedsilibrium geometry (3.044 A i and 2.939
A'in 4). In such optimized geometrie3T;,' and4Ty,'), the energies of phosphorescence
are evaluated to be 2.54 and 2.17 e\Biand 4, respectively, which agree well with the
experimental values in frozen 2-MeTPIEs shown in Table 2. These results suggest that
the geometry changes moderately occur in the sbleage of frozen 2-MeTHF. The
phosphorescence spectra are assigned ag (itippy) — do*(Pt—Pt) transition because the
T, state at these Rt distances is characterized as #&ILCT state, as discussed above.
The energy of this phosphorescence is considedalagr in 4T;,' than in3Ty'. This
result is interpreted in terms of the-Pt distance as follows: Because theMRtdistance
(2.939 A) of 4Ty, is considerably shorter than that (3.044 A) 3., the db—do
antibonding overlap is considerably largerdifyy,' than in3T,y,', which leads to the higher
energy of the d*(Pt—Pt) orbital in4Ty,' (-5.02 eV) than ir8Ty,' (-5.36 eV). On the other
hand, the energy of the*(dfppy) orbital is little different betweed T, (-2.16 eV) and
3T, (-2.11 eV). Thus, the energy of phosphorescenaisrlin4 than in3.

In fluid 2-MeTHF at RT, the phosphorescence ocatrghe T-global minimum
geometry 8T1, and4Ty,) like 1 and2 because the geometry easily changes to thgdobal
minimum. The energy of phosphorescence is evaluatée 1.92 and 1.63 eV $and4,
respectively, as shown in Table 2. The calculadedrgy of3 agrees well with the

experimental valug, while that of4 is moderately lower than the experimental value.
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These phosphorescence spectra are assigned as(ttippy) — do*(Pt-Pt) transition
because the {fglobal minimum is characterized as tAMLCT excited state. This
assignment agrees with the experimental propos#hterestingly, both experimental and
theoretical results indicate that the energy ofgpih@rescence d@fis much lower than those
of 1, 2, and 3 in fluid 2-MeTHF. This result is interpreted imrins of the d—-do
antibonding overlap. Because thePtdistance ofiT1, is the shortest in all the;-Global
minimum geometries, thecd(Pt—Pt) orbital of 4T, is at the highest energy in those of
1T1,-4T1a  As a result, ther(dfppy) — do*(Pt—Pt) phosphorescence occurs at the lowest
energy ind.

It is noted here that the energy of phosphoresceh8€, is almost the same as those
of 1T1, and2Ty,, as shown in Table 2, in spite of the shortefPRtdistance 0BT, than
those oflT1, and2T,, (see Table 1). This is because th&(Bt—Pt) orbital of3T14 is at an
energy similar to those dfT1, and2T;, (Figure 3); remember that the{Pt—Pt) orbital
energy of3T1, is not destabilized very much in spite of the sirirPt distance because the
d2 orbital of one Pt atom does not extend towardother Pt atom and its direction deviates
from the PtPt line in3 because of the &ymmetry of3T, (see above and Scheme 2).

The energy of phosphorescenceta$ moderately lower in fluid 2-MeTHF at RT than
in frozen 2-MeTHF at 77 K, but that 8fis considerably lower in fluid 2-MeTHF at RT than
in frozen 2-MeTHF at 77 K. Because the phosphem®se occurs at the;-Hlobal
minimum geometry3T1, and4Ty,) in fluid 2-MeTHF but at the geometr@T1,' and4Tyy')
that is similar to the g@equilibrium one in frozen 2-MeTHF, the above-mengd difference
between3 and4 arises from the difference in the geometry of Thestate betwee and4,
as follows: The geometry difference betwekEh, and4S, is considerably smaller than
that betweerBT;, and 3%, for instance, the PPt distance of the ffglobal minimum is
shorter than that of they®quilibrium one by 0.290 A id and 0.358 A ir8, as shown in

Table 1. Because tl8& and4S, geometries are similar to tld,, and4Ty,' geometries,
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respectively, as discussed above, theg@dometry considerably changes upon going from
3Ty to 3T1, but moderately upon going frodly,' to 4T, This is the reason why the
energy of phosphorescence #fis moderately lower in fluid 2-MeTHF than in froze
2-MeTHF but that oB is considerably lower in the former solution tharthe latter one.

The reason why the geometry difference betw&€n, and4S, is smaller than that
between3T;, and3S, is explained in terms of the steric repulsion lestw the substituents
on pz and dfppy. As discussed in Section 3.3.2, Shequilibrium geometry depends
considerably on this steric repulsion; becadideas four largdert-butyl substituents bud
has two largeert-butyl and two small methyl substituents on pz,gteic repulsion is much
larger in 4 than in3. As a result, the PPt distance is considerably shorter in the
So-equilibrium geometry of4 than of 3. On the other hand, the;-§lobal minimum
geometry depends less on the steric repulsiondbas the &equilibrium one because the
do(Pt+Pt) bonding interaction plays important roles tadedmine the geometry of the
Ti-global minimum in addition to the steric repulsigeee above); actually, the Pt
distance o#, is considerably shorter than that3, by 0.105 A, but the PPt distance of
4T, is little different from that 0BT, (see Table 1). In other words, the-Pt distance of
4% is already short relative to that®%. Thus, the geometry changes take place less upon
going to4T, from 45 than upon going t8T1, from 3.

The energies of phosphorescence in polystyrend ar& experimentally reported to
be 2.27 and 1.96 eV Band4, respectively,which are lower than those in frozen 2-MeTHF
at 77 K but higher than those in fluid 2-MeTHF &t Rs shown in Table 2. These results
are different from those df and2, where the energy of phosphorescence in polystyigen
almost the same as that in frozen 2-MeTHF. Theltestil and2 were interpreted in terms
that the T state is in the local minimum geomettyT(, and2T,y), which is similar to the
So-equilibrium geometry in frozen 2-MeTHF and polystye, as discussed in Section 3.3.3.

On the other hand, there are no local minima inTRBECs of3 and4, as shown in Figures
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4c and 4d. In such cases, it is likely that thengetry does not completely change to the
T;-global minimum geometry3{T 1, and4T;,) but moderately changes toward theglobal
minimum in polystyrene. In other words, in polystye, the geometries & and4 are
intermediate between the considerably distortgegldbal minimum geometry and the
slightly distorted T-geometry 8T, and4Tyy') taken in the frozen 2-MeTHF.  This is the
reason why the energies of phosphorescencg afd4 are lower in polystyrene than in
frozen 2-MeTHF but higher than those in fluid 2-M€H.  In addition, these results suggest
that the rigidity of polystyrene is lower than thatf frozen 2-MeTHF.  The
phosphorescence spectra ®fand 4 in polystyrene are assigned as tidfppy) —

do*(Pt-Pt) transition because the-Pt distance is shorter than 3.1 A (see above).

3.4. Conclusions

Four kinds of 3,5-dialkylpyrazolatefpz)-bridged platinum(ll) dinuclear complexes
[Pt(t-Ropz)(dfppy)] (dfppy = 2-(2,4-difluorophenyl)pyridine; Jgz = pyrazolate inl,
3,5-dimethylpyrazolate in 2, 3-methyl-5tert-butylpyrazolate in 3, and
3,5-bisfert-butyl)pyrazolate in4) were theoretically investigated by the DFT(B3PW91)
method to present detailed knowledge of their geneseand electronic structures in the T
state and to clarify the reason why the phospherest spectra significantly depend on the
substituent on pz and the measurement conditions.

In 1 and 2 bearing H atoms and methyl groups on pz, respsygtithe T-local
minimum exists besides thei;-global minimum. The P#t distance of the ;flocal
minimum is similar to that of they®quilibrium geometry, but the FRt distance of the
Ti-global minimum is considerably shorter than thaéttlee S-equilibrium one. The
phosphorescence occurs at this local minimum ireind2-MeTHF at 77 K and polystyrene
at RT because the geometry of the sfate is captured in this local minimum. This

phosphorescence spectrum is assigned ag*{d&py) — m(dfppy) + d(Pt) transition. In
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fluid 2-MeTHF at RT, the geometry of the State easily changes to thedobal minimum
geometry {T;, and2T;;). Because geometries b1, and2T;, are much different from
the S-equilibrium geometries, the energy of phosphomseeis much lower in fluid
2-MeTHF than in frozen 2-MeTHF and polystyrene. c&8ese the Tstate at the jFglobal
minimum geometry is characterized as IMMLCT excited state, the phosphorescence in
fluid 2-MeTHF is assigned as tm&(dfppy) — do*(Pt—Pt) transition.

In 3 and4 bearing methyl and/aert-butyl substituents on pz, no local minimum is
optimized in the T state. The reason is easily understood as folloB&cause the bulky
tert-butyl substituents strongly push the dfppy plaweyto decrease the-fRt distance, the
do*(Pt-Pt) — t*(dfppy) excited state becomes stable, and titdfppy) + d(Pt) —
*(dfppy) excited state cannot become a local mimimu The geometry of the;Tstate
changes slightly in frozen 2-MeTHF at 77 K exceptthe PPt distance, and it moderately
changes in polystyrene at RT unlikelirand2. This is because the-Tocal minimum is
absent in the FPEC. Thus, the energy of phosphorescence is shatelower in
polystyrene than in frozen 2-MeTHF. In fluid 2-MdFF at RT, the geometry of the $tate
completely changes to the-global minimum geometry. This geometry changgedbr
occurs in3 but moderately i because the PPt distance is already short4% due to the
presence of foutert-butyl groups on pz but still considerably long3i® due to the presence
of two methyl groups. As a result, the energy lnbgphorescence & is much lower in
fluid 2-MeTHF than in frozen 2-MeTHF, but that4fs moderately lower in fluid 2-MeTHF
than in frozen 2-MeTHF. The phosphorescence sp&ét8 and4 in these conditions are
assigned as the*(dfppy) — do*(Pt-Pt) transition.

In conclusion, interesting phosphorescence speatréghese pz-bridged dinuclear

platinum(ll) complexes are successfully understioorms of their PECs of the Ftate.
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3.5. Appendix
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Figure Al. Sy- and T-optimized geometries @and3. (a) A red arrow schematically represents the
steric repulsion between dfppy and substituentsr (fieethyl groups i”2 and twotert-butyl and two
methyl groups ir8) on pz. (b) Ref 5.
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Figure A2. Several important molecular orbitals2)f3, and4. H atoms are omitted for brevity.
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Because the dihedral angl@N1-N2-N3-N4) is 180.0° inlS, 25, and4S,, the N1, N2, N3, and N4
are in one plane. I8S, the dihedral angld(N1-N4-N3-N2) is 168.4°, indicating that these atoms
are not on one plane, strictly speakingowever, the deviation from the plane is small.

These energy differences were calculated thighDFT(B3PW91)/basis-Il method, where thgldcal
(1T and 2T;,) and T-global minimum geometries1l{:, and 2T, were optimized with the
DFT(B3PW91)/basis-I method.

The activation barrier corresponds to the gpdlifference between the;-bptimized geometry at
r(PPt) = 3.000 A and the ;Tlocal minimum geometry1(T,,) in 1 and between the ;Joptimized
geometry ar(Pt+Pt) = 3.100 A and the Tlocal minimum geometry2(T,;) in 2, where the transition
state is arr(PtPt) = 3.000 A in1 and atr(Pt-Pt) = 3.100 A in2. These energy differences were
calculated with the DFT(B3PW91)/basis-II//DFT(B3P¥/asis-I method, where the geometries were
optimized at each PPt distance.These activation barriers are a little bit overaated, as follows:
Because the transition state here is a crossing pbtwo states, the transition state should beutated
with a multireference methodHowever, the values presented here are not veryhmiifierent from the
correct values because the PEC of thestate is not steep but rather flat in the righthaide of the
transition state (see Figure 4).

TheAAG® value is defined as the difference in the Gible® fenergy AG®) between1T, and 1Ty,
EachAG’ value was evaluated as follow§1) The energies ofT,, and1T,, were calculated with the
DFT(B3PW91)/basis-Il method. (2) The zero-point energy was evaluated with the
DFT(B3PW91)/basis-I method(3) A thermal correction at 298 K was made with piatition function

of the vibration movements, in which the partitfonction was evaluated by the DFT(B3PW291)/basis-I

method.
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Chapter 4

Theoretical Study of Excited States of Pyrazolateand Pyridinethiolate-
Bridged Dinuclear Platinum(ll) Complexes: Relatiorship between

Geometries of Excited States and Phosphorescenceegpa

4.1. Introduction

Emissive transition-metal complexes have drawntaofointerest because they are
potentially useful to optical materials such astigmitting devices, photochemical sensors,
and biological labeling probés® In particular, 5d transition metal complexes suash
iridium? and platinurf®*® complexes have been well-investigated becausee larg
phosphorescence spectra are often observed indbegaexes.

Recently, multinuclear transition metal complexewéh been investigated in many
experimental work§?®*® because they exhibit a variety of phosphorescepeetra. For
instance, the phosphorescence spectrum of pyradotaiged dinuclear platinum(ll)
complex [Ps(1-pz)(bpym)]** (1; pz = pyrazolate and bpym = 2,2-bipyrimidine; see
Scheme D) is observed in the solid state but not in the arigile (CH:CN) solution.
However, that of pyridinethiolate-bridged dinucl@datinum(ll) complex [PAt+pyt)(ppyk]

(2; pyt = pyridine-2-thiolate and Hppy = 2-phenylmjrie; Scheme 1)is observed in both
the solid state and the@ENsolution. It is of considerable interest to iflathe reasons
why these moderately different bridging and chatatigands induce the above-mentioned
differences in phosphorescence behavior betvtemmd?2. The phosphorescence spectrum
of 2 was experimentally discussed in terms of the g&e@seand electronic structures of the
singlet ground state Sand the lowest-energy triplet excited state).fT However, the
reasons for the above-mentioned differences betweem2 have not been discussed yet. It
is worth investigating theoretically the ground amdited states of and?2 to understand
their phosphorescence spectra and elucidate tlerreavhy the phosphorescence behavior
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is different between them.
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In this study, we theoretically investigated pze quyt-bridged dinuclear platinum(ll)
complexesl and2 and discussed the geometries and electronic stascbf the Sground
state and the lowest-energy singlet and triplettedcstates (Sand T, respectively). We
also discussed whether or not sforbit interaction between the &nd T, states operates,
because this spin-orbit interaction plays an ingdrtrole in the § — T; intersystem
crossing. Our main purposes here are (i) to pteaetheoretical understanding of the
geometries, electronic structures, and phosphorescgrectra ol and2 and (ii) to clarify
the reasons why the phosphorescence spectruimsofbsent but that & is present in the

CH3CN solution and why those @fand2 are observed in the solid state.

4.2. Computational Details

We employed two basis set systems (basis-I andhlthis study. In basis-I, core
electrons (up to 4f) of platinum were replaced vilik relativistic effective core potentials
(ECPs) proposed by Hay and Whéind its valence electrons were represented by the
(541/541/111/1) basis s&t! The 6-31G* basis séfswere used for hydrogen, carbon,
nitrogen, and sulfur. In basis-Il, valence elecgraf platinum were represented by the
(5311/5311/111/1) basis $ét with the same ECPs as those of basis-I. The d@Zhasis
setd® were used for hydrogen, carbon, nitrogen, andisulf

Geometries ofL and2 in the $ ground state were optimized by density functional
theory (DFT) with basis |, where the B3PW91 funetf*'®> was employed. The
geometries in the ;Sand T, excited states were optimized with the unresuliqie)DFT
method. Because the singly occupied moleculatarOMO) bearing amr-spin electron
is different from that bearing Aspin electron in the ;Sstate, the spin symmetry of the
evaluated wave function is broken in the UDFT cllton® In this meaning, the UDFT
calculation of the Sstate is called broken-symmetry (BS)DFT. It isoatalled permuted

orbitals (PO)DFT in several cas€s. We ascertained that all optimized geometries
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exhibited no imaginary frequency. The potentiatrgy curves (PECs) df and 2 were
evaluated as a function of the-Pt distance in the (S S, and T states, where all
geometrical parameters were optimized at eaeRRtistance.

The energy of phosphorescence is calculated hdteanergy difference between the
S and T states at the (foptimized geometry. The total energies, orbita¢rgies, and
Mulliken charges were evaluated with the DFT(B3PW&dsis-11//DFT(B3PW91)/basis-I
method®® The solvent effect of the GBN solution was taken into consideration by the
polarizable continuum model (PCM). The united-atom topological model of the universa
force-field method (UAGY*?° was employed to estimate the molecular volume and
construct a molecular cavity in the PCM calculation

The DFT calculations were performed by the Gaus8far{revision C.02) program

packageé® Molecular orbitals were drawn by the MOLEKEL (siem 4.3) progran>

4.3. Results and Discussion
4.3.1. Equilibrium Geometries and Electronic Structires of [Ptz(,u-pz)z(bpym)z]2+ (1) in
the &, S, and T; States

Important optimized geometrical parameters of thedhilibrium geometry ot (1)
are shown in Table 1. This geometry ig-€ymmetrical, which is clearly shown by the fact
that the Pt#N1, PtE-N3, Pt2N2, and Pt2N4 bond lengths are the same (2.012 A). The
Pt1-Pt2 distance (3.451 A) and thePK1-N3-N4dihedral angleg (135.F) are similar to
those of [Pi(t-pz)(dfppy)] [3; dfppy=2-(2,4-difluorophenyl)pyridine] recentlyperted by
Thompson et af’in which the PtPt distance is 3.376 A and téedihedral angle is 1326
see Scheme 1 for the definition 6f. These results indicate that the geometryl o
mainly determined by theg-pz ligand.

We optimized geometries of the; &nd T, excited states against various—IPt

distances and found two equilibrium structures hase excited states: one bearing the
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short P+Pt distanceXS;, and1T;, geometries) and the other bearing the lorgPPdistance
(1S, and 1Ty, geometries), as shown in Table 1; see théPdistances 0fS;, (2.791 A),
1T1a (2.777 A), 1S, (3.441 A), andlTy, (3.480 A). All of these optimized geometries
have no imaginary frequency. Interestingly, thé&,, and 1T;, geometries are
C;-symmetrical; see the Pill1, PtEN3, Pt2N2, and Pt2N4 bond lengths of 1.996, 2.020,
2.020, and 2.011 A, respectively, in th®&, geometry and 2.009, 2.023, 2.014, and 2.009 A,
respectively, in thelT1, geometry. On the other hand, th§, and1T;, geometries are
Co-symmetrical; their PtIN1, PtEN3, Pt2N2, and Pt2N4 bond lengths are the same
(2.024 A). ThelS, geometry bearing the short-Pt distance is the global minimum of
the § state. However, th&T;, geometry bearing the long -t distance is the global
minimum of the T state, although the energy difference betweenglbbal and local
minima is small; they are 0.16 and 0.04 eV in ther®l T, states, respectively. Previously,
similar global and local minima were found in thestate of3.2

In the 1S, and 1T;5, geometries, the af(Pt—-Pt) andrt*(bpym) orbitals are singly
occupied, where thead(Pt-Pt) orbital mainly consists of theoddo antibonding orbital
between two platinum nuclei and tit{bpym) orbital represents the orbital of the bpym
ligand, as shown in Figure 1. In other words, elestron excitation occurs from the
do*(Pt—Pt) orbital to ther*(bpym) orbital in these excited states. Thuss thiectronic
structure is assigned as the metadtal-to-ligand charge-transfer (MMLCT) excitedtsta
The same assignment was experimentally and theallgtreported for the jTexcited state
at the T global minimum of3.”® Because one-electron excitation occurs from the
antibonding d*(Pt-Pt) orbital to ther*(bpym) orbital in these excited states, the bogdin
interaction between two platinum nuclei becomesngfer; note that the formal Pt-Pt bond
order is 0.5 in thd S, and1T;, geometries but 0.0 in thHES, geometry. As a result, the
Pt1-Pt2 distance becomes shorter andé@hdihedral angle becomes smaller in it&, and

1T,, geometries than in theS, geometry, as shown in Table 1. The other geooattri
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parameters of th&S;, and1T;, geometries such as the Pul distance, the NPt1-N3
bond angle, and the bond distances in the bpym pandnoieties are not significantly
different from those of th&S, geometry; see Table 1 and Table Al in the Appefatixhese

geometrical parameters.

Table 1. Several important optimized bond lengths (in A)ndbaangles (in degree), dihedral angles (in

degree} e*(bpym), do*(Pt-Pt), andr{bpym) orbitals energies (in e¥j,and molecular volumes (in®fof 1

exptl valuse of a

similar comple% 1% 1S, 1S, 1Ty, 1Ty
r(Pt1-Pt2) 3.376 3.451 2.791 3.441 2.777 3.480
r(Pt1-N1) 2.093 2.012 2.024 1.996 2.024 2.009
r(Pt1-N3) 2.071 2.012 2.024 2.020 2.024 2.023
r(Pt2-N2) 1.998 2.012 2.024 2.020 2.024 2.014
r(Pt2-N4) 2.019 2.012 2.024 2.011 2.024 2.009
r(Pt1-N5) 2.005 2.036 2.023 2.030 2.022 2.026
r(Pt1-N7) 2.021 2.036 2.023 1.996 2.022 1.976
r(Pt2-N6) 1.986 2.036 2.023 2.037 2.022 2.038
r(Pt2-N8) 2.005 2.036 2.023 2.027 2.022 2.034
a(N1-Pt1-N3) 86.1 85.3 85.4 85.9 85.3 86.3
a(N2-Pt2-N8) 84.8 85.3 85.4 85.1 85.3 85.1
a(N5-Pt1-N7) 81.6 80.1 80.6 80.9 80.5 81.5
a(N6-Pt2-N8) 81.4 80.1 80.6 80.1 80.5 80.1
d(Pt1-N1-N3-N4)° 132.6 135.1 118.9 137.2 118.7 136.9
d(Pt1-N3-N1-N2) -132.3 -135.1 -118.9 -134.7 -118.7 -138.7
d(Pt2-N2-N4-N3) -138.8 -135.1 -118.9 -132.6 -118.7 -135.1
d(Pt2-N4-N2-N1) 126.2 135.1 118.9 135.1 118.7 133.3
£(m*(bpym)) -8.46 -8.97 -8.88 -8.99 -9.00
£(do*(Pt-Pt)) -12.47 -11.73 -12.49 -11.79 -12.53
£(m(bpym)) -13.77 -13.94 -13.76 -13.95 -13.76
molecular volume 585 606 586 604 585

(a) Geometries were optimized with the DFT(B3PW843is-I method in vacuo(b) These orbitals are shown
in Figure 1. (c) Orbital energies were calculated in thg Sate with the DFT(B3PW91)/basis-II
/IDFT(B3PW91)/basis-I method(d) Experimental bond lengths, bond angles, andilbhedral angles 3
reported by Thompson et al. (ref 7Note that3 is not G, but G symmetrical. (€) This dihedral angle
corresponds t@, in Scheme 1.
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Figure 1. Several important molecular orbitals of tA&, 1Ti, 1S4 1Tin, 1S, 2Ti1, and 2S5,
geometries. Irreducible representations ;{aby, b,, a, and b) of these molecular orbitals are also

represented.H atoms are omitted for brevity.

In the 1S, and 1T;, geometries, thaibpym) andrt(bpym) orbitals are singly
occupied, as shown in Figure 1. Ti@pym) orbital somewhat interacts with the d oibita
of platinum, while ther(bpym) orbital little interacts. Thus, the elemtic structures of
the 1S, and1T3, geometries are assigned as a mixture of the liganterede1* excited
state and the metal-to-ligand charge transfer edcistate (LC/MLCT). The same
assignment was experimentalind theoreticalfreported for the local minimum geometry
of the T1 excited state 3. As shown in Figure 1, theo(Pt—Pt) orbital is doubly
occupied in thelS;, and 1T, geometries, unlike in théS,; and1T;, geometries. As a
result, the d—do bonding interaction is absent in thds®, and1T;, geometries, like in the
1S geometry, leading to little changes in the-R® distance and th& dihedral angle
when going from thd S geometry to thd S, and 1T, geometries, as shown in Table 1.
Also, the other geometrical parameters are litifeergnt among thelSy,, 1T, and 1S
geometries; see Table 1 and Table Al in the Appendrhis means that tHeS;, and1Tyy

geometries resemble well th& geometry.
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The differences in the electronic structure andngetoy between the MMLCTLS, 5
and 1T;;) and LC/MLCT (S, and 1Ty, excited states are explained in terms of
dependences of the*(bpym), do*(Pt-Pt), and {bpym) orbital energies on the Pt
distance. The aF(Pt-Pt) orbital energy becomes higher as thePPtdistance becomes
shorter because the antibonding overlap betweenwbedo(Pt) orbitals increases with a
decrease in the PRt distance; see Figure 1 for the*(Pt—Pt) orbital. On the other hand,
the T(bpym) andr*(bpym) orbital energies little depend on the-Pt distance. Actually,
the do*(Pt—Pt) orbital exists at much higher energy in 18, and1T;, geometries than in
the 1S, and 1T;, geometries, while the(bpym) andr*(bpym) orbital energies are little
different among thelS,,, 1S, 1Ti1, and 1Ty, geometries; see Table 1 for the orbital
energies. Thus, the energy difference betweenmtlfigoym) and a@*(Pt-Pt) orbitals is
much smaller in th&S, (2.76 eV) andLT14 (2.80 eV) geometries than in th&, (3.61 eV)
and 1Ty, (3.53 eV) geometries. These are the reasons why$h and 1T, geometries
bearing the short PPt
distance take the MMLCT ff(Pt-Pt) — 1*(bpym)] excited state but th&S,, and 1Ty
geometries bearing the long—Pt distance take the LC/MLCTr(bpym) + d(Pt)—

*(bpym)] excited state.

4.3.2. Equilibrium Geometries and Electronic Structires of [Pi(4-pyt)2(ppy)2] (2) in
the &, S, and T; States

The optimized geometr2§) of 2 in the $ state agrees well with the experimental
one’ as shown in Table 2, except that the4Pt®2 distance (2.944 A) is moderately longer
and the PtiN1-S1-N2 dihedral angle& (108.3) is moderately larger than their
experimental values (2.849 A and 10%.4ee Scheme 1 for Ptl, Pt2, N1, etc., and the
definition of &. It is noted that the PPt distance of is much shorter than that &fand

two Pt-ppy planes d@ are almost parallel to each other, unlike two [Btrb planes ofl; see
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Scheme 1. These significant differences in thergeny betweerlS and2S, arise from
the direction of the lone-pair orbitals of the pyid pz ligands. As shown in Figure 2, two
nitrogen lone-pair orbitals of pz expand toward théside but the nitrogen and sulfur
lone-pair orbitals of pyt expand in nearly parafeeghion to each other or toward rather the
inside. Optimized geometrical parameter2oh the S- and T-global minima 2S;, and
2T1,) are also presented in Table 2. ThePt2 distances of th2S,, and2T;, geometries
are much shorter, and theft dihedral angles are much smaller than those of2&e
geometry. These results are understood in terrttsecélectronic structures of tR&;, and
2T1a geometries: SOMOs are the*dPt—Pt) andt*(ppy) orbitals in the2S,, and 2T3,
geometries, as shown in Figure 1. This means thetetectron excitation occurs from the
do*(Pt-Pt) orbital to that(ppy) orbital in the2S,;, and2T1, geometries, which leads to the
presence of the PPt bonding interaction. Hence, the F®12 distance becomes shorter
and theé& dihedral angle becomes smaller in &#&, and2T, geometries than in th2S
geometry. These;&nd T, excited states & are assigned as the MMLCT excited state.
The2S,, and2T,, geometries are similar to th&,;, and1T1, geometries, respectively,
except that theS,, and 2T, geometries are Symmetrical, unlike the £-symmetrical
1S, and 1T1, geometries, as shown in Tables 1 and 2 and FigureOhe important
difference betweed and?2 is that the local minimum geometry is absent i &rand T,
excited states d but present in those &f as discussed above. This is interpreted in terms
of the lone-pair orbital of the bridging ligand. hd sulfur and nitrogen lone-pair orbitals of
pyt expand toward rather the inside (Figure 2)diasussed above, leading to the shorfP®t
distance (2.944 A) even in the §round state. Because the LC/MLCT excited state i
possible when the PPt distance is long, the LC/MLCT excited state adrbe formed ir2.
A similar feature is observed B) the T; local minimum of the LC/MLCT state bearing the
long PtPt distance cannot be formed3drwhen bulky substituents are introduced to the pz

ligand, as reported previousH,because the bulky substituents decrease tHet Bistance.
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On the basis of these results, it is concluded tti@fpyt ligand plays a role to decrease the

Pt-Pt distance, like the pz ligand bearing a bulkyssitieent in3.

Table 2. Several important optimized bond lengths (in A)né@ngles (in degree), dihedral angles (in

degreef: *(ppy), do*(Pt-Pt), andr(ppy) orbitals energies (in eVf,and molecular volumes (in*fof 2

exptf 2% 2S5 2T1a
r(Ptl-Pt2) 2.849 2.994 2.680 2.675
r(Pt1-N1) 2.142 2.180 2.194 2.194
r(Pt2-N2) 2.142 2.180 2.194 2.194
r(Pt1-N3) 2.038 2.061 2.052 2.050
r(Pt2-N4) 2.036 2.061 2.052 2.050
r(Ptl-S1) 2.284 2.316 2.330 2.331
r(Pt2-S2) 2.284 2.316 2.330 2.331
r(Pt1-C3) 1.987 1.992 1.998 1.997
r(Pt2-C4) 1.983 1.992 1.998 1.997
a(N1-Pt1-S1) 90.4 88.4 88.1 88.0
a(N2-Pt2-S2) 90.3 88.4 88.1 88.0
a(N3-Pt1-C3) 81.1 80.7 81.0 81.0
a(N4-Pt2-C4) 81.3 80.7 81.0 81.0
d(Pt1-N1-S1-N2)° 105.4 108.3 103.8 103.7
d(Pt2-N2-S2-N1) 106.3 108.3 103.8 103.7
(m*(ppy)) -1.72 -1.84 -1.84
&(do*(Pt-Pt)) -4.72 -4.37 -4.36
(r(ppy)) -6.52 -6.37 -6.37
molecular volume 712 698 697

(a) Geometries were optimized with the DFT(B3PWB843is-I1 method in vacuo(b) These orbitals are shown
in Figure 1. (c) Orbital energies were calculated in thg Sate with the DFT(B3PW91)/basis-II
/IDFT(B3PW91)/basis-I method(d) Reference 6.(e) This dihedral angle correspondsan Scheme 1.
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Figure 2. Lone-pair orbitals of pz and pyt. H atoms are aaditior brevity.

4.3.3.9, T, and S PECs of 1 and 2

The PECs of the S S, and T states ofl are evaluated as a function of the-fat
distance in vacuo, as shown in Figure 3a, whereggémnetry was optimized at eachPt
distance with the B3PWO9l/basis-I method. In the &d T, PECs, a small but
nonnegligible barrier exists around the-Pt distance of 3 A. The;&nd T, states take the
MMLCT excited state in the PPt distance shorter than 3 A and the LC/MLCT extitate
in the PtPt distance longer than 3 A.

The energy difference is very small (0.02 eV) bewéhelS,; and1T;, geometries
but somewhat large (0.22 eV) between 18, and 1T;, geometries. These results are
interpreted in terms of the exchange integral,diews: The energy difference between
the S and T, states is approximately represented by twice Robange integral, when the
molecular orbitals are not very different betweleese two states:

E(S) - E(T1) = 2(XY[YX) (1)
whereE(S;) andE(T,) are the energies of thg 8nd T, states, respectively, X and Y are
SOMOs of the §and T, states, and (XY|YX) is an exchange integral. émagal, the
exchange integral becomes large when the SOMOf@XYa are localized in one moiety.

In the 15, and 1T;, geometries, the SOMOs are localized on the rigimdhside of the

-92-



molecule, as shown in Figure 1. In th&, and1T;, geometries, on the other hand, the
SOMOs are delocalized on the whole molecule. Aesalt, the energy difference between

the 1S, and1T1, geometries is smaller than that betweenithg and1T;, geometries.

4.0 4.0  (b)in CECN
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[¢)) (O]
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r(Pt- Pt) / A r(Pt- Pt) / A

Figure 3. PECs of the § Ty, and $ states ofl vs the PtPt distance.Geometries were optimized with
the DFT(B3PW91)/basis-I method at eachPRtdistance.lt is noted that the energy difference between
the T;- and S-curves does not correspond to the energy of pluwepbence because the durve
represents the energy of the-dptimized geometry and the,-8urve represents the energy of the
So-optimized geometry.The energy of phosphorescence corresponds to #grgyedifference between the

T, and g states at theJoptimized geometry.

The S, T;, and § PECs ofl were reevaluated in the GEN solution by the PCM
method at the B3PW91/basis-I level, where the apBcth geometries in vacuo were
employed. Although thMMLCT-optimized geometry {T1.) is slightly more unstable
than the *LC/MLCT-optimized geometry 1T1,) in vacuo (Figure 3a), the former is
considerably more stable than the latter in theg@¥solution, as shown in Figure 3b. To
elucidate the reason of this solvent effect, wd axamine here how much polarization
occurs in the MMLCT and LC/MLCT excited states. eTlhiC/MLCT state mainly consists

of localizedr—t* excitation in one bpym and moderate CT excitafimm the Ptpz moiety

-03 -



to bpym in one pzPt-bpym moiety, as shown in Figure 1. On the othedhthe MMLCT
state consists of CT excitation in two-4-bpym moieties. These features of the
MMLCT and LC/MLCT states are consistent with the Iiken charges of thd T, 1Ty,
and1lS, geometries.  In th&éTy, geometry, the Ptl atom is somewhat and the pz(R)L{N
moderately more positively charged (+0.10 and +0r@6pectively) than those in ti&,
geometry, as shown in Table 3, where the pz(N1/M™ans the pz ligand including N1 and
N2 atoms. Consistent with these Mulliken chargbe bpym(N6”N8) is much more
negatively charged-0.19) in thelT;, geometry than in théS geometry. On the other
hand, the Mulliken charges of the Pt2 atom, pz(N&Nand bpym(N5~N7) are little
different between th&T;, and 1S geometries.  In théT;, geometry, two Pt atoms and
two pz ligands are much more positively chargedi@@nd +0.11) and two bpym ligands
are much more negatively charge®.1) than those in theS geometry. These results
indicate that CT more likely occurs in the MMLC Rt than in the LC/MLCT state, leading
to the formation of a more polarized electron distiion in the MMLCT excited state than
in the LC/MLCT state. As a result, the MMLCT state more stabilized by the polar
CHsCN solvent than the LC/MLCT state. This is the magason why th&T;, geometry
becomes a global minimum in the gEN solution. In the Sexcited state, thBVIMLCT
state is also much more stabilized by theCNsolution than théLC/MLCT state, like in
the T, states, as shown in Figure 3b.

It should be noted that the Mulliken charges changeh more in the C4#€N solution
than in vacuo when going from ti& geometry to thdS;, and1T;, geometries, as shown
in Table 3; for example, the Mulliken charge of Rttreases by +0.16 in the @EN
solution but by +0.10 in vacuo when going from ttf® geometry to thelS, and 1T,
geometries. This means that thesCN solvent accelerates CT from the Pt moiety to the
™ of bpym in the MMLCT excited state. As a resitMLCT excitation decreases more

the electron density of theot{Pt—Pt) orbital in the CBCN solution than in vacuo, which
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decreases more the-Pt distances of th8WUMLCT and *MMLCT excited states to 2.620
and 2.610 A, respectively, in the @ENsolution than in vacuo, as shown in Figure 2b.

These equilibrium geometries in the €HN solution are named 4§, and1T1, hereafter.

30 (@) invacuo

S
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Figure 4. PECs of the § Ty, and $ states oR vs the PtPt distance.Geometries were optimized with
the DFT(B3PW91)/basis-I method at eachPRtdistance.lt is noted that the energy difference between
the T;- and S-curves does not correspond to the energy of pluwepbence because the durve
represents the energy of the-dptimized geometry and they, Surve represents the energy of the

So-optimized geometry.The energy of phosphorescence corresponds to #rgyedifference between the

T, and g states at theJoptimized geometry.

The $-, Ti-, and $PECs of2 are shown in Figures 4a and 4b. Only the global
minimum exists in the Sand T, PECs of2, but no local minimum exists in these excited
states, as mentioned above. The same ndét8gsand2T,, are employed for these global
minimum geometries in both vacuo and thesCNsolution, because these geometries in the
CH3CN solution are almost the same as those in vamlike thelS,; and1T;, geometries;
for instance, the PPt distance is 2.680 and 2.675 A for 8. and 2T1, geometries,

respectively, in both vacuo and the £\ solution; see Table 2 and Figuré*4.
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Table 3. Changes of the Mulliken Charges when going from $eptimized geometry to the;Sor

Ti-optimized geometries df and2

Ptl Pt2 pz(N1~N2) pz(N3”"N4)  bpym(N5~N7) bpym(N6/)N8

in vacuo

1S, +0.10 +0.10 +0.11 +0.11 -0.21 -0.21

1T, +0.10 +0.10 +0.11 +0.11 -0.21 -0.21s

1S, +0.10 +0.01 +0.07 +0.02 +0.02 -0.22

1T, +0.01 +0.01 +0.06 +0.01 +0.01 -0.19
in CH;CN

1S, +0.16 +0.16 +0.10 +0.10 -0.26 -0.26

1T, +0.16 +0.16 +0.10 +0.10 -0.26 -0.26

1S, +0.17 +0.17 +0.10 +0.10 -0.27 -0.27

iT,, +0.17 +0.17 +0.10 +0.10 -0.27 -0.27

1S, +0.11 +0.02 +0.12 +0.04 +0.02 -0.31

1Ty, +0.13 +0.01 +0.10 +0.02 +0.02 -0.28

Ptl Pt2 thp(N17S2) thp(N27S1) ppy(N3*C3)  ppy(N4)C4

in vacuo

2SS, +0.05 +0.05 +0.09 +0.09 -0.14 -0.14

2T, +0.04 +0.04 +0.09 +0.09 -0.13 -0.13
in CH;CN

2Si., +0.10 +0.10 +0.10 +0.10 -0.20 -0.20

2T,  +0.09 +0.09 +0.10 +0.10 -0.19 -0.19

(a) pz(N1"N2) means the pz ligand including N1 &Afdatoms; see Scheme 1.

4.3.4. Reasons Why the Phosphorescence Spectrumlds Observed in the Solid State
but Not in the CH3CN Solution

In 1, S — S photoexcitation occurs at 3.50 eV (353 mm)This excitation energy is
evaluated to be 3.39 eV as the energy differentedem the §and 3 states at the S
equilibrium geometry. This S— S; photoexcitation yields the ;Sstate, with the &
equilibrium geometry {S) due to the FranelCondon principle. It is likely that the
geometry of the Sstate changes to the&ymmetrical global minimumiS,;; geometry in

CHsCN, because the GBN solution is flexible enough not to suppress gsmmetry
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change. The electronic structure of thesgte changes from the LC/MLCT state to the
MMLCT one when going from th&S, geometry to thd S, one. In thelS,; geometry,
spin-orbit interaction between the; &nd T, excited states is absent because the direct
product of irreducible representations of the SOMD#hese excited states and the orbital
angular momentum operaton) (does not belong to the; arepresentation in the
Co-symmetrical 1S, geometry; see the Appendix for details. Thus, $he— T;
intersystem crossing hardly occurs in fi%, geometry. As a result, the population of the
T, state is absent and the phosphorescenteafinot occur in the GJ&N solution.

Although the $ — T; intersystem crossing is considered to hardly qctiue
fluorescence ofl was not experimentally observed in the <CN solution? This means
that the $— S non-radiative decay occurs; if not, the-S S fluorescence spectrum must
be observed. We will briefly discuss here the seashy the $— S non-radiative decay
occurs around the;§lobal minimum geometryl§,4) in the CHCN solution. The energy
difference between the;&nd $ states is evaluated to be small (1.33 eV) atlfg
geometry with the PCM method. This energy diffeeebecomes much smaller than 1.33
eV as the PPt distance becomes shorter than the equilibrilgtadce oflS,, (2.620 A), as
shown in Figure 3b. Because the-PPt distance would become shorter by molecular
vibration and/or geometry fluctuation aroub8 4, it is likely that the $— S non-radiative
transition occurs in the GEN solution at RT. We discuss the reason why Hwetening
of the PPt distance leads to a decrease in the energyatiffe between the &nd $ states.
The do*(Pt-Pt) orbital energy becomes higher as thePPtdistance becomes shorter, as
discussed above. Because tlo#(Bt—Pt) orbital is doubly occupied in the) State but
singly occupied in the Sstate, the Sstate becomes more unstable in energy thanitkate
as the PtPt distance becomes shorter. Hence, the energyatite between the &nd $
states becomes small with a decrease in thetRlistance.

Here, we discuss whether the 7 & emission is allowed or forbidden; this
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discussion is necessary because forbidden phosuleoree is not observed at all even if the
S; — T, intersystem crossing occurs. The b & transition occurs when some of the
singlet excited states mix into the $tate through spin-orbit interaction. As discdsse
above, spirorbit interaction between the &nd T, states is absent at thd;, geometry.
Thus, the $— & transition does not contribute to the oscillatversgth of the T— &
emission. On the other hand, the State mixes into the ;Tstate by spinorbit
interaction®® The oscillator strength of the, S S transition is moderate, which is
evaluated to be 0.0170 by time-dependent (TD)-B3PWiéh the PCM metho®® Singlet
excited states with higher energy than thestate mix less into the;Tstate because the
energy difference between the higher energy sirepeited state and the, Btate is large.
In conclusion, the 1~ S emission is not forbidden mainly because of mianghe $ state
into the T, state, indicating that phosphorescence is observ€tH;CN if the population of
the T, state is present.

Another issue to be discussed here is whether totheds — T; intersystem crossing
occurs around theoSjeometry {S) before geometry relaxation to the global minimum.
Actually, the rapid intersystem crossing is obsdrivresome platinum(ll) complexé8. The
S, state is @symmetrical around thdS geometry, as shown in Figure 1, in which
spin-orbit interaction between the &nd T, excited states operates to induce the-ST;
intersystem crossing; see the Appendix for detailstter this intersystem crossing, the
geometry changes to the @lobal minimum {T14). The energy difference between the T
and 3 states is small (1.24 eV) at th&1, geometry, as discussed above aboutlifg
geometry; see also Table 4. Thus, itis likelyt tha T, — S non-radiative decay occurs at
the 1T1a' geometry; in other worddg, would not be emissive in the GEIN solution even
though the §— T; intersystem crossing occurs before the geometayngh to thelSy

geometry in the Sstate.
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Table 4. Energies (in eV)and assignments of phosphorescence spectrarmd?

energy of phosphorescence

calcd
geometry assignment vacuo GCHN expt|D
1T ™ (bpym) — do*(Pt-Pt) 1.66 122 ¢ CHCN at RT
1Ty ™ (bpym) — do*(Pt-Pt) 2.33 2.28 2.41,259,2.73 solid state at RT
2T, ™(ppy) — do*(Pt-Pt) 1.75 1.87 1.89 C{EN at RT

1.93 solid state at RT

(a) The energy of phosphorescence is defined agnkegy difference between the @nd 3 states at the
T,-optimized geometry. This energy difference was evaluated with the DRBR®/91)/basis-II
/IDFT(B3PW91)/basis-I method(b) See refs 5 and 6 for complexXeand?2, respectively. (c) Phosphorescene
was not observed(d) The peak of the phosphorescence spectrum Jias See ref 27.

In the solid state, the phosphorescencé o experimentally observed at 2.41, 2.59,
and 2.73 eV at RT?’ The reason whyl is emissive in the solid state is considerably
interesting. The §&— S, excitation occurs at they®quilibrium geometryXS), like in the
CH3sCN solution. However, it is likely that the geonyetf the S state does not change to
the § global minimum 1S;,) in the solid state, unlike in the GEN solution. One reason
is that the molecular volume considerably changesnagoing from thd S geometry to the
1S, note that the molecular volume is much differbatween thelS;, (606 &) and1%
(585 &%) geometries, as shown in Table 1. Such a largeme change is difficult in the
solid state. Another reason is that there is allsoud non-negligible activation barrier
between thelS;, and 1S, geometries in the ;8PEC, as shown in Figure 3a. This
activation barrier would suppress the geometry ghdnom1S, to 1S, in the solid state;
hence, the geometry of the &ate would stay in the local minimum geomet$,() in the
solid state. In the &symmetricallS,, geometry, spirorbit interaction between the and
S, states operates to induce the-$ T; intersystem crossing because the direct product of

the irreducible representations of the SOMOs irs¢hexcited states and theoperator
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belongs to the “a” representation; see the Appefalixdetails. The geometry of thg T
excited state would change to tid;, geometry even in the solid state because the
molecular volume little changes in this case; thaetular volumes of th&S,, and 1Ty
geometries are almost the same and are 586 and%8B6spectively, as shown in Table 1.
Thus, the population of the, Btate would be present, and-F & phosphorescence occurs
at thelT,;, geometry. This phosphorescence is allowed bedhes§ state mixes into the
T, state by spinorbit coupling, and the (S— S, transition is symmetry-allowed. The
energy of this phosphorescence corresponds tonig e difference between the and 9
states at thd T, geometry, which is evaluated to be 2.33 eV, asvehio Table 4. This
value agrees well with the experimental value (2.2159, and 2.73 eV)?’ The
phosphorescence in the solid state is assignechast{bpym) — tmibpym) + d(Pt)
transition.

At the end of this section, we mention the compparibetweerl and3 because is
emissive in a 2-methyltetrahydrofuran (2-MeTHF)usion, unlikel in a CHCN solution.
It is likely that the geometries of the 8nd T, states o3 are G-symmetrical in solutiofi.
In this geometry, ST, spin-orbit interaction operates to induce the-S T, intersystem
crossing. Thus, the population of thestate of3 is not zero and the; F» S emission of3
is observed in 2-MeTHF. This is the reason v@his emissive in solution, although its

geometry and electronic structure are similar ts¢hofl.

4.3.5. Reasons Why the Phosphorescence Spectrunds Observed in Both the Solid
State and theCHCN Solution

Photo-excitation occurs at 2.47 eV (500 nm) in @#:CN solution at Rf. The
energy difference between the 8nd S states is evaluated to be 2.33 eV at the S
equilibrium geometrydS)). This value agrees well with the experimentali@tion energy.

The geometry of the ;Sstate is the same as tB& geometry just after photo-excitation
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according to the FranekCondon principle. 1t is likely that the geomettyanges to the S
global minimum 2S;,) in the CHCN solution. The&2S;, geometry is gsymmetrical and
its electronic structure is the MMLCT excited stats shown in Figure 1. Because the
direct product of the irreducible representatiohthe SOMOs and thkeoperator belongs to
the “a” representation in the,Gymmetry, spinorbit interaction between the; &nd T,
excited states operates to induce the-8T; intersystem crossing; see the Appendix for
details. Then, the geometry @fwould change to the;Tglobal minimum 2T1,), in which
phosphorescence would occur from theeXcited state to thegp§round state. The energy
of this phosphorescence is evaluated to be 1.8®Wi#Vvthe PCM method, as shown in Table
4. This value agrees well with the experimenta ¢h89 eVf This phosphorescence is
assigned as the*(ppy) — do*(Pt-Pt) transitior?

It is likely that even in the solid state geometglaxation occurs from th@$
geometry to thS;, one, like in the CECNsolution, because no barrier exists between the
2 and2S,, geometries, as discussed above. Another reagbatithe molecular volume
changes less when going from 2@ (712 A%) geometry to th@S;. (698 A%) geometry than
when going from thelS geometry to thelS,, geometry, as shown in Table 2. In the
Co-symmetrical 25, geometry, the S— T; intersystem crossing occurs, followed by
geometry relaxation to th2T;, geometry on the {fPEC. Thus, the population of the T
state is present; hence, B S phosphorescence occurs at #¥e, geometry in the solid
state; note that this phosphorescence is alloweduse the Sstate mixes into the,Tstate
through spirorbit interaction and the;S— & transition is allowed. The energy of this
phosphorescence is calculated to be 1.75 eV, agnsiioTable 4. This energy agrees well
with the experimental value (1.93 &fbserved in tne solid state.

We discuss here the reason why the energy of pbosgptence a2 is similar between
in the solid state and the @EN solution. The important result is that the lazénimum

is absent in the {FPEC of 2. Another important factor is the moderate chamgehe
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molecular volume when going from tl2& geometry to th&T;, geometry. Thus, the; T
geometry of2 reaches almost the same global minimum geom@iry,) in both the solid
state and the CJEN solution, leading to the similar energy of phusgscence of
between the solid state and the4CN solution. Inl, on the other hand, the Geometry
still exists at the Flocal minimum in the solid state but changes ® Thrglobal minimum
in a CHCN solution, as discussed above.

This difference betweefh and 2 arises from the different direction of the lonerpa
orbitals between pz and pyt; as discussed abogajittogen and sulfur lone-pair orbitals of
pyt expand toward rather the inside, as shown guiréi 2, while nitrogen lone-pair orbitals
of pz expand toward the outside. As a resultgég@metry bearing the long-fRt distance
can be formed irl but not in2. This is one of the important factors for thefetiént

features betweehand?2.

4.4. Conclusions

In the S-PEC of 1, both global 1S5) and local {S;,) minimum geometries are
present. ThdS, geometry is similar to theg®quilibrium geometry X&), but thelS,
geometry is considerably different. The S$ate ofl takes thelS,, geometry in the solid
state because the geometry changes froml$hgeometry to thd S, one with difficulty in
the solid state. Sphorbit interaction between the;Tand S states operates in this
Ci;-symmetrical 1S, geometry to induce the;S— T intersystem crossing. Then, the
geometry moderately changes to tHeC/MLCT-minimum geometry 1T1,), in which
*(bpym) — tibpym) + d(Pt) phosphorescence occurs. In thgGDHsolution, the §
geometry ofl reaches the ;Sglobal minimum {S,4) concomitantly with a change of the
electronic structure from th&.C/MLCT state to the'MMLCT state. Because of the
Cao-symmetricallS;,' geometry, spirorbit interaction between the @nd S states is absent

not to induce the S— T; intersystem crossing. Also, the; $xcited state ofl
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non-radiatively decays to the §round state because of the small energy differ¢th@3
eV) between the ;Sand 3 states at th&S,;; geometry. Thus, both phosphorescence and
fluorescence ol are not observed in the @EN solution at RT. There is a possibility that
the § — T, intersystem crossing occurs before geometry rélaxao thelS,; geometry.
Even in this case,;I— S phosphorescence is not observed insCH, too, because the, T

— S non-radiative decay would easily occur becaugsaetmall energy difference between
the T, and $ states at thefglobal minimum geometryl{T15') in CHsCN.

In the S-PEC of2, the local minimum is absent and the moleculaum@ does not
change very much when going from thg éyuilibrium geometry 4S) to the $-global
minimum geometry4S;,). Hence, the Sgeometry of2 changes to th@S,; geometry in
both the solid state and the @EN solution. Because tI&S;, geometry is gsymmetrical,
spin-orbit interaction operates to induce the -S T; intersystem crossing. Thus, the
population of the T state is present; henae(ppy) — do*(Pt—Pt) phosphorescence occurs
at the2T;, geometry in both the solid state and thesCN solution. The direction of
lone-pair orbitals of the bridging ligand and thgmsnetry of the chelating ligand are

responsible for these differences betwgeamd?2.
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4.5. Appendix

Table Al. Several important optimized bond lengths (if &)pz and bpym of

1S 1S, 1S 1T 1Ty
pz r(N1-N2)° 1.354 1.351 1.356 1.350 1.356
r(N1-C1) 1.348 1.345 1.349 1.345 1.348
r(C1-C5) 1.391 1.394 1.392 1.394 1.391
bpym  r(N5-C7) 1.345 1.352 1.346 1.352 1.342
r(C7-C11) 1.387 1.378 1.382 1.378 1.387
r(C11-C15) 1.395 1.409 1.408 1.409 1.415
r(C15-N9) 1.335 1.325 1.321 1.325 1.319
r(N9-C19) 1.317 1.328 1.328 1.327 1.336
r(C19-N5) 1.358 1.376 1.379 1.375 1.389
r(C19-C21) 1.480 1.450 1.446 1.451 1.439

(a) Geometries were optimized with the DFT(B3PWB43is-1 method.(b) Labels of atoms are represented in
Scheme Al.

Scheme Al.
cs
_Cl1 c/ Nes _C12
?1§ C7 \{ ) ﬁs Sc16
N9 _N5 SVI—N2 N6_ _N10
Scio \Ptf\\ ”m/ ~C20
L0 77y &N €22
1?1 ﬁw NI—Ns N8 SNI2
C17. _C9 \ Cl0 _Ci18
i3 N ~C14
C6
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Table A2. Several important optimized bond lengths (it &)thp and ppy ol

exptl 2% 2Sia 2T1a
thp r(N1-C1y 1.335 1.356 1.353 1.352
r(C1-S2) 1.747 1.745 1.743 1.742
r(N1-C5) 1.360 1.351 1.349 1.349
r(C5-N7) 1.367 1.351 1.349 1.349
r(C7-C9) 1.411 1.400 1.401 1.401
r(C9-C11) 1.361 1.381 1.381 1.381
r(C11-C1) 1.398 1.414 1.412 1.412
ppy r(N3-C13) 1.330 1.342 1.353 1.353
r(C13-C15) 1.390 1.386 1.377 1.377
r(C15-C17) 1.398 1.395 1.409 1.408
r(C17-C19) 1.308 1.386 1.385 1.385
r(C19-C21) 1.405 1.400 1.399 1.399
r(C21-N3) 1.369 1.363 1.381 1.381
r(C21-C23) 1.471 1.457 1.445 1.445
r(C23-C25) 1.400 1.402 1.406 1.406
r(C25-C27) 1.338 1.388 1.386 1.386
r(C27-C29) 1.422 1.397 1.400 1.400
r(C29-C31) 1.338 1.394 1.394 1.393
r(C31-C3) 1.411 1.403 1.399 1.400
r(C3-C23) 1.421 1.420 1.424 1.424

(a) Geometries were optimized with the DFT(B3PW843is-1 method.(b) Reference 6.(c) Labels of atoms

are represented in Scheme A2.

Scheme A2.
//C9\

_C15  C7 c11 _C30
cr7 ci3 | [ Cc32 Sc2s
C19. _N3 Cs\\m/ ~s2 C4 C26

=

e A S %, S o4

| Ptl P2 |
£33 o 7, SN\ €22
2% 3 S1 N2 N4 SC20
| I c2  SCe
C2_ _C31 I | Ci4 _cC18
C29 C12 _C8 C16

~C10
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Table A3. Evaluated orbital energies (in eV)

1% 1S, 1S, 1T, 1T
B3PW91/basis-I//B3PW91/basis-I
&(m*(bpym)) -8.40 -8.90 -8.83 -8.92 -8.94
&(do*(Pt-Pt)) -12.14 -11.72 -12.22 -11.70 -12.13
g(mbpym)) -13.18 -13.19 -13.10 -13.19 -13.11
B3PW91/basis-II//B3PW91l/basis-I
&(m*(bpym)) -8.46 -8.97 -8.88 -8.99 -9.00
&(do*(Pt-Pt)) -12.47 -11.73 -12.49 -11.79 -12.53
g(mbpym)) -13.77 -13.94 -13.76 -13.95 -13.76
2% 2S1a 2T1a
B3PW91/basis-I//B3PW91l/basis-I
(™ (ppy)) -1.56 -1.68 -1.68
&(do*(Pt-Pt)) -4.61 -4.27 -6.23
(m(ppy)) -6.42 —6.22 -6.23
B3PW91/basis-II//B3PW91l/basis-I
(™ (ppy)) -1.72 -1.84 -1.84
&(do*(Pt-Pt)) -4.71 -4.37 -4.36
(™ (ppy)) -6.52 -6.37 -6.37

Table A4. Evaluated energies (in eV) and assignments of gfusepcence spectra bhnd2

energy of phosphirescence

geometry assignment vacuo N
B3PW91//basis-I//B3PW91/basis-I
174, m*(bpym) — 1i(bpym) + d(Pt) 1.73 1.29
1T m™(bpym) — do*(Pt-Pt) 2.35 2.30
2T1a ™(ppy) — do*(Pt-Pt) 1.81 1.94
B3PW91/basis-Il//B3PW91/basis-I|
1T m(bpym) — Tmibpym) + d(Pt) 1.66 1.22
1T m™(bpym) — do*(Pt-Pt) 2.33 2.28
2T1a ™(ppy) — do*(Pt-Pt) 1.75 1.87
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Discussion about the spirorbit interaction between the T; and S states based on the symmetry of
the electronic structure

The spirrorbit interaction between the triplet and singbetited states is one of the most important
factors to induce the phosphorescence in trangitietal complexes. If the spiarbit interaction is very
small, the intersystem crossing from the singlefted state to the triplet excited state hardlyussc In
such case, the population of the triplet statebseat, and hence, the phosphorescence does nat occu
Here, we will discuss the spiarbit interactions between thg &nd S states oflL and2 and between the
T, and $ states ofl.

The spirorbit interaction between the;Tand S states is approximately represented by the

spin-orbit matrix elements.
(spin-orbit matrix elements) = <LIJT1'm‘ He ‘ LIJSPO> (A1)
In eq Al,¥r1m andWs; o are wavefunctions of the; and S states, respectively, and the subscript “

represents the-component of the spin angular momentum=+1, 0,-1). In this study, the sptorbit

Hamiltonian Hse) is represented by one-electron term of the BRauli Hamiltonian, which is defined

below:
a uclear electron Z
A j Aj

wherea is the fine-structure constamtjs the distance between nucléusnd electron, | ands are the
orbital and spin angular momentum operators, reésdy; andZ is the nuclear charge. Wavefunctions

of the T; and S states are approximately described by the Slateriohinants, as follows:

|Wr ) = [XY) (A3)
1 _ _

Wio) = E{ |XY) + \XY>} (A4)

‘LPT1"1> - ‘W> (AS)
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woo) = {9 - o) | =

whereX andY are a-spin MOs of the Tand $ states andX and Y are their#spin MOs. These

Slater determinants are described by the Hartregugts, as follows:

W) = - povliv ) D

W,0) = 2 x5+ ] x| 9
I

W) = E{ \XYHYX\} (A9)

oo = 2 e - v v | (a0

In two electron system, the one-electron term efBineit-Pauli Hamiltonian is described, as

below:
2 nuclear eectron /
a eff A
Ho = —— D D S5 1,05 (A1)
2 T 5 ry
nuclear 2
= 2 2 I3 (A12)
A j=1
nucl
= S la® A 1, ) (A13)
A
nuclear,
= Z{/‘Al(l xA1le + l yAlsyl + I zAlSLl) + AAZ (I XA2 Sx2 + l yA2 Sy2 + l zAZSzz )} (A14)

A

nuclear 1 . .
Z {Am(i(lmsﬁ +|Alsl)+|zAlszlj

A
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1 + o - ot
+AA2(E (I AZSZ + |A282)+|ZAZSZZJ} (A15)

where laq, a1, andlan are x-, y-, and z-components of the orbital angular momentum operfio
electron 1, respectively, around atén Thes,, s;, andsy arex-, y-, andz-components of the spin
angular momentum operator for electron 1, respelgtiv Thel “a; andl "a; are the raising and lowering
operators for the orbital angular momentum, respelgt and thes’; ands; are the same operators for
the spin angular momentum.  Thg is equal to §°Za)/(2r°)).

The wavefunction of the;Sstate (eq A10) is changed by operating of the-gplrit Hamiltonian

(eq S15):

nuclear
Hso‘qJSi,0> = ZA: {/]Al(%(llzlsl_ +I,;181+)+IzAlszlj
+AA2(%(I;2s; +I;2s;>+lmszzj} %{ X[ [¥|-[%Y] +¥X]| } (a0

25T =) (porf o)

#(had s = Alna) | [XV] 47+ [x] X )
(=A%) | \XYMYX\) } (A17)
where 7 is the reduced Planck constant.

Multiplying this equation by the Ffwavefunctions (eqs A®) develops the spitorbit matrix
elements between thg @and S states, as follows:

nuclear

ol o) = T b 4 St aati) (v

(Wr
(e = Aol o) | X9 V%] + (%] + X )
Ot = Al [ [57]+ \Yx\)} (A18)

h

o LD N NP NER VRV YO

A
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I nuclear _ nuclear _
e 04D W RHPSEI W ARL A20
X Sa1x) - S =

(9ol Haol W) = 2 %]~ 9]+ -]}

< S =) (o)

A

SCRONIRI (ST

+(AA1|;1 —Anl Az) ( ‘XY‘ ‘YX‘ ) } (A21)

= 2 1]~ o+ ] R }
8

nuclear

"S5 =Rt ye) (V] R0 1] ] a2

= 2{<x|nu°z'efj/1,\|m|x> <Y|m§ar/1Ale|Y>} (A23)
= O 2 - S w21

(¥} = {0V 2" i = i) (v
A
(k) | 0 408 0]

liatis=Ati) (2] )| =

- {\XY\ \Yx\}rar{ (Ml zy = Al AZ)(\XY\ \Yx\) (A26)

%\
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nuclear __ nuclear _
D)

= A S0 -0 i) (n20)

Eqgs A25 and A28 are deformed with the relationgiressionsa” = lya +1i lya andla™ = lya = ilya, Wherei

is the imaginary unit:

of¥au) = = XS0 -0 S|

<LIJT1 +1

] h nuclear nuclear
. .Z_ﬁ{oq ST X)~(Y ZA:)IAIyA|Y>} (A29)

2

O E -0 S E )

A

nuclear /
TS 2,0~ 2 ) o

nuclear nuclear

(W, | e o) Ziﬁ{m S gmmm}

nuclear nuclear
. |T{<x| Sl X) {1 ZA:/]AIyA|Y>} (A31)

- 4f{<x|mf w2 x)- [ 3 2e XA|Y>}

A

nuclear nuclear

2h E'ff A eff A
' 4\/5{<X| 2 T Ll X) =¥ z B yA|Y>} (A32)

A A

Eq A30 is combined with eq A32, as below:

? " Zois effA
taltao) = TS 20 ) -0 S 2|

A

<LIJT1 1
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a’h nuclear 7 nuclear 7
APk SRRV S S e
42 re O ~ T

It is likely that the intersystem crossing occurtha S-equilibrium geometry because the geometry
of the S state easily changes to this geometry. Thusnwestigated the spiorbit interaction between
the T, and S states at the;Squilibrium geometry from eqs A24 and A33.

In CH;CN, the global minimum geometds,,' is G, symmetrical. The SOMOs dfS,, are the
do*(Pt-Pt) and 7#(bpym) orbitals, as shown in Figure 1, where tloenfer and the latter SOMOs
correspond toX and Y, respectively, in above equations. The irredecitépresentation of the the
do*(Pt-Pt) orbital is i and that of the(bpym) orbital is & The irreducible representation of the
x-component of the angular momentum operak{Z A/ra’)lx) is b, because its representation is the
same as th&, operator, where thB, means the rotation around tkexis. Similarly, the irreducible
representations of th?E(Zeﬁ,A/rf)IyA and Z(Zeﬁ,A/r,f)IzA operators are;band g, respectively. Thus, the
direct product of these irreducible representatioiss by (= & x b x a) for the
<7t (bpYM)[E(Zeit AT 22)lxa| do*(Pt=P1)>. Because this is not ;,a the matrix element
<7t (bpym)[E(Zei AT 1) lxa|do*(Pt—Pt)> becomes zero. The other matrix elementssnA@ and A33 are
also zero because of the same reason (see TahldéeA8)ng to the absence of the spirbit interaction
between the Tand S states. As a result, thg S T, intersystem crossing hardly occurs in i,
geometry.

The local minimum geometryS,, is G, symmetrical, in which the SOMOs are thilppym) and
7#(bpym) orbitals, as shown in Figure 1, where tberfer and the latter SOMOs corresponctandy,
respectively, in above equations. The irreducileleresentations of these orbitals are “a”. Além, t
irreducible representations of tH(Zetalfa)la, Z(Zeralfa)lya, and Z(Zeralrad)la Operators are “a”.
Because the direct product of these irreducibleessmtations is “a”, as shown in Table A3, all ixatr
elements in eqs A24 and A33 are non-zero, leadirthe presence of the spwrbit interaction. Thus,

the § - T, intersystem crossing occurs in th&, geometry.
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Table A5. Direct products of matrix elements in eqs A24 aldd At the $minimum geometries

1S4 (CZV) 1S, (Cl) 2S;a (CZ)
<X|mi|e:ar 1| X) byxbpxb =b axaxa=a bxbxb =b
nuclear /.
<Y|Z 1Y) axbxa =b axaxa=a axbxa =b
<X|HL§W%IYA|X> byxbyxb =b axaxa=a bxbxb =b
A A
<Y|nuczle:el%lyA|Y> axbxa =b axaxa=a axbxa =b
A A
nucleeJZeﬁA
(X| D) —S=1,40%) bhxaxh =a axaxa=a bxaxb =a
A rA
nuclear /.
<Y|Z 1Y) axaxa = axaxa=a axaxa =a

In 2, the global minimum geometr2S,, is G symmetrical, in which the SOMOs are the
do*(Pt-Pt) and7#(ppy) orbitals, as shown in Figure 1, where therfer SOMO corresponds ¥and the
latter one corresponds 1in above equations. Irreducible representatidrivese SOMOs are “b” and
“a”, respectively. Th(i(Zeff,A/rf)IxA andZ(Zeff,A/rA3)IyA operators belong to “b” irreducible representation
and theZ(Zeﬁ,A/rAs)le operator belongs to “a” irreducible representatioAll direct products of these
irreducible representations are not “a”; for examnijthe direct product of the irreducible represtma is
b(=axbxa)in n‘(ppy)|Z(Zeff,A/rA3)IxA|ﬂ*(ppy)>; see Table A3. Thus, all matrix elememtseg A33
becomes zero, and hence, the sprbit matrix element Wr; .1|HsoWs1,0> becomes zero. On the other
hand, the X|Z(Zeﬁ,A/rA3)IzA|X> and NlZ(Zeﬁ,A/rA3)IzA|Y> matrix elements in eq A24 are not zero, because
the direct products of the irreducible represeotatiare “a” in these matrix elements; for examgiie,

direct product is a (= a x a x a) for thez*éppy)lZ(Zeﬁ,A/rAs)lZA|77*(ppy)>. Thus, the sptorbit matrix
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element &1, oJHso|Ws1,6> is not zero. From these results, it is concluthed the $ > T intersystem
crossing occurs at tH&s,, geometry.
Next, we will discuss the spin-orbit interactiortvseen the Tand $ states ofl. Wavefunction of

the S states is represented by the Slater determinamfs]lows:
v.)) = ) - %) ]
[¥s.0) = 72 x2) - |x2) (A34)

where, X and Z are SOMOs of the Sate; the former is the same as the one SOM®Beof;tstate while
the latter is different from that of the §tate, as shown in Scheme A3. The Slater detantsrin eq

A34 are described by the Hartree products, asvistlio

Vo) = 2 122X |2+ 2 | (835

Scheme A3.

e(ppy) (by) — —e X
™(ppy) (ay) —e — Y
do*(Pt- P) (b) @ *— o z
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The wavefunction of the,State is changed by operating of the spibit Hamiltonian (eq A15):

nuclear

1 + - - ~t
Hso‘wsz,0> = ZA: {AM(E(lAlsl +|Alsl)+|zAlszlj

+AA2(§(I;Zs; +I;\2s;>+lmszzj} é{ X2 - (2| || +|2X] | o
= % Ze:ar{ ( Apel Az) ( [X2|+[zX| )
A

(s = Audha) | [X2]+[2X)+[52]+[2] )
i - 2eln) (152)+(2X) | (A37)

Multiplying this equation by the fwavefunctions (eqs A®) develops the spitorbit matrix

elements between the @and $ states, as follows:
nuclear
<wT1v+1‘HSO‘qJSb0> = %{ |XY|_|YX| } % ZA: { _(AAll/gl_/‘Azl/lz) ( |XZ|+|ZX| )
Ol = Adue) 32+ [2X] 32| +[2X]

O - 2i) [ 52)+2x ) } (A38)

- {{ xv]-vx| | le (= 2l) ( X2 12X )}

(A39)

2=

nuclear

= <Y| Zﬂ 1.1Z) (A40)

(Wro[Hoo|¥s,0)

2{ v }
2
A
*ado = A o) [ [X2]¥[2X]+[%2] 12X )

- 115 -



N AM,Q)(\XZ\\ZX\)} (Aa1)

= 21~ ] -] |
8

nuclear
< "5 = Autc) (2] xR +[2X] | o
h nuclear
= —§<Y| zA:)lAle|z> (A43)
= <Y|nucf =21 2) (A44)

h nuclear

(Mol = 5[5 \Yx\} S i ai) (2 )

Ot~ Ada) (][22

O - 2i) ( 52+ pm)} (Ad5)

- 4%{ \W\-\Y_x\}”ﬁw{ Ml = Al Az)(\xz\ \zx\) (A46)

nuclear

= AAT
2J_ 25" A2) (A47)
nuclear
= Y A AlZ A48
S 2Az) (nat)
Eqgs A40 and A48 are deformed with the relationgdregsionda” = lya + i lya andla™ =lya —ilya, as
follows:
nuclear nuclear
< Tt 1‘HSO‘LP > T<Y| Z/]Ale|Z> - i2\/—<Y| Z/‘ IyA|Z> (A49)
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nuclear nucleer

<Y|Z S al2) - i <Y|Z o2y e

nuclear h nuclear

<wT1,—1‘HSO‘qJSZVO> = 2\/—<Y| D AalZ) + im@“ ZA:"AlyA|Z> (AS1)

nuclear nuclear

= <Y|Z xA|Z>+'—<Y|Z o2y e

Eq A50 is combined with eq A52, as below:

nuclear nuclear

Heo|Ws,0) = <Y|Z 7 lalZ) T I—<Y|Z o A1alZ)  (as3)

<LIJT1 £1

Here, we will discuss the spin-orbit interactiontviieen the T and $ excited states at thET 4
geometry to investigate whether thg sSate mixes to theTstate or not. In th&T,; geometry, the
SOMOs of the T state are theak(Pt-Pt) (b) andt*(ppy) (&) orbitals and those of the State are the
do*(Pt-Pt) (b) and antisymmetricai*(ppy) (by) orbitals, as shown in Scheme A3, where ta¥let—Pt)
(by), T*(ppy) (au), andre*(ppy) (by) orbitals correspond t4, Y, andZ, respectively; see Scheme A3 ¥r
Y, and Z. The irreducible representations of tB€Zeara)la, Z(Zatalta)lya, and Z(Zegalfa’)loa

operators are-bb; and a, respectively, as discussed above.

Table A6. Direct products of matrix elements in eqs A44 a3 At thelT,, geometry

1T1a' (CQV)
nuclear
{v| Z 214l Z) axbhxh=2a
nuclear ZeffA _
(Y e 2) axbxb=a
A rA
nuclear ZeffA _
<Y|Zr—3’I2A|Z> axgxbh=h
A A
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It is noted that the energy difference betwienT; and 3 states in the C¥CN solution is considerably
larger at the2T,, geometry (1.87 eV) than at tHel,,; geometry (1.24 eV).Thus, the T > §
non-radiative decay hardly occurs 2n unlike in 1, which agrees with the experimental results that

phosphorescence @fis observed in the GJEN solution.
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Chapter 5

Oscillator Strength of Symmetry-For bidden d—d Absor ption of Octahedral
Transition Metal Complex: Theoretical Evaluation

5.1. Introduction

Absorption spectra of transition metal complexes loa easily investigated nowadays
with electronic structure theory such as time-delean density functional theory (TD-DFT)
and symmetry-adapted cluster expansion followed bgnfiguration interaction
(SAC/SAC-CI) method. However, the oscillator strength of a symmetmpfdden
transition such as a—d transition of a transition metal complex bearimgersion symmetry
cannot be evaluated with the usual electronic siracheory, as is well-knowi In a real
molecule, however, geometry is not frozen but tfaynibrating. Some of the molecular
vibrations break the symmetry of geometry in witioh transition dipole moment of thedl
transition becomes nonzero even in a metal compitxthe inversion symmetry. In other
words, the éd absorption is induced by molecular vibration. isTineans that the oscillator
strength of the symmetry-forbidden—di transition can be theoretically evaluated by
incorporating effects of molecular vibration intbiet electronic structure calculation.
However, such theoretical evaluations have beerdinso far. One of the pioneering
theoretical works was reported by Kato, luchi, #neir collaborators. They investigated
the d-d absorption spectrum of octahedral [Ni@®Js]?* with a model Hamiltonian which
was constructed by molecular dynamics simulatiohnother exampféwas a theoretical
study of the eéd absorption spectrum of square planar [RfCwith the HertzbergTeller
(HT) approximatiori. In this study, the Taylor expansion of transitdipoleM by normal
coordinateQ; is truncated at the second term and thenMhealue is calculated with the

derivative ofM by Q;, (GM/0Q;), and the vibrational wave functions in the elesic ground
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and excited states; see ref 8 for more details.ns{dering that the oscillator strength of
symmetry-forbidden €d transition has not been evaluated except forettsadies, its
theoretical evaluation is challenging even nowadayemember that the-d absorption
spectrum provides us with important knowledge ef dhd orbital energy gap. To present
a correct assignment of thedlabsorption, the oscillator strength is indispéfesa Thus, it
is important to investigate theoretically theddabsorption and its oscillator strength.

In this study, we wish to propose a new methodveduate the oscillator strength of
the symmetry-forbidden-al transition. In our method, the geometry distiitou around
the equilibrium geometry is incorporated by consitethe vibrational wave function, while
the HT approximation was not employed. The Bolmmdistribution law was employed
to evaluate the population of vibrationally excitethte. This method was applied to
octahedral transition metal complexes, [CogdH" and [Rh(NH)e**, as an example.
Though these compounds are not of that much intesescalculated the oscillator strength
of these well-known compounds here because thikesfirst application of our method.
Our purposes here are to examine whether or notrmihod is useful in evaluating the
oscillator strengths of symmetry-forbiddenddtransitions; A — T4 and'Ag — 'Tog, Of
an octahedral transition metal compfetg elucidate what kinds of molecular vibrations
contribute to their oscillator strengths, to evéueontribution of zero-point vibration, and to

show how much temperature influences the oscillstt@ngth.

5.2. Method and Computational Details
5.2.1. DFT Calculations
The core electrons of Co (up to 2p) and Rh (up dp Bere replaced with the

1011 and their

StuttgartDresderBonn relativistic effective core potentials (SDB B}
valence electrons were represented with (311111/22111/11) basis set$*® The

cc-pVDZ basis setdwere used for H and N.
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Geometries of [Co(NKJs]*" and [Rh(NH)¢]** in the'Ay4 ground state were optimized
with the DFT method, where the B3PW91 functidh&l was employed. Their vibration
frequencies were evaluated with the same methoalcitafion energies of thbA;; — Ty,
and'A 4 — T,y absorptions were evaluated with the TDDFT(B3PW8g&jhod***’

All electronic structure calculations were perfodnby the Gaussian 03 and 09
program package$,where the numerical integrals were calculated wieh“UltraFine grid”
(99 x 590) and the geometry optimizations wereiedrout in the “VeryTight” convergence
criteria in the Gaussian programs. The evaluateduencies and force constants were
corrected with scaling factors, 0.9573 and 0.916édpectively’> Molecular orbitals were

drawn by the MOLEKEL prograrf?.

5.2.2. Procedure to Evaluate Oscillator Strength of Symmetry-Forbidden d-d
Transition

To calculate the oscillator strength explicitly, weed vibrational wave functions at
the ground and excited states. However, it iseadty to calculate the potential energy
surface and vibrational wave function in the extiwtates of [Co(NB)¢]** and the Rh
analogue because their excited states induce tive-Daller distortion. Here, we wish to
propose an approximate way to evaluate the oswillsttength of the symmetry-forbidden
d—-d transition. In our method, the oscillator stittnig calculated with distorted geometry
along the normal coordinate of fundamental vibratias will be discussed below. This is
the same as the usual calculation of symmetry-a@ébwiransition in which the
Franck-Condon factor is not considered explicity but assdno be 1.0. However, the
potential energy surface and the vibrational wawecfion of the excited state were not
considered in our methdd. Because of these approximations, our method isperdect
and its application is limited; for instance, itncaot be applied to the evaluation of shape

and vibrational structure of absorption spectrunictvlarises from vibronic coupling. Also,
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the present method is not useful to make a congan$ absorption spectrum between two
complexes when the potential energy surface inettated state is considerably different
between them. In addition, note that, in our mdittbe JahnTeller effect of the excited
state is ignored: which influences the absorption spectrtfm.Despite of these defects, we
believe that the present procedure has some pabotgrit.

As well-known, the probabilityg; n(Q;) of distorted geometry is determined by the
square of the vibrational wave functigm(Q);**

9.,(Q) =[x, Q) (1)
wheren (= 0, 1, 2,...) is quantum number of the vibragilowave function an€); is normal
mode coordinate associated with the fundamentahtidn mode. Equilibrium geometry
corresponds t@; = 0. The probability of distorted geometry in agoint vibration is
schematically shown in Scheme 1a, as an example.

The inversion center of the octahedral complex phsars with some of molecular
vibrations. In such distorted geometry, the ostiliatrengths of théA 4 — 'T14and'Aq—
'T,4 transitions become nonzeto.The oscillator strengths;(Q) at distorted geometrg;
was calculated with the TD-DFT methttwhere the distorted geometrical coordinée
was determined along the normal madat an appropriate interval; note that the normal
mode i is provided by the Gaussian program package, wihieeeharmonic oscillator
approximation is employed. All vibration modes weronsidered unless otherwise the
contribution to the distorted geometry is negligildmall; See Appendix for details of
evaluation offg i (Qi).

The oscillator strengtlfi , induced by vibration mode with quantum numben is

represented by the integral of the produdt;gf(Qi) andg; ,(Q:), as shown by eq 2;

fin :ji 910 (Q) fue, (Q)AQ 2)
For instance, thé , value corresponds to a dark area in Scheme 1cis ifitegral was
calculated numerically; see also Appendix.
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Scheme 1.

(@) 9n(Q) (b) faisi (Q) (c) 9in(Q) faisi (Q)
(n=0) (n=0)
fdis,i (' Qi,avg,l) fdis,i (Qi,avg,l)
faisti - Qiavg,0) faisti (Qavg,0)
0 Qi |O Qi 0 Qi
Probability of distorted geometry Oscillator strength as a function Dark area indicates corresponds
by zero-point vibration of coordinateQ, fingineq 2.

The populationP;,, of the n-th vibrationally excited state in the vibration deoi
depends on temperatuig according to the Boltzmann distribution law. Bese the

harmonic oscillator approximation is employed héne,populatiorP; , is described by eq 3

exp(n+1/2)ha, I(k;T)]
>, &xP(j +1/2)hw (ks T)]

Pa(T) = )

wherekg is the Boltzmann constarit,is the reduced Planck constant, ands the frequency
of vibration of modei. The oscillator strengthi(T) induced by vibration mode at

temperaturd is represented by the sum of the produdtoandP; o(T);
fM=>R.Mf, 4)
n=0

The sum of the;(T) values on all fundamental vibrations correspotalshe total

oscillator strengtii(T) at temperaturé
all
f(T)=>f,(T) (5)

Here, the mode coupling is not considered afteckihg that it is not large; see Appendix
page S4. Two-photon excitation is not consideted, andicating that some of intensity is

missed.
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5.3. Resultsand Discussion
5.3.1. Optimized Geometries and d-d Absorption Spectra of [Co(NHs)s]** and
[Rh(NH3)e]**

Optimized M-N bond lengths of [Co(NEJs]*" and [Rh(NH)g]** are 2.009 and 2.113
A, respectively, as shown in Table 1, which agre#l with the experimental values (1.967
and 2.071 A¥*® The excitation energies of [Co(N}d>* are evaluated to be 2.61 and
3.62 eV for the’A1y — 'T1gand’A;y — 'Toq transitions, respectively, which also agree well
with the experimental values (2.62 and 3.67 8V)Those of [Rh(NH)¢]** are evaluated to
be 3.92 and 4.54 eV for tH&;y — 'T14 and'Ayq — Ty transitions, respectively. The
former energy is almost the same as the experimesiize (4.03 eVf’ Though the latter
one is moderately lower than the experimental v&ug6 eV)?’ the difference is not large
(about 0.3 eV).

The oscillator strengths of [Co(N)d]** at 293 K are evaluated to be 11.1%18nd
8.1x10" for the'A14 — 'T1g and'Ay — ‘T transitions, respectively, as shown in Table 2.

These results agree well with the experimentalesld1x10* and 9x10%).%°

Table 1. Optimized bond lengths (in A) and absorption ereg{in eV) of [Co(NH)¢*" and
[Rh(NHg)e**

calcd exptl

[Co(NHy)e]** r(Co-0) 2.009 1.967
LE(Ary— oy 2.61 2.62
LE(*A1g— Tay) 3.62 3.67

[Rh(NHs)e]** r(Rh-0) 2.113 2.071
LE(*A1g— Tag) 3.92 4.08
LE(Ary— oy 4.54 4.88

(a) Ref 24. (b) Ref 26. These absorption energies were measured in 5.0 Moaim-water at 293 K.(c) Ref
25. (d) Ref 27. These absorption energies were measured in agselui®n at room temperature.
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In [Rh(NHs)e]**, the oscillator strengths are evaluated to bexA0? and 13.0x10
for the A1y — 'T1g and 'A;y — T4 transitions, respectively. Though these values ar

somewhat smaller than the experimental values @8>xhd 27x10),2"?®

the experimental
trend of the oscillator strength is reproduced wagdl follows: In both of experimental and
theoretical results, the oscillator strengths ef'thyq — 'T14 transitions of [Co(NR)s]** and
[Rh(NH3)e]** are somewnhat larger than those of'thg, — *Tq transitions and the oscillator
strengths of [Rh(NB)s]*" are considerably larger than those of [Cog¥H" in both of the
'A1g— 'Tigand'A;g — 'Tog transitions.  These results indicate that our webib useful in

evaluating and discussing the oscillator strendtthe symmetry-forbidden-al absorption,

at least semiquantitatively.

5.3.2. Oscillator Strength at 0 K and Contributions of Various Molecular Vibration
Modes

It is of considerable interest to investigate wkeethr not the symmetry-forbidder-d
absorption can be observed at 0 K because vibratb®s not occur at 0 K in a classical
sense. However, the oscillator strength of [Co{NF¥ is evaluated to be 4.6xT0and
4.1x10* for the'A1y — 'T14 and'A1q — Ty transitions, respectively, at 0 K, as shown in
Table 2, though they are considerably smaller thase at 293 K (11.1xIband 8.1x10),
as expected. The oscillator strength of [RhgH" at 0 K is evaluated to be 11.7x10
and 7.6x10 for the 'T14 and 'T,, transitions, respectively, which are also consitlsr
smaller than the values at 293 K (22.7%¥1énd 13.0x10). It is noted that though these
oscillator strengths at 0 K are considerably smahan at 298 K they are not negligibly
small but instead are 40 to 60 % of the oscillatoengths at 298 K. This means that the
symmetry-forbidden €d absorption can be observed even at 0 K. Thigesause the
zero-point vibration provides the distribution astdrted geometry around the equilibrium

geometry even at 0 K, which corresponds to the mmicdy of geometry around the
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equilibrium geometry at 0 K. Such distribution astdrted geometry contributes to the
oscillator strength of the symmetry-forbidder dransition. In other words, the zero-point
vibration plays an important role in the symmetykidden d&d transition.

It is of considerable interest to clarify what \abon mode contributes to the oscillator
strength at 0 K. In the octahedral molecule, tla@eesuch six fundamental vibration modes
as the symmetric stretching mode 1§\ symmetric degenerate stretching modg),(E
symmetric degenerate bending modegy)Tantisymmetric degenerate stretching mode)(T
and two kinds of antisymmetric degenerate bendimglen (T, and B),?° as shown in
Schemes 2a and 2b. Because the symmetry of timefdhree vibrational modes is gerade,
the oscillator strength is not provided at all bgde vibration modes. On the other hand,
the latter three vibrational modes, whose symmistiyngerade, contribute to the oscillator
strengths of the symmetry-forbidden-dd transition. In [Co(NH)s]*>*, two kinds of
degenerate antisymmetricsl-Co-NHz bending vibrations of i, and T, considerably
contribute to the oscillator strength of theddabsorption at 0 K, as shown in Table 2,
because the considerably large geometrical distonis induced by these vibrations; the
oscillator strength induced by the,bending mode is 1.2xIband 0.8x10' for the'A1; —
T,y and'A1; — Ty transitions, respectively, and that induced byThebending mode is
0.8x10* and 0.6x1T' for the'A1q — 'Tigand'Ayy — 'Tog transitions””  On the other hand,
the degenerate antisymmetric €DdH3 stretching vibration mode ofy contributes much
less to the oscillator strength because the distors not large; for instance, the oscillator
strength induced by this vibration mode is 0.0 @rik10* for the'Ayq — 'Tigand'Ag —
1ng transitions, respectively.

There are several other vibration modes which irdlttle distortion from the
octahedral geometry. One of such vibration modeshe M-NH3; wagging mode; see
Scheme 2c. Interestingly, this vibration mode dbotes considerably to the oscillator

strength of the €d absorption, as follows; the oscillator strengttiuced by this vibration
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mode is 1.7x10 and 1.4x10 for the’A;4— 'T1gand'Ayy — Ty transitions, respectively,
in [Co(NHs)g]*" at 0 K, as shown in Table 2. Also, the-NHs rotational vibration around
the M-NH5 bond axis (Scheme Z&)contributes somewhat to the oscillator strength Kt
though this vibration distorts the octahedral gewynmuch less than the MNH3; wagging
mode; the oscillator strength induced by this vibramode is evaluated to be 0.5x1@nd
0.3x10* for the'A1q — 'T1gand'A;4— Tog transitions, respectively, as shown in Table 2.

Not only the M-NH3 bonds but also the N-H bonds of the Nigands contribute to
oscillator strength. Such vibrations areHNstretching and HN-H bending modes. As
shown in Table 2, the oscillator strengths indubgdthe N-H stretching and HN-H
bending modes are evaluated to be 0.3%a@d 0.2x1T for the'A;y — Ty and'Ay —
szg transitions, respectively, at 0 K. In other wqrt®th vibration modes contribute
somewhat to the oscillator strength of the dransitions of [Co(NK)s]>".

In [Rh(NHs)g]**, the molecular vibrations contribute similarlytte oscillator strength
at 0 K like in the Co analogue, as follows: Twads of degenerate antisymmetric
H3sN-Rh-NH3; bending modes I and T, contribute considerably to the oscillator
strengths of théA;y — 'T15 and'A;y — 'Toq transitions, as shown in Table’2. On the
other hand, the degenerate antisymmetrieNRtlg stretching mode of 1f, contributes little
to the oscillator strength. The RWH3 wagging vibration contributes considerably to the
oscillator strength, though this vibration distotitle the octahedral geometry. The
Rh—NHj3 rotational vibration around the RNH3 axis and the vibrations in the NHgand

moieties contribute somewhat to the oscillatorrgjtie of the ed transition at 0 K.
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Scheme 2.

(a) Characteristic vibration modes of octahedral maiewith gerade symmetry

symmetric degenerate symmetric degenerate
stretching (§) vending ()

symmetric stretching ()

(b) Characteristic vibration modes of octahedral maleevith ungerade symmetry

antisymmetric degenerate antisymmetric degenerate antisymmetric degenerate
stretching () vending (T,,) vending ()

(c) Other vibration modes

rotational vibration

. M- NH; w in
around M NH, axis 3 Wagging

Though only one MNH;, ligand
vibrates in left schemes for brevity,
six M- NHj, ligands vibrate in real

molecule.
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5.3.3. Temperature Dependence of Oscillator Strength

Here, we wish to discuss what vibration mode cbatas to the increase in oscillator
strength by temperature. The rotational vibraticmm®und the MNH3; bond axis
significantly increase the oscillator strength; fostance, these vibrations increase the
oscillator strength from 0.5xIband 0.3x10 to 5.2x10* and 2.8x1T for the'A;; — Ty
and*A;4 — Ty transitions, respectively, in [Co(NJd]**, when going from 0 to 293 K, as
shown in Table 2. The significantly large increasy these vibrations arise from their
very small wavenumbers of 4228 and 47107 cm® in [Co(NHs)g]*" and [Rh(NH)*,
respectively, as shown in Tablé%® Because of such small wavenumbers, the population
of the vibrationally excited states considerablgré@ases, when going from 0 to 293 K; for
instance, these populations are 8681 and 0.590.79 in [Co(NH)¢>* and [Rh(NH)e]**,
respectively, at 293 K, which are much larger ttreir populations at the vibrational ground
state, as shown in Table 3. Because the probabflihe distorted geometry is much larger
in the vibrationally excited state than in the grdistate, the rotational vibration around the
M-NH3 bond axis contributes considerably to the osoitlatrength at 293 K.

Besides the MNHj; rotational vibration, two kinds of 4Ml-M-NH3; antisymmetric
bending vibrations of [, and T, moderately contribute to the increase in the tdoi
strength, when going from 0 to 293 K, as shownabl& 2. The increase in the oscillator
strength by these vibrations is somewhat smalken that by the MNH3 rotational vibration.
This is because the wavenumbers of thegd-M—-NH3; antisymmetric bending vibrations
are much larger than that of the-MH; rotational vibration, as shown in Table 3. As a
result, the populations (0.24 in the,Tmode and 0.36.38 in the }, mode) of the
vibrationally excited states are much smaller esthantisymmetric bending vibrations than
in the rotational vibration (0.58.81), and hence, the oscillator strength modsratel

increases by these bending vibrations when temyergbes up.
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The wavenumber of the degenerate antisymmetriéNNg stretching vibration is
400-402 cm' and 395397 cm' in [Co(NHs)¢]** and [Rh(NH)e]**, respectively* which
are considerably larger than those of the degemenatisymmetric EN-M—-NH3; bending
vibration and the MNH;3 rotational vibration; see Table 3. The populatioh this
vibrationally excited states is small (0.14) at 208h both complexes, as shown in Table 2.
Thus, the degenerate antisymmetrieMHgz stretching vibration contributes much less to the
increase in the oscillator strength than the deg@@eantisymmetric fiN—-M—-NH3; bending
and the M-NH3 rotational vibrations, when going from 0 to 293 &Ctually, this vibration
increases the oscillator strength of th&;; — 'Ti4 transition by only 0.3xI9 in
[Co(NHs)g]®*, as shown in Table 3. On the basis of these teestilis concluded that the
degenerate antisymmetrictMHg; stretching mode contributes little to the osailtagtrength
of the d-d absorption at both 0 and 293 K, though the mddecdistortion from the
octahedral geometry is somewhat largely inducethisyvibration mode.

The wavenumbers of the NWlIH; wagging, N-H stretching, and NH bending
vibrations are significantly large, being more the80 cm® in both of [Co(NH)¢]** and
[Rh(NHs)g]®*, as shown in Table 3. Thus, the populations &irthibrationally excited
states are nearly zero even at 293 K, and henesg thibration modes contribute little to the

increase in the oscillator strength, when goingifdto 293 K.

5.3.4. MLCT Character in Symmetry-Forbidden d-d Transition

The tg and g Kohn-Sham orbitals of [Co(NBJe]>* and [Rh(NH)e]** are presented in
Figure 1. The gorbitals mainly consist of the d orbital of thetaleeenter and moderately
of the lone-pair orbitals of the NHigands, whereas thg,torbitals consist of the d orbital of
the metal center only. This means that the, — 'Ti4 and 'A;; — Ty transitions
moderately contain metal-to-ligand charge tran@f#tCT) character from theyg d, and

dy; orbitals of the metal center to the lone-pair @bdf NH; ligand.
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Figurel. Kohn-Sham orbitals of [Co(NBg]**

Table 4. Mulliken populations of Co, Rh, N, and H atdinis

[Co(NH5)e]*" and [Rh(NH)g]**

the *A;q 'Tig, and 'Ty, states of

Mulliken population

change of Mulliken population

"Asg Tig Tog Ay — Tag Ay — Tog

[Co(NHy)g]**  Co 27.064  26.997  27.019 -0.067 -0.045
N 7.059 7.073 7.069 +0.014 +0.010

H 0.810 0.809 0.809 -0.001 -0.001

[Rh(NHs)e]**  Rh 44980  44.826  44.848 -0.154 -0.132
N 7.102 7.129 7.125 +0.027 +0.023

H 0.801 0.800 0.800 -0.001 -0.001

(a) Averaged values of six N atoms and eighteetorha are presented here.
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This MLCT character is larger in tHé;; — T4 transition than in théA;; — *Tog
transition, as follows: In both of [Co(NJ]*" and the Rh analogue, tHA;; — Tig
transition decreases more the M atomic populatiod ancreases more the N atomic
population than does tHé\;; — T transition, as shown in Table 4, where the Mutiike
population analysis was employed; note that theghan the N atomic population directly
relates to the extent of the CT to the lone pabitat of NHs.**>  Also, the'A;y — 'T14 and
'A1g — Ty transitions decrease more the M atomic populatiod increase more the N
atomic population in [Rh(NHJe]®>* than in [Co(NH)¢**, as shown in Table 4. These
results indicate that the MLCT character is larigethe A1y — 'Ty4 transition than in the
A1y — Toq transition and larger in the-d transitions of [Rh(NB)¢]>* than in those of
[Co(NHa)e]*".

As the MLCT character increases, the oscillatoergjth increases in general.
Actually, the extent of the MLCT character in theddransition is parallel to the oscillator
strength of the €d transition; remember that the oscillator strengththe lAlg — 1Tlg
transition is larger than that of thé,q — ‘T4 transition, and both of their oscillator
strengths are larger in [Rh(N}d]** than in [Co(NH)e]*".

We wish to mention here the reason why the MLCTrattar is larger in the
symmetry-forbidden €d transition of [Rh(NH)e)]** than in that of [Co(NRe)]**. In
general, the 4d transition metal forms strongerdioate bond than the 3d transition metal
because the 4d orbital expands more widely thaddherbital®® As a result, the 4d orbital
of Rh overlaps with the lone pair orbital of Whkhore than the 3d orbital of Co does, which
leads to larger mixing of the NHone pair orbital into theegorbital in the Rh complex than
in the Co analogue. Thus, the MLCT characterngdain the Rh complex than in the Co
complex, which is responsible for the larger oatilt strengths of [Rh(Nbk)]** than those

of [Co(NHg))]*".
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5.4. Conclusions

We proposed here a new method to evaluate the latscilstrength of the
symmetry-forbidden d-d transition of the transitioretal complex bearing the inversion
symmetry. In this method, the probability of dit¢éal geometry is evaluated with the
vibrational wave function, and the Boltzmann dimition law is employed to evaluate the
population of the vibrationally excited state. THerzbergTeller approximation is not
necessary here. We applied this method to the ®rgrforbidden ed absorptions of
such octahedral complexes as [CogdH" and [Rh(NH)g]**. The present calculations
reproduce the experimental resifté! as follows: (i) The oscillator strengths of the,
— 'T,4and'A; — Ty transitions agree well with the experimental resinl [Co(NHy)s] >,
while those of the Rh analogue are somewhat smidéer the experimental results. (ii)
The oscillator strength of tHe!\lg — lTlg transition is considerably larger than that of the
A1 — Toq transition in both of [Co(NB)e]** and [Rh(NH)g]**. And, (iii) the oscillator
strengths of these transitions are considerablgetam the Rh complex than in the Co
complex.

In these complexes, thesN-M—-NH3; antisymmetric bending vibration (M = Co or
Rh) contributes considerably to the oscillator regté of the ed transition because the
geometrical distortion is largely induced by thibration. It is also noted that the-MH3
wagging vibration contributes considerably to treziltator strength despite of moderate
lowering of symmetry by this vibration and that tMe-NH3; antisymmetric stretching
vibration contributes little to the oscillator stggh despite of considerable lowering of
symmetry by this vibration.

Interestingly, the oscillator strengths of they — 'T1y and'Ayq — Ty transitions
are evaluated to be considerably large even at i khese complexes. The distorted
geometry (or the geometry uncertainty) by the zmoidt vibration is responsible for the

oscillator strength of the symmetry-forbiddenddtransition at 0 K. When temperature
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goes up to 293 K, the oscillator strength increas@sis increase in the oscillator strength is
mainly induced by the #N-M—-NH3; antisymmetric degenerate bending vibrations @fahd
T,y symmetries, MNH3; wagging vibration, and MNH3; rotational vibration around the
M-NH3; bond axis. The MLCT character, which is involvedthe symmetry-forbidden
d—d transition, contributes to the oscillator stréngt the dd absorption. This character is
larger in [Rh(NH)e]** than in [Co(NH)e]*".

These results indicate that our method is usefi@dvialuating and understanding the
oscillator strength of the symmetry-forbidderddtransition. Our procedure is much
simpler than the method with MD simulation and tHerzbergTeller approximation.
Though our procedure needs to calculgte(Q) value at manyQ; points, we can reduce
this computation; see Appendix. At the end of ttispter, we wish to note again the
presence of several weak-points in our methodilseaection “Method and Computational

Details”.
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5.5. Appedix

Details of Computational Procedure of Oscillator Strength
Theinterval of Q, was determined asfollows:

A small interval leads to correct value but we nkgde computational cost for too small interval.
We calculated square of vibrational wavefunctionappropriate interval of the coordina@ and
evaluated its root mean square value, where we gl vibrationally ground state wavefunction
(quantum number of vibratiom = 0) at the electronic ground state. This is beeahe vibrationally
ground state is the most important to determinedistorted geometry distribution. TH@'™ value
which provides this root mean square value wasuawadl forn = 0. The interval was taken to be one

twentieth ofQ"™; we checked that the computation result littlengfed when the interval was decreased.

Theintegration of eq 2
The integration was performed with enough rangepwganded integration range until the integral

value does not increase by expanding the integrasioge.

The neglect of vibration mode whose frequency islarge
We consider all vibration modes including soft medeHowever, we neglected the vibration mode
when its frequency is large and it little contribsito the distorted geometry after checking ifdbkeillator

strength by this mode is negligibly small.

The neglect of mode coupling
The anharmonicity of mode coupling is neglectediehe However, we checked the potential
energy surface (PES) along the coordinate of typicedamental mode but the PES is almost parabolic.

This result suggests that the vibration occursharmmonic manner and the mode-coupling is not large
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Evaluation of Oscillator Strength fg«i(Q;) with Relation fgg(Q)) = aiQi2

In our procedure, thi«i(Q;) value must be calculated at many normal modedtaateQ;,.  This
is troublesome and time-consuming. However, tldakpoint can be solved as follows:

In the HertzbergTeller approximation, the transition dipole momeifitthe symmetry-forbidden
d-d transition is represented as a linear functioa nbrmal mode coordina@.” Because the oscillator
strength is proportional to the square of the itemsdipole moment, the oscillator strendtfy(Q;) is
presented by a quadratic function of the normal encdordinateQ; under the HertzberJeller

approximation; in other words, the oscillator sg#nis represented by eq Al;
fosi = aiQi2 (A1)

whereg is a coefficient. To evaluate thg;(Q;) value with eq Al, we need to determine the coieifit
a value. Because it is likely that the use of smglli(Q;) value for the evaluation & gives rise to
large numerical error, we must employ an appropi@tvalue for the evaluation of the value. To
determine suck); value, eq A2 was employed here;
1
Quagn = [ Xn(Q)QN1(Q)Q | (A2)

This eq 7 presents a mean value®fin a fundamental vibration Here, we employed the vibration
wavefunctions of the grounch (= 0) and the first-excitedn(= 1) states because the population of
thermally excited state steeply decreases as thratiin quantum number increases. Next step is to
calculate oscillator strength by the TD-DFT(B3PW8&igthod af; = +Qj aygo and %) a41. From these
calculatedfgisi(+Qi avg,0) andfusi (£Qiavg,1) values?® the g value was determined with the least square
fitting, as shown in Scheme 1b. With thus-obtaiaedhlue, thd; (Q;) value was estimated by eq Al.

This procedure presents almost the same oscili&tamngth shown in Table 2, indicating that we can

reduce computational time by using this procedure.
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[Co(NHa)g]** and [Rh(NH)¢]** have three fundamental vibration modes of thg AI;N-M—-NH;
antisymmetric degenerate bending vibratidrheir oscillator strengths presented in Table 2tlagesum

of the oscillator strengths provided by three fundatal bending vibrations in the;,;Tmode; for
example, the oscillator strength of th&,; — T4 transition of [Co(NH)¢]** by this vibration is
1.2x10* which is the sum of three oscillator strengthd%2.0*) induced by three {J vibrations.
[Co(NH,)¢]** and [Rh(NH)s]*" have three fundamental rotational vibrations adotire M-NH; axis
with ungerade symmetryWavenumbers of these fundamental vibrations are442and 128 cil in
[Co(NHa)¢]** and 47, 48, and 107 ¢hin [Rh(NHs)e®*. We reported here their wavenumbers as
42-128 cm® and 47107 cm®, respectively, for brevity.The wavenumbers of the other molecular

vibrations are also provided in the similar way.
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General Conclusion

In this thesis, the author theoretically studiedurea and properties of electronic
excited states of transition metal complexes. @edments of this thesis are summarized,

as follows.

In chapter 1, the author investigated matatal multiple bonds in transition metal
complexes. Accomplishments of this investigatieecdme fundamental knowledge of
photochemical reactions of multinuclear transitiometal complexes because partial
formation or dissociation of the metahetal multiple bonds often occurs in these reastion
Summary of this investigation is as below: Fourudiear rhenium complexes, [Rdg]*,
[Rex(1+C1)sClg]*, [Rex(1-Cl)sClg] -, and [Re(1~Cl).Clg]*” were theoretically investigated by
complete active space self-consistent-field (CASSChultireference MglletPlesset
second-order perturbation theory (MRMP2), state raged (SA) CASSCF, and
multiconfigurational quasi-degenerate perturbatitmeory (MCQDPT). Interesting
differences in the electronic structure and-Re bonding nature among these complexes are
clearly reported, as follows: In [R&lg]*", which takes non-bridged geometry, the ground
state possesséAlg symmetry. Electron configuration of Riee molecular orbitals in this
ground state is evaluated a5°4T "%+ 0480265+ 2% by the CASSCF wavefunction.
This electron configuration is much different froffme formal electron configuration as
o“1t'd°5*°%0*°.  This difference means that the bonding intecactif thed orbital in
[RexClg]* is much weak, which was also reported by the previtheoretical study
(Gagliardi, L.; Roos, B. Olnorg. Chem. 2003, 42, 1599). Approximate stabilization
energies by the, 1t andd bonding interactions are evaluated to be 4.3@,28d 0.52 eV,
respectively, by the MRMP2 method. In PReCl)sClg]*, which takes face-sharing
bioctahedral bridged geometry, the ground statesgsses’E" symmetry. The electron
configuration of the ReRe molecular orbitals is estimated @s®’5>*5*>%*%1* by the
SA-CASSCF wavefunction, which is much differentrfréhe formal electron configuration

as 0°5'5*'0*%.  This difference means that the bonding inteoastiof twod orbitals are
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also much weak like that of th® orbital in [ReClg]*. The approximate stabilization
energy by two degeneratall bonding interactions is estimated to be 0.36 eVt
MCQDPT method. In [R€.+-Cl)sClg] , which also takes face-sharing bioctahedral bddge
geometry, the ground state’s;' state. The ReRe electron configuration evaluated with
the CASSCF wavefunctiom is"%%%1%5*18%*%3  Populations ob (1.62) ando* (0.38)
orbitals are respectively smaller and larger thasé¢ ofo (1.87) ando* (0.13) orbitals in
[Re;(1+Cl)sClg]*.  This means that thes bonding interaction is much weaker in
[Rex(1+Cl)sClg]~ than in [Re(z+Cl)sClg]* though both complexes take similar face-sharing
geometry. In [R&-Cl),Clg]*", which takes edge-sharing bioctahedral bridgedngty,
the o, 1, and d bonding interactions are not effectively formedween two Re centers.
The electron configuration of the HRee orbitals is estimated as
o099 9% 103 1.03gx 100 hyy the CASSCF wavefunction.

In chapter 2, the author investigated the metd¢l multiple bonds in transition metal
complexes like in chapter 1. Though the metatal molecular orbitals discussed in the
previous chapter are formed only by atomic orabitdl transition metals, the metatetal
orbitrals in this chapter include atomic orbitafdoth transition metals and typical elements.
Summary of this chapter is as below: The grouatesaind some low-lying excited states
of [Rex(1+0)(NH3)s]®* (Re(ll)-Re(IV) complex) and [R€O)(NH3)s]** (Re(IV)-Re(1V)
complex) were theoretically investigated by the MR&method and density functional
theory (DFT) with B3LYP functional. These complexeare model of
[Rex(1+-O)(Metpay]®’, [Rex(-O)x(Metpay]®’, and [Re(-O)(Mestpay]*” {Metpa =
((6-methyl-2-pyridyl)-methyl)bis(2-pyridylmethyl)aime and Metpa = bis((6-methyl-2-
pyridyl)methyl)(2-pyridylmethyl)amine}. The groundtates of [Rg-O),(NHs)g]** and
[Rex(1+0)(NH3)g]®* are respectively assigned to f& and®B states by the DFT(B3LYP)
method, but to béA and ?B states by the MRMP2 method. In fReO)x(NH3)g]*", the
DFT-optimized ReRe distance of thé state is different from the experimental valués o
similar complexes such as [Re-O)(Metpa)]** and [Re(1-O)x(Mestpa)]*'. However,
the Re-Re distance of th&A state is in good agreement with the experimemnals. Also,

in [Rex(10)2(NHs)g)**, the DFT-optimized ReRe distance of th&B state much differs from
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the experimental value of the similar complex, {ReO),(Metpa}]**, but that of théB state
agrees well with the experimental value. Theselt®sndicate that the ground state of
[Rex(1£0)(NHz)g]** and [Re(£+0)(NHa)g]*" respectively are théA and °B states, as
assigned by the MRMP2 method. In the DFT(B3LYPlcwations of the'A state of
[Rey(1-O)(NHs)g]**, the Re-Re molecular orbitals rise in energy in ordex & < 1< 1t <

0 < o*, which is different from general order < t< d < &* < 1* < ¢*. This interesting
result is explained, as follows: The and & bonding orbitals of [R&-O)(NHs)g]**
include d(Re)p(O) antibonding interaction but th¥ antibonding counterpart does not.
As a result, thetandd orbitals become higher in energy than dherbital.

In chapter 3, the author researched phosphoresoemergies of transition metal
complexes which are shifted by experimental cood#isuch as temperature and solvent.
This research focused on not only assignment okl&etronic structure but also geometry
change in the excited state, where discussion basdae latter factor rarely presented in the
previous studies. Summary of this research is a&owb Four kinds of
3,5-dialkylpyrazolate-bridged dinuclear platinum(licomplexes [B{u-Ropz)(dfppy)]
(dfppy = 2-(2,4-difluorophenyl)pyridine and 62 = pyrazolate (bbz),
3,5-dimethylpyrazolate  (M@z), 3-methyl-Btert-butylpyrazolate ~ (MBupz), or
3,5-bistert-butyl)pyrazolate '‘Bu,pz)) were theoretically investigated by the DFT inoet
with B3PW91 functional. Phosphorescence propediethese platinum complexes were
discussed on the basis of potential energy curt#CjRof the lowest energy triplet excited
state (). This PEC significantly depends on bulkinesssabstituents on pz. In the
H-Hopz and (-Meypz complexes, bearing small substituents on pz, looal minimum
appears in the jTstate besides the global minimum. This local miumh geometry is
similar to the &equilibrium one. The fstate at this local minimum is characterized as
T-Tt* excited state in dfppy, wherauwbrbital of Pt participates in this excited stdieotigh
antibonding interaction witht orbital of dfppy; in other words, this triplet etexd state is
assigned as mixture of ligand-centered®* and metal-to-ligand charge transfer excited
state {LC/MLCT). Geometry of the Fglobal minimum is considerably different from the

So-equilibrium  one. The 1 state at the global minimum is characterized as
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metal-metal-to-ligand charge transfePMMLCT) excited state, which is formed by
one-electron excitation fromogdo antibonding orbital tat* orbital of dfppy. Because of
presence of the local minimum, the geometry harmianges in polystyrene at room
temperature (RT) and frozen 2-methyltetrahydrofy@&MeTHF) at 77 K. As a result, the
phosphorescence energy is almost the same in toesktions. In fluid 2-MeTHF at RT,
on the other hand, geometry of thestate easily reaches theg-global minimum. Because
the T;-global minimum geometry is considerably differémm the $-equilibrium one, the
phosphorescence occurs at considerably low eneifjyese are reasons why the Stokes
shift is very large in fluid 2-MeTHF but small irolystyrene and frozen 2-MeTHF. In the
/+Me'Bupz and 1-'Buypz complexes, bearing bulkiert-butyl substituents on pz, only
Ti-global minimum is present but local minimum is .noElectronic structure of this
T1-global minimum is assigned to tAKIMLCT excited state like therH.pz andu-Mespz
complexes. Though frozen 2-MeTHF suppresses thengey change of thg-Me'Bupz
and /+'Buypz complexes in the Tstate, their geometries moderately change in polyse
because of the absence of theldcal minimum. As a result, the phosphorescemsrgy

is moderately lower in polystyrene than in frozeiM@THF. The T-global minimum
geometry is much different from the-8quilibrium one in thew-Me'Bupz complex but
moderately different in the+'Bu,pz one, which is interpreted in terms of symmetoés
these complexes and steric repulsion betwersbutyl group on pz and dfppy. As a result,
the phosphorescence energy of th&le'Bupz complex is much lower in fluid 2-MeTHF
than in frozen 2-MeTHF like the-H,pz andi-Me,pz complexes, while that of the'Bu,pz
complex is moderately lower.

In chapter 4, the author studied the spirbit interaction betweeni;&nd T, states of
transition metal complex, which is one of the dmieant factors whether the complex
exhibits phosphorescence or not. Discussion o shildy was performed based on the
relationship between symmetry of electronic streectand the spiorbit interaction like the
previous study by El-Sayed. Thus, this study apoads to one of the works to evolve the
El-Sayed’s rule, which predicts the rate of intetsyn crossing and the intensity of

phosphorescence in organic molecules. The dismusgs summarized as below:
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Dinuclear platinum(ll) complexes [Rr-pzy(bpym)]?* (pz = pyrazolate and bpym =
2,2'-bipyrimidine) and [B{upyt(ppy)] (pyt = pyridine-2-thiolate and ppy =
2-phenylpyridine) were theoretically investigatedhathe DFT(B3PW91) method to clarify
the reasons why the phosphorescence efftz),(bpym)]** is not observed in acetonitrile
(CH3CN) solution at RT but observed in solid state &t &d why the phosphorescence of
[Pt(t-pyt)(ppy)] is observed in both GHN solution and solid state at RT. Thedhd
T. states of [RB{u-pz)(bpym)]?* in CH:CN solution are assigned as the MMLCT excited
state. Their geometries arg,Gymmetry, in which the sptorbit interaction between;S
and T, states is absent. This is because direct pragfuateducible representations of the
singly occupied molecular orbitals (SOMOs) of theseited states and the orbital angular
momentum l) operator does not belong tg r@presentation, where ttes included in the
spin-orbit Hamiltonian. As a result; S~ T; intersystem crossing hardly occurs, leading to
the absence of;F—» & phosphorescence in GEN solution at RT. In solid state, geometry
of the S state does not reach the global minimum but stay€;-symmetrical local
minimum. This $ excited state is assigned as the LC/MLCT statehe $pir-orbit
interaction between;Sand T, states operates to induce the-S T; intersystem crossing
because the direct product of irreducible repredemts of the SOMOs and theoperator
belongs to “a” representation. As a result, thed & phosphorescence occurs in solid
state at RT. In [Bfw-pyt)(ppy)], the S and T, states are assigned as the MMLCT excited
state. Their geometries are-§/mmetries in both C¥N solution and solid state, in
which the spirorbit interaction between;S&nd T, states operates to induce the-S T;
intersystem crossing. This is because direct modtiirreducible representations of the
SOMOs and thel operator belongs to “a” representation. Thus, the - &
phosphorescence occurs in both 3CN solution and solid state, unlike
[Pto(1+pz)(bpym)] *"

In chapter 5, the author proposed a new methodltulkate oscillator strength of the
Laporte-forbidden €d absorption. This new method incorporates effettdistortions of
molecular orbitals induced by molecular vibrationsThe study by this method is

summarized as below: The oscillator strengths Gd(NHs)e]** and [Rh(NH)e]** were
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theoretically evaluated. Calculated oscillatoesgths of [Co(NH)s]*" agree well with the
experimental values in bottA;y — 'T15 and'A;; — Ty absorptions.  In [Rh(NEJe] >,
although the calculated oscillator strengths ammeswhat smaller than the experimental
values, computational results reproduce well theegmental trends; one trend is that the
oscillator strengths of [Rh(N$t]*>* are much larger than those of [Co(®#f* and another
trend is that the oscillator strength is largethia'A;q — T4 absorption than in thed;q —
1ng one. The difference of the oscillator strengtesMeen two complexes are explained,
as below: Mixture of the Sporbitals of NH ligands to the d orbitals of metal center is
larger in [Rh(NH)¢]** than in [Co(NH)]*". Thus, the distortions of the d orbitals are
larger in the former complex than in the latter ,ombich induces the stronger oscillator
strength in the former complex. The calculaticgady shows that the oscillator strength is
not negligibly small even at 0 K. This means tiat d-d absorptions of [Co(Ngs]*" and
[Rh(NHs)g]®* are strongly induced not only by the excited molecvibrations but also by

the zero-point molecular vibration.

As described above, the author presented explamatid understanding of nature and

properties of electronic excited transition metaimplexes, overcoming theoretical

difficulties of the electronic structure calculatg® Because these achievements were based

on fundamental properties of the chemistry suchthes molecular geometry and the
electronic structure, the author believes that thesis will certainly evolve the chemistry of

excited transition metal complexes.
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