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13 ABSTRACT
14  
15 Application of the modal filtering technique to active control can be effectively used to suppress vibration of floor panels by 
16 increasing the damping of the natural vibration modes involved. Limitation of this method is related to the spillover effect caused 
17 by the neglected modes. In this study, a sensor placement determination procedure is developed so that enhancement of the 
18 separation performance of the modeled modes and reduction of the spillover effect of the truncated modes in modal filtering are 
19 achieved at the same time by combining the minimum spillover method, effective independence method (EFI) and modal 
20 assurance criterion (MAC). Performance of the proposed procedure is investigated by conducting verification tests to control 
21 vibration of a rectangular steel plate with the modal filtering technique, and the sensor placement determined by the proposed 
22 approach achieves preferable results than other two sensor placement cases. The effectiveness of the proposed technique is also 
23 verified by state feedback control for individual modes. Using the proposed approach, effective active control of the steel plate 
24 vibration is successfully achieved.
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26
27 1. Introduction
28  
29 The floor impact sound problem in residential buildings is essentially a serviceability problem in terms of annoying the users 
30 and rarely affect the fatigue damage or safety of structures since the main cause of the floor impact sound is the vibration of floor 
31 members induced by external actions [1, 2]. Application of dynamic response control techniques to the floor members can be 
32 effective in suppressing the sound. Application of the active control techniques using sensors, actuators and a controller can be a 
33 promising approach because of its high effectiveness in vibration cancellation and the ability to deal with multiple modal 
34 responses in a simple manner compared to the passive and semi-active control methods [3, 4].
35 Research on utilizing active vibration control (AVC) technology towards human-induced vibration of floors can be seen in 
36 some recent trials [1, 7, 8, 9, 10, 11]. Depending on the frequency of the first mode, floor can be divided into ‘low frequency 
37 floors’ and ‘high frequency floors’, and most of the research until now focus on ‘low frequency floors’ because the progress of 
38 light weight and long span construction which inherently have less damping [5]. Direct-Output Feedback controllers which 
39 multiply the sensor outputs by a gain matrix to produce the actuator commands are usually chosen for the floor vibration control 
40 [6]. One of the earliest applications of AVC is presented by Hanagan using the direct velocity feedback (DVF) controller to 
41 reduce the floor motion, achieving vibration reduction of over 75% [3, 4]. Since then, further work has improved on this controller. 
42 For example, Díaz and Reynolds presented a compensated acceleration feedback control algorithm implemented on an office 
43 floor in which a phase-lag compensator is applied to the acceleration outputs such that the properties of high damping at the 
44 fundamental vibration mode and high stability margins are achieved, the amount of time spent above a response factor (a common 
45 vibration limit for high quality office environments) was reduced by 97% for the in-service testing [7]. Díaz and Reynolds also 
46 investigated the direct velocity feedback with feed-through term controller in order to make the system more robust with respect 
47 to stability and achieve excellent reduction in vibration response [8]. Donald Nyawako introduced a disturbance observer that is 
48 used to suppress the off-resonance vibration combined with the DVF controller and the results showed that the inclusion of the 
49 disturbance observer with an outer loop DVF has improved the vibration mitigation performance by about 3.5% at resonance 
50 and 6-10% off-resonance [9]. 
51 However, the excessive level of vibration is usually a problem of a wide area not just a single location, which requires using 
52 of several collocated actuator-sensor pairs to achieve the vibration reduction requirement. Multiple single-input and single-output 
53 (SISO) control schemes which are designed for each location independently was first investigated, however, since the structural 
54 system does not act independently at each control location, it was shown to have limited efficiency in which a reduction of the 
55 control gain of each SISO is needed to guarantee stability [10]. Multi-input and multi-output (MIMO) was then used for the 
56 global vibration control of floor motion. These DVF MIMO control strategy find the optimal gain matrix and the optimal location 
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57 for a predefined number of actuators and sensors obtained by minimizing a performance index PI. It was observed that MIMO 
58 control improved the results compared with the SISO control strategy [11].
59 On the other hand, ‘high frequency floors’ and Model Based (MB) controller have not been deeply studied for the human-
60 induced vibrations of floor. Although the building floor can be theoretically regarded as a distributed-parameter system, it is 
61 possible to represent its dynamics by a discrete system that allows the application of the technique referred to as the modal filtering 
62 (MF). The concept of MF is that the coupled equations of motion of a discrete system are decoupled into a set of independent 
63 modes in the modal space [12, 13, 14]. Using this technique, the modal control forces can be independently designed for each 
64 mode through feed-back control and applied by actuators. Since it is not practical and not necessary to model all the modes, a few 
65 number of lower modes or modes in the bandwidth of interest are considered to be controlled by this method. However, the 
66 neglected modes are still present in the system and the truncation of the modes may cause a spillover effect when the system is 
67 subjected to disturbance excitation or control force [15]. The spillover effect should be avoided since it may cause system 
68 instability and poor control performance [16, 17].
69 For successful application of MF technique for floor system vibration control, the placement of sensors and actuators to 
70 reduce the associated noise and spillover effect and to enhance the performance of the system as well as its fatigue durability is 
71 of great significance [18]. While the number of sensors should be greater or equal to the total number of the modes considered in 
72 modal filtering, use of a large number of sensors is not recommended for the economic and aesthetic considerations. For the case 
73 of dynamic response control of a system with classical damping, it is possible to point out the following four issues that should 
74 be considered in determining the sensor placements. The first one is the observability, which implies that the sensors should be 
75 located in the vicinity of the anti-nodes of the natural modes to be measured. The second one is the state estimate ability [19], 
76 which implies that the covariance matrix of the estimate errors should be as small as possible with the effect of white noise in the 
77 measurement signal by the sensors. The third one is the orthogonality, which is considered to ensure the principle of modal 
78 filtering to rigorously hold and enhance robustness against the error of modal shape estimation. The last one is the spillover, as 
79 previously mentioned. The spillover observed by the sensors should be as small as possible to avoid instability caused by the 
80 truncated modes.
81 The objective of the study described in this paper is to develop a sensor placement procedure to deal with these four problems. 
82 The minimum spillover method, the effective independence method and the modal assurance criterion used as background 
83 techniques are introduced in Sec. 2. The proposed sensor placement method that enhances the separation performance of the 
84 modeled modes and reduces the spillover effect of the neglected modes is developed in Sec. 3. A brief introduction of phase 
85 compensated direct velocity feedback control is shown in Sec. 4. Some results of experimental tests are discussed in Sec. 5.
86    
87 2. Preliminaries
88
89 2.1 The minimum spillover method
90
91 The MF technique is based on the idea of coordinate transformation, where the signal measured by the sensors can be 
92 expressed as a linear combination of sinusoidal responses in multiple natural vibration modes. This situation is expressed as 
93 follows:
94

95                              (1)𝐮(t) = ∑𝑁
𝑛 = 1𝐴𝑛𝜳𝑛cos (𝜔𝑛𝑡 ‒ 𝛾𝑛) = ∑𝑁

𝑛 = 1𝑞𝑛(𝑡)𝜳𝑛

96
97 where  is the response measured by sensors represented as a vector, N is the number of natural modes to be considered, 𝐮(t)
98  is the real amplitude,  is the modal shape vector,  is the phase,  is the natural angular frequency and n denotes 𝐴𝑛 𝜳𝑛 𝛾𝑛 𝜔𝑛
99 that the variable is for the nth mode. The symbol  represents the generalized coordinate of the nth mode that represents 𝑞𝑛(𝑡)

100 the nth mode response  in this case.𝐴𝑛cos (𝜔𝑛𝑡 ‒ 𝛾𝑛)
101 The number of the modes is assumed to be a finite integer. Let us assume that the number of the controlled modes be   𝑁  𝑀
102 such that . In this case, the response can be divided into a controlled part and a residual part [20, 21], which can be  𝑀 < 𝑁  𝐮(t)
103 expressed in a matrix-form:
104
105                                      (2){u} = [𝛹𝑚]{𝑞𝑚} + [𝛹𝑢𝑚]{𝑞𝑢𝑚}
106
107 where  is an -dimensional vector,  is the number of sensors such that , the size of the matrix  is , {u} 𝑆 𝑆 𝑆 ≥ 𝑀 [𝛹𝑚] 𝑆 × 𝑀
108 that of  is ,  is an -dimensional vector and  is an -dimensional vector.[𝛹𝑢𝑚] 𝑆 × (𝑁 ‒ 𝑀) {𝑞𝑚} 𝑀 {𝑞𝑢𝑚} (𝑁 ‒ 𝑀)
109 From Eqn. (2):
110
111                 (3){𝑞𝑚} = ([𝛹𝑚]𝑇[𝛹𝑚])

‒ 1[𝛹𝑚]𝑇{𝑢} ‒ ([𝛹𝑚]𝑇[𝛹𝑚])
‒ 1[𝛹𝑚]𝑇[𝛹𝑢𝑚]{𝑞𝑢𝑚}

112
113 Note that  is the generalized inverse of the modal matrix  [22]. The second term on the right ([𝛹𝑚]𝑇[𝛹𝑚])

‒ 1[𝛹𝑚]𝑇  [𝛹𝑚]



114 hand side of Eqn. (3) is referred to as the residual part. If the spillover effects are sufficiently small and negligible, Eqn. (3) can be 
115 expressed as:
116
117 (4){𝑞𝑚} = ([𝛹𝑚]𝑇[𝛹𝑚])

‒ 1[𝛹𝑚]𝑇{𝑢}
118
119 In order for  to be acceptably expressed by Eqn. (4), the modal shape matrix  included in the residual part {𝑞𝑚} [𝛹𝑢𝑚]
120 should be altered by adjusting the sensor placement. The spillover term  is defined as the residual part with the negative sign:{𝛥}
121
122 (5){𝛥} = ([𝛹𝑚]𝑇[𝛹𝑚]) ‒ 1[𝛹𝑚]𝑇[𝛹𝑢𝑚]{𝑞𝑢𝑚} = [𝛹𝑠𝑝𝑖𝑙𝑙]{𝑞𝑢𝑚}
123
124 Minimization of the spillover can be achieved by using the norm of the spillover term  as the objective function:{𝛥}
125
126  (6)‖𝛥‖2 = {𝑞𝑢𝑚}𝑇[𝛹𝑠𝑝𝑖𝑙𝑙]𝑇[𝛹𝑠𝑝𝑖𝑙𝑙]{𝑞𝑢𝑚} = {𝑞𝑢𝑚}𝑇[𝛹𝑠𝑝𝑖]{𝑞𝑢𝑚}
127
128 For any , the following inequality holds: {𝑞𝑢𝑚}
129

130  (7)λ𝑚𝑖𝑛([𝛹𝑠𝑝𝑖]) ≤
{𝑞𝑢𝑚}𝑇[𝛹𝑠𝑝𝑖]{𝑞𝑢𝑚}

{𝑞𝑢𝑚}𝑇{𝑞𝑢𝑚} ≤ λ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])

131
132 where  and  are the minimum and maximum eigenvalues of , respectively. In order to λ𝑚𝑖𝑛([𝛹𝑠𝑝𝑖]) λ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])  [𝛹𝑠𝑝𝑖]
133 minimize the spillover effect, sensors must be arranged to achieve the minimum value of , which means that the  λ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])
134 sensor placement is to be determined using the following objective function [20, 23]:
135
136                            (8)𝐽𝑠𝑝𝑖 = λ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])→𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
137
138 Note that the presence of noise in the measurement signals is not assumed in the formulation. Orthogonality of the modal 
139 matrix  is not assumed in this approach either. Also, since an enormous number of possible sensor locations have to be  [𝛹𝑚]
140 considered in the algorithm in practice, computational efficiency is required in the determination procedure of the optimal sensor 
141 location to achieve minimum of the objective function . 𝐽𝑠𝑝𝑖

142 The minimum spillover method can also be developed for searching the optimal actuator placement if more than one 
143 actuators are used. If the number of actuators is assumed to be 𝑁𝑎𝑐, the modal control forces of the control modes {𝑓𝑚𝑐} and the 
144 residual modes {𝑓𝑟} can be expressed as:
145
146 {𝑓𝑚𝑐} = [𝐵𝑐]{𝑉} 
147

(9)

148
149 And:
150
151 {𝑓𝑟} = [𝐵𝑟]{𝑉} 
152

(10)

153
154 where {𝑓𝑚𝑐} and {𝑓𝑟} are 𝑀-dimensional and (𝑁 ‒ 𝑀)-dimensional vectors, respectively. {𝑉} is the control force 
155 generated by the actuators represented as an 𝑁𝑎𝑐-dimensional vector. The size of the mode shape matrix [𝐵𝑐] is 𝑁𝑎𝑐 × 𝑀, and 
156 that of [𝐵𝑟] is 𝑁𝑎𝑐 × (𝑁 ‒ 𝑀).
157 Combining Eqn. (9) with Eqn. (10) gives:
158

159 {𝑓𝑟} = [𝐵𝑟]([𝐵𝑐]𝑇[𝐵𝑐]) 
‒ 1[𝐵𝑐]𝑇{𝑓𝑚𝑐}

160

(11)

161
162 A small control spillover effect can be achieved by altering the position of actuators. As discussed in the observation spillover, 
163 minimization of the control spillover can be achieved by using the norm of the spillover term {𝛥𝑐} as the objective function:
164



165 ‖𝛥𝑐‖2 = {𝑓𝑚𝑐}𝑇[𝐵𝑠𝑝𝑖𝑙𝑙]𝑇[𝐵𝑠𝑝𝑖𝑙𝑙]{𝑓𝑚𝑐} = {𝑓𝑚𝑐}𝑇[𝐵𝑠𝑝𝑖]{𝑓𝑚𝑐} 

, the following inequality holds:
‒ 1[𝐵𝑐]𝑇. For any {𝑓𝑚𝑐}

166 (12)
167
168      in which [𝐵𝑠𝑝𝑖𝑙𝑖] = [𝐵𝑟]([𝐵𝑐]𝑇[𝐵𝑐]) 
169

170 (13)λ𝑚𝑖𝑛([𝐵𝑠𝑝𝑖]) ≤
{𝑓𝑚𝑐}𝑇[𝐵𝑠𝑝𝑖]{𝑓𝑚𝑐}

{𝑓𝑚𝑐}𝑇{𝑓𝑚𝑐} ≤ λ𝑚𝑎𝑥([𝐵𝑠𝑝𝑖]) 

171
172 where λ𝑚𝑖𝑛([𝐵𝑠𝑝𝑖]) and λ𝑚𝑎𝑥([𝐵𝑠𝑝𝑖]) are the minimum and maximum eigenvalues of [𝐵𝑠𝑝𝑖], respectively. The actuator 
173 placement is determined using the following objective function:
174
175 (14)𝐽𝑠𝑝𝑖𝑎𝑐 = λ𝑚𝑎𝑥([𝐵𝑠𝑝𝑖])→𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
176
177 2.2 The effective independence method (EFI)
178
179 In the effective independence method (EFI), the candidate sensor locations are ranked according to their contribution to the 
180 linear independence of the target modal partitions in an iterative manner [24, 25]. The trace and determinant of the related Fisher 
181 information matrix are maximized by this method, leading to improved estimates of the concerned modes in the presence of 
182 white noise. The candidate solution is narrowed by removing the sensor locations that contribute the least of all the position sensor 
183 locations to the linear independence of the target modal partitions [19, 26, 27]. The output of the sensors with additive white noise 
184 can be written as:
185
186 (15){u} = [𝛹𝑁]{𝑞𝑁} + {ε} = 𝐇(𝑞𝑁) + {ε}
187
188 where the symbol  represents the process measurement and  is a stationary Gaussian white noise with zero mean and a 𝐇 {ε}
189 variance of . In EFI analysis, the covariance matrix of the estimate error is computed as follows: [ψ2

0]
190

191 (16)E[(𝒒𝑁 ‒ 𝒒𝑁)(𝒒𝑁 ‒ 𝒒𝑁)𝑇] = [(
∂𝐇
∂𝒒𝑁

) [ψ2
0] ‒ 1(

∂𝐇
∂𝒒𝑁

)]
‒ 1

= [
1

ψ2
0
[𝛹𝑁]𝑇[𝛹𝑁]]

‒ 1
= Q ‒ 1

192
193 in which  is the unbiased estimator of , and  is the Fisher information matrix. Maximizing  is assumed to lead to 𝑞𝑁  𝑞𝑁 Q  Q
194 the best state estimate of . The first step of the procedure is to find the solution of the eigenvalue equation: 𝑞𝑁

195
196  (17)[[𝛹𝑁]𝑇[𝛹𝑁] ‒ 𝛌𝐈]𝞧 = 0
197
198 where  is the diagonal eigenvalue matrix,  is the matrix consisting of the orthogonal eigenvectors such that . The 𝛌  𝞧  𝞧𝑻𝞧 = 𝐈
199 EFI coefficients of the candidate sensor locations are given by:
200
201  (18)𝐸𝐷 = ([𝛹𝑁]𝞧) ⊙ ([𝛹𝑁]𝞧)𝛌 ‒ 𝟏 ∗ 𝟏
202
203 where the symbol  represents a term-by-term matrix multiplication. is an n-dimensional column vector with all the ⊙  𝟏 
204 elements of unity. is referred to as the effective independence distribution of the candidate sensor set. The  term within  𝐸𝐷 𝑖th
205  is the fractional contribution of the  sensor location to the linear independence of the modal matrix . The indices 𝐸𝐷 𝑖th  [𝛹𝑁]
206  can also be calculated by:𝐸𝐷

207
208                              (19)𝐸𝐷 = [𝛹𝑁]([𝛹𝑁]𝑇[𝛹𝑁]) ‒ 1[𝛹𝑁]𝑇

209
210 Then the procedure is employed to sort the elements of the  vector and to remove the smallest component corresponding 𝐸𝐷
211 to a candidate sensor location. The vector  is updated based on the new modal shape matrix, and the process is repeated 𝐸𝐷

212 iteratively until the number of remaining sensor locations reaches to a pre-defined value.
213 Note that the purpose of EFI is to maximize information on the designated modes through the optimal configuration of 



214 sensors, while the spillover caused by the truncated modes is not considered.
215
216 2.3 Modal assurance criterion (MAC)
217
218    The MAC is defined as a scalar value representing the degree of consistency (linearity) between modal shape vectors [28]. 
219 For two modal shape vectors  and , the MAC value is defined by:Ψa  Ψb

220    

221                                (20)𝑀𝐴𝐶(𝛹𝑎,𝛹𝑏) =
|𝛹𝑎

𝐻𝛹𝑏|2

‖𝛹𝑎‖2‖𝛹𝑏‖2

222
223    The modal assurance criterion takes on values in the range between zero - representing mutual orthogonality of modal shape 
224 vectors, and unity – representing linear dependence of the two vectors. Therefore, the sensor placement with the greatest degree 
225 of independence can be found by solving the optimization problem for the following objective function:
226
227                                                   (21)𝐽𝑚𝑎𝑐 = ∑𝑀 ‒ 1

𝑎 = 1
∑𝑀

𝑏 = 𝑎 + 1𝑀𝐴𝐶(𝛹𝑎,𝛹𝑏) →𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
228
229 where M is the total modes to be considered. The sensor placement for which the sum of  for all different  and 𝑀𝐴𝐶(𝛹𝑎,𝛹𝑏) 𝑎
230  achieves the minimum is supposed to be closest to the one that satisfies the mutual orthogonality condition.𝑏
231
232 3. Procedure of determination of optimal sensor placement
233
234 3.1 Problem statement
235
236 In the case of floor vibration, possible sensor location candidates are assumed to be the hypothetical rectangular grid points 
237 on the floor surface with a sufficiently fine mesh size. The values of the modal shape of the plate representing the floor are treated 
238 as vector components corresponding to the grid points, and the plate is approximated as a multi–degree–of freedom (MDOF) 
239 system. Therefore, the number of sensor placement candidates is equal to the number of the grid points of the plate, denoted by 
240 . Since the value of  is very large in practice, the number of modes to be considered , is assumed to be divided into two 𝐿 𝐿  𝑁
241 parts-the control modes and the residual modes, as in Eqn. (2). If the number of control modes is assumed to be ,  is the  𝑀  𝑁 ‒ 𝑀
242 number of residual modes. For the purpose of filtering out all the control modes, usually  should be satisfied, where  𝑆 ≥ 𝑀  𝑆
243 is the number of sensors. As stated in Sec. 1, state estimate ability, orthogonality, observability as well as spillover should be 
244 considered in determining the sensor placement for the use of modal filtering.
245
246 3.2 Sensor placement
247
248 As the first step, EFI is used for the state estimate ability as well as decreasing the number of sensor placement candidates. 
249 The number of sensor candidates is then reduced from a large set  to a pre-defined number  by removing those candidates 𝐿 𝑃
250 which contribute least to the state estimate ability of the control modes in an iterative manner. The value of  is specified to be 𝑃
251 sufficiently small for the use of the minimum spillover method.
252 Then for the  candidate positions and  sensors, all the possible sensor placements are ranked by the minimum spillover 𝑃 𝑆
253 method in the order of the severity of spillover, implying the value of  in Eqn. (7) in an increasing manner. 𝐴𝑠𝑝𝑖 = λ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])
254



255
256 Fig. 1. Flow chart of the sensor placement design.
257
258 In the final step, observability and orthogonality are checked for the smallest  sensor placement, and the indexλ𝑚𝑎𝑥([𝛹𝑠𝑝𝑖])

259  is defined by  here. If  is sufficiently small and the system is observable, 𝐴𝑚𝑎𝑐  𝐴𝑚𝑎𝑐 = ∑𝑀 ‒ 1
𝑎 = 1

∑𝑀
𝑏 = 𝑎 + 1𝑀𝐴𝐶(𝛹𝑎,𝛹𝑏) 𝐴𝑚𝑎𝑐

260 the sensor placement is the optimal one. Otherwise, if  is greater than the tolerance value such as 0.1, this sensor placement 𝐴𝑚𝑎𝑐

261 is discarded and the next smallest sensor placement is examined and calculated by the same procedure until an acceptable value 
262 of  is obtained. If  is sufficiently small, it is like to that the observability is also satisfied. The flow chart of the  𝐴𝑚𝑎𝑐 𝐴𝑚𝑐𝑎

263 proposed design for choosing the optimal sensor placement is shown in Fig. 1.
264
265 3.3 Actuator placement
266
267 In order to achieve improved control performance, the EFI method is firstly used to reduce the actuator placement candidate 
268 from the total number of the grid points L to a pre-defined number  𝑃𝑎𝑐𝑡, this removes the candidates which contribute least to 
269 excite the control modes such that controllability can be guaranteed.
270 Then for the 𝑃 candidate locations and      𝑁𝑎𝑐 actuators, the minimum spillover method is utilized for all the possible 
271 actuator placement and the one with the minimum 𝐽𝑠𝑝𝑖𝑎𝑐 of Eqn. (14) is treated as the optimal actuator placement.
272
273 4. Basic control background
274
275 4.1 MDVF control strategy
276
277 If the dynamics of the actuator are not considered in the real system, the MDVF (Modal Direct Velocity Feedback) control 
278 strategy can be a natural choice due to its readily established simple implementation. The MDVF control indicates that the control 
279 force for the jth mode  is defined to be proportional to the velocity of the jth response  obtained by 𝑓𝑗(𝑡)(𝑗 = 1,2…)  𝑞𝑗(𝑡)
280 utilizing the modal filtering to the dynamic response  measured by the sensors, as: 𝐮(𝑡)
281
282  𝑓𝑗(𝑡) = ‒ 𝛽𝑗 𝑞𝑗(𝑡)
283 (22)
284
285 where the positive value  is the gain for the jth mode. The damping ratio of jth mode can be increased by this procedure.  𝛽𝑗

286 Therefore, the control force for multiple modes, denoted by , is calculated by: 𝑓(𝑡)
287



288           𝑓(𝑡) = 𝑓1(𝑡) + 𝑓2(𝑡) + 𝑓3(𝑡) + ⋯ = ( ‒ 𝛽1 𝑞1(𝑡)) + ( ‒ 𝛽2 𝑞2(𝑡)) + ( ‒ 𝛽3 𝑞3(𝑡)) + ⋯
289 (23)
290
291 The response reduction effect for each mode is achieved by choosing optimal sufficiently large value of the control gain .  𝛽𝑗

292
293 4.2 Phase compensated MDVF control strategy
294
295    It is assumed that the filtered mode can be approximately seemed as a single-degree-of-freedom system after modal filtering, 
296 as:
297
298                        𝑚𝑗𝑞𝑗(𝑡) + 𝑐𝑗𝑞𝑗(𝑡) + 𝑘𝑗𝑞𝑗(𝑡) = 𝑓𝑐𝑗(𝑡) + 𝑓𝑑𝑗(𝑡)
299 (24)
300
301 where and  are the modal mass, modal damping coefficient and modal stiffness of the jth mode, respectively,   𝑚𝑗, 𝑐𝑗  𝑘𝑗  𝑓𝑐𝑗(𝑡)
302 is the modal control force and  is the modal disturbance. The modal coordinate  is in fact a damped sinusoidal  𝑓𝑑𝑗(𝑡)  𝑞𝑗(𝑡)
303 response, which makes it easier to integrate the filtered response from acceleration to velocity. Note that the dynamics of actuator 
304 or other dynamics components involved in the whole system cannot be ignored during the real time control, therefore the 
305 amplitude and phase of the response  for each mode would be changed, and in this case, the second order linear differential   𝑞𝑗(𝑡)
306 equation can be written as:
307
308                (25)𝑚𝑗𝑞𝑗(𝑡) + 𝑐𝑗𝑞𝑗(𝑡) + 𝑘𝑗𝑞𝑗(𝑡) =‒ 𝛽𝑗𝛼𝑗 𝑞𝑗(𝑡 ‒ 𝑡0𝑗) + 𝑓𝑑𝑗(𝑡)
309
310 where  and  are the scaler of amplitude changed and phase lag of jth mode, respectively. By transforming both side of  𝛼𝑗 𝑡0𝑗

311 Eqn. (26) into its Laplace domain, it can be expressed as:
312

313                 𝑠2𝑚𝑗𝑞𝑗(𝑠) + 𝑠(𝑐𝑗 + 𝑒 ‒ 𝑠𝑡0𝑗𝛽𝑗𝛼𝑗)𝑞𝑗(𝑠) + 𝑘𝑗𝑞𝑗(𝑠) = 𝑓𝑑𝑗(𝑠)

314 (26)
315
316 This means that the damping ratio of the target mode will be increased when . However, if , the poles of the  𝑡0𝑗 = 0   𝑡0𝑗 ≠ 0
317 mode may lie in the right half-plane, implying instability. So a modified MDVF controller designed to increase the closed-loop 
318 system stability and to make the system more amenable to the introduction of significant damping for each mode to be controlled 
319 through phase compensation is needed. In this paper, a proportional-integral (PI) technique is used by applying a weighted linear 
320 combination of integration of the target modal control velocity with itself. The procedure of the PI phase compensation for the 
321 jth mode is shown in Fig. 2. For simplicity, only the actuator is shown as the dynamics component.
322

323
324 Fig. 2. Phase compensated active control of jth mode.
325
326 5. Verification test



327
328 5.1 Test setup and experimental identification
329
330 The sensor placement approach was applied to a steel plate specimen with all four edges clamped. The system is shown in 
331 Fig. 3. The system consists of a 840mm×840mm steel plate with a thickness of 4.5mm. Dimensions of the steel plate specimen 
332 are shown in Fig. 4. A square 9×9 grid mesh was defined to specify  sensor location candidates on the surface of the 𝐿 = 81
333 steel plate, as shown in Fig. 5.
334

Fig. 3. Experimental set-up. Fig. 4. Steel plate model.
Experimental identification of the steel plate was performed to obtain the natural frequencies, modal damping ratios and 

complex modal shape vectors for the 81 grid mesh points. Acceleration responses at all 81 grid points were measured under 
impact loading by a hammer and transfer function for all the grid points were experimentally identified with a software Me’scope. 
The frequency range of recording is between 0Hz and 200Hz. The identified five modes of the plate are shown in Fig. 6.

Based on the result of experimental identification, the total number of modes to be considered is selected to be 5, implying 
that . The  modes were chosen as the modelled modes, i.e.  and the modes were  𝑁 = 5 1st~3rd  𝑀 = 3,  4th~5th 
considered as the residual modes, for which the spillover effect are minimized. The total number of sensors used for the modal 
filtering of the first three modes is 4, implying that . 𝑆 = 4

Fig. 5. 81 Point mesh on the steel plate. Fig. 6. Identified mode shapes.

5.2 Optimal sensor placement

   The result of each step in the procedure described in Sec. 3 is shown here. The modal matrix  evaluated at the L grid 𝜳
points, such that  is obtained by modal identification of the plate. The number of the total points are chosen so that the  𝜳𝑻𝜳 = 𝑰
number of pre-defined points are left after applying EFI to the lowest three modes. The remaining points are shown  𝑃 = 41  𝑃 
as blue circles in Fig. 7. It can be seen that the contribution of the points near the clamped edges to the linear independence of the 
target first three modes is less significant and effects for the state estimation are comparatively minor.
   Next, all the possible sensor placement of 4 sensors within 41 point candidates are ranked in an increasing manner based on 
the value of , as described in Sec. 2.1. The sensor placement for the smallest  is at points 16, 31, 51, 60.  𝐴𝑠𝑝𝑖  A𝑠𝑝𝑖 = 0.0705



However, since , which is significantly larger than the tolerance value 𝐴𝑚𝑎𝑐 = ∑2
𝑎 = 1

∑3
𝑏 = 𝑎 + 1𝑀𝐴𝐶(𝛹𝑎,𝛹𝑏) = 0.6373  

, this sensor placement is not the optimal one.A𝑚𝑎𝑐𝑙𝑖𝑚 = 0.1
   By checking the next smallest sensor placement and comparing the value of  with the tolerance value  until 𝐴𝑚𝑎𝑐  𝐴𝑚𝑎𝑐𝑙𝑖𝑚  

 is satisfied, the final optimal sensor placement is found to be at points 25, 31, 50 and 61 with  𝐴𝑚𝑎𝑐 ≤ 𝐴𝑚𝑎𝑐𝑙𝑖𝑚  𝐴𝑠𝑝𝑖 = 0.0948
and . The locations of the 4 sensors of the optimal placement are shown in Fig. 8. 𝐴𝑚𝑎𝑐 = 0.056

Fig. 8. Optimal sensor and actuator placement.Fig. 7. Sensor candidates after EFI. 

5.4 Actuator placement

EFI is used to remove the candidate actuator points which contain least information to the control modes to obtain 10 
candidate actuator points (a pre-defined number) out of 81 grid points. Since only one actuator is used in this test, the spillover 
effects of the actuator can be checked through the modal participation of the residual modes on these 10 points using mode 
shape vectors. A point located between 51 and 52 is found to have a large participation on the control modes and small 
participation on the residual modes. The actuator is determined to be located at this point near the node of the 4th mode. The 
optimal placement of the actuator is shown in Fig. 8.

5.3 Performance of modal filtering

In order to evaluate the performance of the modal filtering with the optimal sensor placement, three cases are 
considered. Case A: the optimal sensor placement with 𝐴𝑠𝑝𝑖 = 0.0948 and 𝐴𝑚𝑎𝑐 = 0.056. Case B: a large 
spillover and small consistency sensor placement, such that 𝐴𝑠𝑝𝑖 = 30.2283 and 𝐴𝑚𝑎𝑐 = 0.0776. Case C: another 
large consistency and small spillover sensor placement, such that 𝐴𝑠𝑝𝑖 = 0.0965 and 𝐴𝑚𝑎𝑐 = 0.7461. The layout 
of the sensor placement for Case B and Case C are shown in Figs. 9 and 10, respectively.

Fig. 9. Case B sensor placement. Fig. 10. Case C sensor placement.

The Fourier spectra of the modal filtering output using Eqn. (3) for the three cases are shown in Figs. 11 through 13 with the 
sampling ratio of 1024Hz. The natural frequency of each mode is indicated with a red arrow symbol. It can be observed in Case 
A that all the first three modes are filtered out and the spillover of the 4th and 5th are small, implying that all of the first three 



modes are observed and the modal filtering for optimal sensor placement enhances the target natural mode response while the 
other two residual modes are effectively reduced. Note that the spillover effect still exists here and refinement of the mesh (large 
L) is needed to achieve a reduced spillover effect.

In Case B, the performance of the modal filtering is excellent for the 2nd and 3rd mode. However, for the 1st mode not only
the spillover effect is far greater than Case A but also the separation performance for the first modes is poor. The former is the 
result of the high value of  while the latter is caused by the poor observation quality of the 1st mode, see Figs. 6 and 9. All  𝐴𝑠𝑝𝑖

the four sensors are located near the nodes of the 1st mode.
In Case C, although the spillover effect is small as in Case A, the separation performance of modal filtering is very poor, 

especially for the 1st and 3rd modes. This result is explained as a natural consequence of the relatively large value of . 𝐴𝑚𝑎𝑐

Fig. 11. Transfer function for MF output (Case A).

Fig. 12. Transfer function for MF output (Case B).



Fig. 13. Transfer function for MF output (Case C).

Figs. 14 to 16 show the filtered time domain performance of the lowest three modes for the three cases ranged from 0Hz to 
200Hz. It can be observed that only Case A can filter the three mode responses successfully, for Case B, since high spillover 
effect of the 4th and 5th modes involved in the first mode, it is difficult to observe the first mode responses from Fig. 14, however, 
good performance can be found in Figs. 15 and 16 that the second and third mode responses are filtered out successfully. Thus, 
a sensor placement with high value of  does not mean all of the modes cannot be filtered in this method. 𝐴𝑠𝑝𝑖

Fig. 14. First mode modal acceleration.

Fig. 15. Second mode modal accereration.

Fig. 16. Third mode modal accereration.



Fig. 17. Active control system.

5.4 Active control

Phase-compensated MDVF control shown in Sec.4 is combined with the proposed MF strategy for the reduction of all the 
control modes of the transient vibration of the steel plate under impact loading. The schematics of the control strategy is shown 
in Fig. 17. The steel plate shown in Fig.3 is used for the control performance verification test, in which four acceleration sensors 
and an actuator for the active control are installed on the steel plate. The electromagnetic actuator used in the active control is 
shown is Fig. 18. Weight and stroke of the inertial mass of the actuator is 1.8Kg and 8mm, respectively.  Identification of the 
dynamic characteristics of the actuator was done using the MATLAB identification tool box. The identified dynamic 
characteristics of the actuator which relates the released inertial force with the input voltage is shown in Fig. 19. The natural 
frequency of the actuator is estimated as 21Hz.

The impact load to the plate is applied by a hammer which is shown in Fig. 3. The length of the hammer is 37cm and the 
head diameter is 5.1cm. For all of the control tests, the hammer is knocked at point 21 with the approximately same strength, as 
shown in Fig. 20. The piezoelectric accelerometers and charge amplifiers are used for measurement of the steel plate vibration. 
A controller is synthesized based on the measured signal to reduce the vibrations associated with the modes that need to be 
controlled by increasing their corresponding modal damping. Gains of the control modes are incrementally increased in the range 
such that the system is stable.

Fig. 18. Actuator for active control Fig. 19. Frequency response of actuator



Fig. 20. Impact load excited by hammer.

Using the results of the modal filtering, the active control verification tests are performed using the optimal sensor placement. 
First of all, single mode control tests are conducted for the verification of the proposed sensor placement method. The results are 
shown in Figs.21, 23 and 25, in which the transfer function between the excitation force and the acceleration response at point 31 
are compared for the cases with and without active control. The corresponding input voltages to the actuator from the DSP (digital 
signal processor) are shown in Figs. 22, 24 and 26. It can be seen that an effective modal filtering of desired modes were achieved 
from these figures. Also, the spillover effect of the 4th and 5th modes with small amplitudes can be observed from these figures.

Fig. 21. Test result: first mode control at point 31. Fig. 22. Test result: actuator voltage for first mode control.

Fig. 23. Test result: second mode control at point 31. Fig. 24. Test result: actuator voltage for second mode 
control.



Fig. 25. Test result: third mode control at point 31. Fig. 26. Test result: actuator voltage for third mode 
control.

Control result of the lowest two modes and the corresponding input voltage to the actuator are also shown in Figs.27 and 
28, respectively. It is observed that the DSP offers a signal with little information of the third mode as well as small amplitude of 
the 4th and 5th modes to the actuator.

Fig. 27. Test result: lowest two modes control at point 
31.

Fig. 28. Test result: actuator voltage for lowest two 
modes control.

Fig. 29. Test result: Frequency domain response for the 
lowest three modes control at point 31.

Fig. 30. Test result: Time domain response for the 
lowest three modes control at point 31.

Finally, the case of controlling of the lowest three modes is done. A high pass filter with a cut-off frequency of 20Hz is used 
to avoid the low frequency noise. Figs. 29 and 30 show the frequency and time domain response for the cases with and without 
active control of point 31. Significant reduction of responses in the lowest three modes shown in the figures indicates that the 
independent modal control enables the system to increase the modal damping of each controlled mode to effectively reduce the 
vibration of the steel plate. Since the actuator is placed in the vicinity of the node of the 4th mode shape, the change of the peak 
response of this mode is not significant. On the other hand, the increase of the peak of the 5th mode response is a strong indication 



of the spillover effect. The superior control performance for the lowest three modes can be explained by effective reduction of 
the spillover effects for the lowest three modes achieved by the optimal sensor placement, with the use of the minimum spillover 
method and EFI.

6. Conclusions

In order to develop effective active control technique for reducing human-induced vibration and noise of building floors, a
procedure for the optimal sensor placement applicable to active control of plate vibration is proposed. The aim of the proposed 
procedure is to provide a solution to the problems of ensuring the state estimate ability, minimization of the spillover effect, 
consideration for orthogonality of the natural vibration modes and system observability. Effectiveness of the proposed procedure 
and achieved control performance are examined by a series of verification tests using a rectangular steel plate and an active control 
system.

The procedure for the proposed sensor placement approach is effective in the reduction of the spillover effect of the residual 
modes and enhancing the separation performance of the modeled modes. First, the effective independence method removes the 
sensor location candidates with small contribution to the state estimate of the controlled modes, and then in the second step, the 
minimum spillover method is used to rank all the possible sensor placements in the order of severer spillover effects, and finally 
the sensor placement with the minimal spillover effects and MAC value is chosen as the optimal one.

The performance of the modal filtering with the sensor placement determined by the proposed procedure is compared with 
other two cases. Effectiveness of the sensor placement by the proposed method is successfully verified by comparison. Both of 
the orthogonality and spillover effect are very important for the abstraction of desired modes. For the case of high spillover 
indicator , only the first mode cannot be filtered, thus a sensor placement with high value of spillover indicator  does  𝐴𝑠𝑝𝑖  𝐴𝑠𝑝𝑖

not mean all of the modes cannot be filtered in this method.
Control tests also showed the effective of the modal filtering using the proposed sensor placement by conducting the 

individual mode control. Multi-modes control were successfully achieved using the optimal sensor placement. By reducing the 
spillover effect and enhancing the orthogonality property, significant reduction of the response was achieved in the controlled 
modes.
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