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ABSTRACT

Super-Eddington accretors exhibit various kinds of unique observational signatures. In this
thesis, we study their unique radiation properties by performing radiation hydrodynamic (RHD)
and transfer simulations.

We first perform two-dimensional RHD simulations of super-Eddington accretion flow and
the accompanying outflow to investigate how they will be observed from various viewing
directions. We consider gas flow around a 10 My black hole for a mass injection rates of
Minj/MEdd = 102,103, and 10* (in the unit of Mgaq = Lgqq/c® with Lggq and ¢ being the
Eddington luminosity and the speed of light, respectively), and solve gas dynamics and radiation
transfer around the black hole, taking into account inverse-Compton scattering. We confirm
a tendency that the higher the mass accretion rate is, the larger the relative importance of
outflow over accretion flow becomes. The observational appearance of the super-Eddington
flow is distinct, depending whether it is viewed from the edge-on direction or from the face-on
direction. This is because nearly edge-on observers can only see the outer cooler (~ 10% K)
surface of the inner vertically inflated part of the flow. Observational properties are briefly
discussed in the context of the ULXs, the extreme ULXs (E-ULXs), and the ultra-luminous
supersoft sources (ULSs). We find that the extremely high luminosities of E-ULXs (L ~ 10
erg s~1) can be explained when the flow onto the black hole with > 20M with a very high
accretion rate, maec (= Moee / MEdd) > 103, is observed from the nearly face-on direction. The
high luminosity ~ 103 erg s~! and the very soft blackbody-like spectra with temperatures
around 0.1 keV, as are observed in the ULSs, can be explained, if the super-Eddington flow
with 77acc ~ 102 — 102, is viewed from large viewing angles, 6 > 30°.

Next, we investigate the radiation fields around the super-Eddington accretion flow, in
which multiple inverse-Compton scattering plays a principal role, by using a newly developed
code of the Boltzmann radiation transfer in the Schwarzschild space-time. We apply this
code to the post-processing spectral calculations based on the general relativistic, radiation-
magnetohydrodynamic simulation data to obtain X-ray spectra seen from various viewing angles.
The radiation fields are distinctively separated to a funnel region with an opening angle of ~ 30°,
which is full with hot (with gas temperature of 7' > 10® K), tenuous and high-velocity plasmas,
and surrounding cooler (with 7'~ 107 K) and optically thick outflow regions. Accordingly, there
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is a clear tendency that the smaller the viewing angle is, the harder become the spectra. In
particular, hard photons with several tens of keV are observable only by observers at the viewing
angles less than ~ 30°, consistent with past spectral studies based on the simulations. Further,
we investigate how the spectra vary by a flare occurring at the innermost region, finding that
the variation amplitude grows as the photon energy increases and that the harder photons
emerge more quickly than softer photons. The observational implications on the long-term
spectral variability of Ultra-Luminous X-ray sources are briefly discussed.

The work in this thesis is established by the numerical calculations, the analysis and code
development of some parts of Boltzmann solver done by the author and the discussions with

co-authors.
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CHAPTER

GENERAL INTRODUCTION

It is well known that numerous stars and galaxies shine the dark sky in the optical light. If
we observe the sky with X-rays, however, we obtain a distant view of the universe; that is,
we selectively see black holes both in binary systems and in galactic nuclei. In fact, accreting
black holes are one of the most energetic phenomena in the universe. Since the large amount
of energy is provided via release of gravitational potential energy of accreting gas, and since
the accretion power is so enormous that it can give large impacts to the environments, it is
very important to study the accretion, outflow, and radiative processes of black hole objects in
order to understand the high energy phenomena in universe. Also for the formation of galaxies
and large-scale structure in the universe, accreting black holes and its outflow seem to play an
essential role since black holes centered in galaxies are fed and grow by gas accretion or merger
of two galaxies.

In this chapter, we first overview the observational properties of the representative black
hole objects, in general, and then introduce several types of super-Eddington, accretion sources

and describe their generic features.
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1.1 What are accreting black holes?
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Fig. 1.1 X-ray spectra in the two different states of Cyg X-1. The spectrum from top left to
bottom right in this figure shows the spectrum of high /soft state and from bottom left to top
right shows low/hard state. In the high/soft state, the spectrum can be fitted well by blackbody
with the temperature 1 keV. In the low /hard state, a power-law like spectrum is shown. (cited
from Yamada et al. 2013)

There are two main classes of black hole objects known to date: stellar-mass black holes in binary
systems and supermassive black holes at the center of galaxies. In addition, intermediate-mass
black holes may exist, although they receive no wide consensus.

The former class called "black hole binaries" shows several spectral states: low/hard
state with low luminosity (~ 1073 — 1072Lgqq where Lgqq is the Eddington luminosity) and
with a hard, power-low like spectrum (see figure 1.1) , high/soft state with high luminosity
(~ 1072 — 107 Lgqq) and with a soft, blackbody-like spectrum (see figure 1.1; e.g., Tananbaum
et al. 1972; Dolan et al. 1979) , very high state with very high luminosity and both characters of
thermal soft blackbody and power-law (e.g., Miyamoto et al. 1993; van der Klis 1994; Gilfanov
et al. 1993). These can be lain out in order of luminosity and also accretion rate (see figure 1.4;

e.g., Esin et al. 1997). There is a theoretical model for each state:
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Fig. 1.2 The observed radiation of standard disk. This emission is the sum of the blackbody
radiation from each radius . The Wien region emission corresponds to the radiation from the
innermost region of the disk, and The Rayleigh-Jeans region corresponds to the radiation from
the outer region. The power-law index in multi-color region is dependent on the r-profile of
effective temperature Teg (7).

(a) high/soft state
The standard disk model is widely accepted to explain this state. This is the most well
known model proposed by Shakura & Sunyaev (1973). Assuming that the disk is optically
thick and geometrically thin and the process of angular momentum transport (which is
always unknown and difficult to understand) is imposed on parameter v (which is now
well-known as a-viscosity), they achieved the solution of disk properties. Because the

effective temperature Tog is different by the position r as
Tog oxr™? (1.1)

from the standard disk model and the blackbody radiation is emitted from each position,
the observed spectrum is the sum of the blackbody radiation from every position (so-called
"multi-color blackbody"; see figure 1.2). The spectrum from standard disk tells us many
information such as the temperature of innermost region (corresponding to the Wien
region on figure 1.2) and the temperature of outer region (corresponding to the Rayleigh-
Jeans region on figure 1.2) and the r-dependence of temperature p (corresponding to the
steepness of the power-law in the multi-color region on figure 1.2). This model is reasonable
to explain the high/soft state because (i)the high/soft state has higher luminosity (and
simultaneously, has higher accretion rate) and thus the gas can be optically thick (i7) the

high /soft state has spectrum explained well by multi-color blackbody emission.
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Fig. 1.3 Schematic diagram for RIAF. Near the
black hole, the disk truncates and instead the
gas with high temperature resides. The high en-
ergy gas induce Compton up-scattering to soft
photons from the disk. m means the Edding-
ton ratio Maec / MEdd.(cited from Yamada et al.
2013).

(b) low/hard state
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Fig. 1.4 The spectral states of black holes can
be in order of accretion rate. (cited from Esin
et al. 1997).

The Radiation Inefficient Accretion Flow (RIAF) model is considered to proposed to
explain the low/hard state (studied by Ichimaru 1977; Rees et al. 1982; Narayan & Yi
1994; Abramowicz et al. 1995). RIAF is radiation inefficient because the disk around
the black hole is optically thin and geometrically thick due to its low accretion rate

(see figure 1.3). The gas flow (no longer called "disk") has high temperature by viscous

heating and therefore can produce non-thermal emission by Compton scattering in X-ray

to gamma-ray and synchrotron emission in radio to optical bands. Since the flow at very

low accretion rate is considered to be radiatively inefficient, and since the overall SED

(spectral energy distribution) can roughly reproduced by the RIAF model, it is considered

to be a reasonable model for describing the flow in the low/hard state (see figure 1.1).
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1.2 Microquasars
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Fig. 1.5 Scale drawings of 21 black hole binaries. The size of the Sun and the Sun- Mercury
distance (0.4 AU) are indicated at the top. The systems range in size from the giant GRS
1915+105 with an orbital period of 30.8 days to tiny XTE J11184-480 with an orbital period of
0.2 days. The shapes of the tidally distorted stars are accurately rendered, and the black hole
is located at the center of the accretion disk (see key in inset). The inclination of the binary
to our line of sight is indicated by the tilt of the accretion disk; an inclination angle of i = 0°
corresponds to a system whose accretion disk lies in the plane of the sky and is viewed face on
(e.g., 1= 21° for 4U 1543-47 and i = 75° for SAX J1819.3-2525).

A microquasar is a subclass of galactic X-ray binaries and is characterized by intense emission
from relativistic jets. Microquasar GRS1915+105 is one of the most well-studied source since
not only it is a galactic X-ray binary and thus easy to observe but also has interisting features,
such as very high luminosity and peculiar timing properties. It was shown to host a 10-18 M,
black hole from the measurements of the binary motion (whose period ~ 30.8 days) and thus to
have the luminosity with about 0.2-1.2Lgqq. Therefore GRS1915+105 is the place where the
(mildly or marginally) super-Eddington accretion occurs (e.g., Greiner et al. 1996; Vilhu 1999;
Vierdayanti et al. 2010). As results of analysis from its observations, GRS1915+105 has a very
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large accretion disk (McClintock et al. 2011, see figure 1.5). This is also an evidence for the

super-Eddington accretion.

1.3 ULXs (Ultra-Luminous X-ray sources)
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Fig. 1.7 Ha image of NGC 1313 X-2.

Fig. 1.6 The optical (grey) and X-ray The error circle of the variable ULX
(red) images of M74 galaxy (Credit: is centered on the center of the bub-
X-ray: NASA/CXC/U. of Michi- ble nebula and marginally excludes a
gan/J.Liu et al.). The ULX in the relatively bright stellar object at the
box is apart form the galactic center. western edge. (cited from figure 5 of

Pakull & Mirioni 2002).

In recent years, objects called 'Ultra-Luminous X-ray Sources (ULXs)” have been successively
discovered (Fabbiano et al. 1989; Makishima et al. 2000; Liu 2011; Walton et al. 2011). The
ULX is a point X-ray source defined as it has very large X-ray luminosity (Lx = 103%rg s=1;
one of the brightest ULX (M101-X1) has the luminosity of ~ 10*ergs~! except for HLX-1) and
its position is offset from the galactic center (see figure 1.6).

The spectral shape of ULXs looks strange (see figure 1.8 and figure 1.9) and can be divided
into two groups: those that are consistent with a simple power-law, and those that are more
complex (Makishima 2007). The latter mainly refers to a mild broad curvature (convex shape)
over the whole band, a break or steepening above 2 keV, or a soft excess below 2 keV. A
typical ULX spectral shape of the latter is sketched in figure 1.9. For this observational facts,
ULXs are suspected to be in a new spectral state other than usual galactic X-ray binaries are
(Gladstone et al. 2009; Kawashima et al. 2012).

Since the luminosity of ULX exceeds the Eddington luminosity of a stellar mass black
hole (for Mgy = 10My, the Eddington luminosity Lgqq ~ 10%%erg s7!), there are two most
reasonable scenarios to explain this nature:(i) hosting a stellar mass black hole accreting at
super-Eddington rate, (i) hosting an intermediate mass black hole (IMBH) accreting at sub-
Eddington rate.
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Fig. 1.8 Several examples of the spectrum of

ULXs. The black is observational data, the

red is only multi-color blackbody emission from

its accretion disk, the blue is the reasonable

model where Compton up-scattering soft photon

from the disk by marginally optically thick (7 ~

1) colona is taken into account. (cited from
Gladstone et al. 2009).
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Fig. 1.9 A typical ULX spectral shape (grey) in
0.3-10 keV, with a soft excess below 2 keV and a
hard curvature above 2 keV. The soft excess can
be modeled by a cool thermal component, over
the power-law extension of the hard component.
A slim disk model (p-free) or a warm, thick
Comptonization model can adequately fit the
hard curvature.(cited from Feng & Soria 2011).

In the former case, the mechanism of large luminosity of ULXs can be explained by the large

Eddington luminosity because of its large mass Mgy > 102M,. In observation, Some of ULXs

show the quasi-periodic oscillation (QPO) whose frequency is about 1-100 mHz. Since there

is a good correlation between black hole masses and these QPOs from observation of galactic

X-ray binaries (but all of these X-ray binaries are stellar mass black hole binaries), Some of

ULXs should host an inter-mediate mass black if the same correlation holds for ULXs. Physical

explanation is the following: if this QPO is due to rotational motion around the inner-most

stable circular orbit! (ISCO), the black hole mass Mpy is simply calculated from Keplarian

rotation, resulting about 102 — 10* M. Although, there is a difficulty in making such a black

hole heavier than 100M. However, some people suggest that IMBH can be formed in dense

globular clusters (Miller & Hamilton 2002) or in stellar evolution of very massive star in early

universe (Crowther et al. 2010; Yusof et al. 2013).

Lthe position of ISCO is dependent on the black hole mass Mgy and its spin parameter a*.
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Fig. 1.10 Power spectra of four ULXs.
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Fig. 1.11 The X-ray lightcurve and pulsa-
tions of M82X-2 from the region containing
NuSTAR J095551+4-6940.8. Panel a: the
background-subtracted 3-30 keV lightcurve.
Panel b: detections of the pulse period
(black points) fit using the best sinusoidal
ephemeris (grey dashed line). The mean pe-
riod is 1.37252266(12) seconds, with an or-
bital modulation period of 2.51784(6) days.
Panel ¢ shows the fraction of pulsed flux
to total flux. The inserts show the pulse
profile. (from Bachetti et al. 2014)

In the case of super-Eddington model, the mechanism of large luminosity of ULXs can be

explained by the model of a super-Eddington accretion onto a stellar mass black hole (e.g.,
Watarai et al. 2001; Ohsuga et al. 2005, see Ohsuga & Mineshige (2014) for a concise review).

Some robust observational evidence for super-Eddington accretion are discovered in recent year:

(1) Some of ULXs are confirmed to host stellar mass black holes.
Motch et al. (2014) investigated the mass function of P13 in the galaxy NGC 7793 from observation

and concluded that the black hole mass is less than 15 Mg, and therefore a super-Eddington

accretion onto a stellar mass black hole is confirmed.

(2) Discovery of a super-Eddington accreting neutron star

Bachetti et al. (2014) investigating M82 X-2 have demonstrated that there is a pulse component in

its emission (see figure 1.11) and the period is decreasing (i.e. spinning up) , and thus concluded

this ULX is a accreting neutron star system. This is the first evidence that the super-Eddington

accretion is also possible at a neutron star accretor.

(3) ULX bubbles

A significant amounts of ULXs are surrounded by highly ionized nebula (so-called "ULX nebula"
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or "ULX bubble", see figure 1.7; Pakull & Mirioni 2002, 2003; Soria et al. 2014) which is excited
by kinetic shock and X-ray and therefore is evidence of a large amount of outflow and luminosity
from the central accretor. Because the super-Eddington accretion induce very large amounts of

outflow and luminosity, this observational fact may agree with the super-Eddington model for
ULXs.

For this reason, the further study of properties of super-Eddington accretion flow is needed in
order to understand the physics of ULXs.

1.4 Other candidates for super-Eddington accretion

The super-Eddington accretion may occur in phenomena other than ULXs as following;:

(a) Tidal disruption events (TDEs)
(b) Ultra-luminous supersoft sources (ULSs)

(¢) The formation of supermassive black hole in the early universe

(a) TDE
The TDE occurs when a star approaches a black hole (or super-massive black hole in
ordinary case) close enough to disrupted by tidal force from central black hole. the
fragments of disrupted star forms very massive disk (2 1M ) and cause super-Eddington
accretion onto the central black hole. Several numerical simulations for TDE also confirms
super-Eddington accretion (Cheng & Bogdanovié 2014; Sadowski et al. 2015). For example,
Sadowski et al. (2015) performed a general relativistic hydrodynamics (GRHD) simulation
which solve the tidal disruption event consistently from a star approaching the black hole

to accretion process by means of switching GR-SPH (Smoothed Particle Hydrodynamics)
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code with GR-MHD code.
(b) ULS

ULS is a newer population of X-ray binary which has following properties:

1

e very high luminosity (~ 10%%ergs™!; same order as the Eddington luminosity for

10Ms )
e supersoft thermal spectrum 7" < 0.1keV (Di Stefano & Kong 2003)

Some of ULSs have blueshifted, broadline Ha emission in their spectra and thus there is a
relativistic jet or outflow (Liu et al. 2015). Similar to the case of ULXs, since ULSs have
very high luminosity around the Eddington luminosity for a stellar mass black hole, there
are two theoretical models, one of which is sub-Eddington accretion onto an intermediate
black hole, the other of which is super-Eddington accretion onto stellar mass black hole.
Gu et al. (2016) proposes that a super-Eddington accretion disk viewed from a large

inclination angle can be seen as a ULS (we will see later at §2.4.2).

(c) Formation of supermassive black holes

Considering the formation of the super-massive black hole in the early universe (for
example, a super massive black hole with Mgy ~ 10'°M, is found at z ~ 6.4 e.g., Wu
et al. 2015), the existence of the epoch of the super-Eddington accretion is required to

achieve its large mass. The reason is the following:

As a result of studies for the formation of the first stars (so-called Population I
star), the mass of first star is about 102-103 Mg (Hirano et al. 2014; Susa et al. 2014)
and then 102-10% black holes are formed by the pair instability at z ~ 20 (= 0.188
years old). Assuming the radiation efficiency is  and luminosity is fixed to Lgqq,

the black hole mass at the time ¢ is written as

1—n t
Mpu(t) = M, - 1.2

BH( ) seed €XP < n O.45Gyr) ( )
where Mgeeq is the black hole mass at t = 0. Substituting Myeeq = 102Mo,n = 0.1
and My = 10'° (= 0.802 years old), we get the time needed to grow from 102M,
to 1090 and resulting ¢t = 0.92Gyr. Since the growth at the Eddington rate
can’t reach the mass of supermassive black hole observed in the early universe, the

super-Eddington accretion onto the seed black hole is needed.

Despite the importance of super-Eddington processes, its observational signatures have

not been so well understood yet.
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1.5 Past numerical studies of super-Eddington accretion flow

In order to study the super-Eddington accretion processes, the simulation with higher dimensions
and radiative processes must be needed, because the accretion disk at the super-Eddington
phase is a radiation pressure dominated and very fat disk. Further, multidimensional motion
,such as internal motion (convection) and significant outflow, are essential. So, we will introduce

some of simulations studying super-Eddington accretion flow.
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é the central black hole.

Fig. 1.14 Gas density contour map and gas ve-
locity vector field map. At the origin, a black
hole resides. (cited from Ohsuga et al. 2005)

The first numerical study for super-Eddington accretion is in Ohsuga et al. (2005), where
they performed axisymmetric 2D radiative hydrodynamics (RHD) simulations and revealed that
super-Eddington accretion onto a black hole is possible (see figure 1.15) . Figure 1.14 shows
density map and velocity vector map. A large convective region appears in the fat accretion
disk and the board outflow region is shown near the outer region. The outflow is driven by
radiation-pressure force and the outflow is considered to Compton up-scattering (=inverse
Compton scattering) soft photons from the super-Eddington accretion disk. The summary of

their revealing properties for super-Eddington accretion flow is the following;:

e A geometrically and optically thick disk
e A large amount of strong outflow driven by the radiation-pressure force

e photon trapping effect?

2In the very optically thick accretion disk, since the diffusion velocity of photos are less than the accretion
velocity, a large fraction of the photons generating in accretion disk accrete into the black hole together with
matters.

Fig. 1.15 time dependence of accretion rate onto
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e convective motion within the disk

e isotropic radiation flux (e.g., the luminosity from the face-on angle can exceeds the

Eddington luminosity)
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» Fig. 1.17 Schematic pictures of the states
of accretion disks. From top to bot-
tom:(a)Comptonizing outflow state, which con-
sists of super-Eddington accretion flows (i.e.,
slim disks) and Comptonizing outflows, (b) slim
disk state, (c) very high state, and (d) high/soft
state. The SED of the new state is harder than
that of the slim disk state, because the new
state includes a hot outflow which up-scatters
seed photons from the underlying disk.

Fig. 1.16 Distribution of temperature (top)
and mass density averaged over time(bottom).
(Left) Model including Comptonization. (Right)
Model without Comptonization. Arrows repre-
sent velocities of fluid motions.

After Ohsuga et al 2005, another axisymmetric 2D RHD simulation including thermal Compton
effects, which is supposed to be important because of large amounts of hot outflow from super-
Eddington accretion flow, was performed in Kawashima et al. (2009) (see figure 1.16). They
demonstrated that there appears a new hard spectral state at higher photon luminosities than
that of the slim-disk state. In this state, as the photon luminosity increases, the photon index
decreases and the fraction of the hard emission increases. Moreover, they said that the result
of this simulation can explain the observed spectral hardening of the ULX NGC 1313 X-2 in
its brightening phase, and thus supports the model of supercritical accretion onto stellar-mass
black holes in this ULX. Another study for applying the spectrum of super-Eddington accreting
black holes to that of ULXs was discussed in Kawashima et al. (2012). They computed the
spectrum from super-Eddington accretion flow and its outflow by using Monte-Carlo method

by post-processing the results of axisymmetric radiation hydrodynamic simulations, which
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takes into account thermal/bulk Comptonization, free-free absorption and photon trapping,
performed in Kawashima et al. (2012). They demonstrated that the spectrum of the emission
from the super-Eddington accreting black hole can explain the spectrum of some of ULXs (see
figure 1.18). The optically thick and cooler outflow surrounding the jet plays an important role
for creating a characteristic double-peak like spectrum (usually said "roll over" around 5keV) of
ULXs (see figure 1.19).

HOCISIS X2

vl flx

A1 A = 10 Ly fe? (= 10 —230

Fig. 1.19 Schematic picture of a supercritical ac-
cretion flow consisting of (1) a radiation pressure
dominant accretion disk, (2) a sub-relativistic,
mildly hot funnel jet, (3) a cool, dense, and slow
outflow, and (4) a shock-heated region. This
euergy [hey] show the overall structure of a supercritical ac-
cretion flow obtained by our simulations.The
shock-heated regions are formed because the ac-
creting gas near the rotation axis is bounced
by the centrifugal barrier. Photons are upscat-
tered by electron scatterings in the converging
inflow (bulk Compton scattering) and the ther-
mal Comptonization by hot electrons in the
shock-heated region.

Fig. 1.18 Comparison of SEDs ob-
tained from the radiation hydro-
dynamic simulations (performed in
Kawashima et al. 2012) with those of
ULXs. The black is the data of ULXs
and the blue is the result of simula-
tion.These are well fitting to observa-
tion. (cited form Kawashima et al.
2012)

There is another interesting study for super-Eddington accretion. Takeuchi et al. (2013)
performed axisymmetric two-dimensional Radiation MagnetoHydroDynamics (RMHD) simula-
tions of super-Eddington accretion flow with high resolution and large simulation domain as
never before. That was the time of the discovery of the clumpy outflow. The clumpy structure
appears in the outer region where the radiation pressure force overcomes gravity (see figure

1.20). The mechanism of forming clumpy structure is the radiative Rayleigh-Taylor instability
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(RT) where the strong radiation force instead of gravity in usual RT works the density profile
thiner toward outer direction (Takeuchi et al. 2014, see figure 1.21).
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Fig. 1.20 A snapshot of density contour map. The yellow vector is gas velocity vector plotted in
the case of its velocity greater than escape velocity and the green line shows the position where
the radiation-pressure force (toward outer direction) equals to the gravitational force (toward
inner direction). We can see the clumpy structure outside the green line. (cited from Takeuchi
et al. 2013)

radiation

Fig. 1.21 Time variance of density map in radiative Rayleigh-Taylor instability. The strong
radiation upward is instead of gravity in usual Rayleigh-Taylor instability. (modified figure in
Takeuchi et al. 2014).

1.6 Importance of Comptonization

How to accurately solve radiation transfer equations? This is one of the most fundamental issues
in astrophysics, since we can obtain rich information mainly via detecting electro-magnetic wave
radiation from astrophysical objects. Radiation is, however, not only means of observations but

it can also transport energy and momentum, thereby being able to give significant impact on
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the environment around a radiating source and even on the media inside the source. Radiation
can heat up gas (if absorbed and/or Compton up-scattered) or cool down gas (if Compton
down-scattered). It can also push material by asserting radiation-pressure force or line-driven
force. Good examples are stellar wind, which affects stellar evolution, and accretion disk outflow,
which controls disk activities, and so on.

Let us focus on the cases of accretion disks around black holes. Then we soon notice that it is
impossible to discuss X-ray emission properties without Comptonization. Seed photons emitted
from a cool and dense disk body are up-scattered by hot electrons existing around the disk to
produce characteristic spectral features, such as hard power-law components and/or spectral
humps. Two main sites are known to produce hard X-rays via inverse Compton scattering:
low accretion-rate flow or the so-called radiatively inefficient accretion flow (RIAF, see chapter
9 in Kato et al. (2008) and references therein), and accretion disk coronae above and below
sub-Eddington flow (see e.g., Liang & Nolan 1984; Haardt & Maraschi 1991; Kato et al. 2008).
In both cases, the system has high temperature (corresponding to photon energy of ~ 100 keV)
ionized gases around the central object. The Thomson optical depth is typically 7es ~ 1 and
the Compton y-parameter is on the order of unity.

We wish to note that Comptonization should be critical also in the super-Eddington accretors,
since the strong radiation from the disk can blow off a large amount of gas to form mildly
relativistic, uncollimated hot outflow so that the photons emitted from the underlying disk body
can experience inverse-Compton scattering when passing through the hot outflow (Kawashima
et al. 2009). By contrast with the two sites mentioned above (i.e., RIAFs and disk coronae), the
Comptonizing outflow is characterized by (relatively) low temperature (~ a few keV), optically
thick (7es ~ 2 — 5) Comptonization (e.g., Kitaki et al. 2017). Therefore, multiple scatterings

dominate over single scatterings there.

1.7 Goal of this thesis

As we have reviewed above, there are plenty of works done in the field of super-Eddington
accretion flow and outflow. However, systematic study of such flow for a variety of mass injection
rates has never been attempted. In this thesis, we hence examine how the results depend on

the mass injection rates. We wish to address the following questions:
e How large can the accretion rate and luminosity grow?

e How do the observable quantities (luminosity, kinetic luminosity, outflow rate, etc) depend

on the accretion rate?
e How do the spectral properties vary with inclination angles?
e What kinds of (long-term and short-term) spectral variations are expected?

To answer to these questions, we perform two-dimensional axisymmetric radiation hydrody-
namic/transfer simulations by taking into account thermal Compton scattering effects, and
discuss the unique properties of super-Eddington accretion flow.

The plan of this thesis is as follows. In next chapter (chapter 2) we discuss how the

super-Eddington accretor looks like when changing the viewing angles and accretion rates via
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(grey) RHD simualtions. After summarizing possible links between super-Eddington accretors
and ultraluminous sources, we discuss spectral properties (such as observational images and
time variabilities) by using a newly developed Boltzmann radiation solver in chapter 3. In

chapter 4, we summarize the conclusions and discuss remaining issues of this thesis.



CHAPTER

RADIATION HYDRODYNAMIC SIMULATIONS OF A SUPER-EDDINGTON
ACCRETOR AS A MODEL FOR ULTRA-LUMINOUS SOURCES

2.1 Introduction to Chapter 2

Accreting black holes are known to exhibit various luminous and energetic phenomena in the
universe. This is made possible, because they extract enormous energy from accreting material
and/or utilize the rotation energy of the black holes themselves. Among various types of
astrophysical black holes super-Eddington (or super-critical) accretors have attracted much
attention recently, since they can produce extremely large luminosities and strong outflow so
that their power should give great impacts to their environments. Super-Eddington accretors
are thus suggested to play essential roles in yielding various active phenomena e.g., relativistic
baryon jets and huge ionized nebulae. It is, hence, of great importance to investigate the basic
processes, as well as their observational signatures, of the super-Eddington accretion flow and
associated outflow. Such study will be beneficial also for understanding how supermassive black
holes have grown up and what influence they should have given to their host galaxies.

As mentioned in Chapter 1, that robust observational evidences supporting the super-
Eddington scenario for the ULXs are accumulated in recent years. Motch et al. (2014), for
example, investigate ULX P13, which is observationally suggested to have 64 day period
binary motion. They modeled the strong optical and UV modulations due to X-ray heating
of the B9la donor star and conclude that this ULX hosts a stellar mass black hole whose
mass is less than 15 M. Since the X-ray luminosity of P13 ranges from 1.6 x 10%? ergs™! to
4 x 103 erg s—!, P13 is suggested to be a super-Eddington source. Moreover, Bachetti et al.
(2014) investigating M82 X-2 have demonstrated that this ULX is emitting the pulse component
whose period is about 1.37s and thus it hosts a neutron star accretor. Because the luminosity

of this ULX (Lx = 10% erg s~!) is much greater than Eddington luminosity of a neutron star
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(Lgaqa < 10%%5 ergs~! for the mass of a neutron star, Mys < 3Mg), the central accretor must
be super-Eddington.

In addition to ULXs, we also pay particular attention to another type of enigmatic objects
called ultra-luminous supersoft sources (ULSs) which were recently discovered and are extensively
studied (Di Stefano & Kong 2003; Kong et al. 2004; Liu 2008). They produce very high X-ray
luminosities (Lx 2 10%%erg s=!) similarly to the ULXs, but nevertheless their X-ray spectra are
very soft and is thus distinct from those of the ULXs. More precisely, they are characterized
by exhibiting blackbody-like spectra whose blackbody temperature is less than 0.1 keV (Di
Stefano & Kong 2003). Because of their very high luminosities (above the Eddington luminosity
of stellar mass black holes), ULSs are also considered to be either super-Eddington sources
hosting stellar mass black holes or sub-Eddington sources hosting intermediate mass black holes.
Urquhart & Soria (2016) propose a unified scheme, in which the ULSs are super-Eddington
accretion systems accreting at high Eddington rate about 103 Mpgqq viewed from large polar
angles of 20-90° (see also Gu et al. 2016).

In view of such diversity in possible super-Eddington objects we perform more extensive
and systematic study of super-Eddington accretors to clarify their observational signatures for
a variety of mass accretion rates and of viewing angles.

Multi-dimensional simulations are indispensable, since the super-Eddington accretion disk
is known to be very fat and full of multi-dimensional gas motion, such as internal circulation
and strong outflow. Radiation hydrodynamic (RHD) simulations are also needed, since intense
interactions between gas and radiation are essential. As a first step of systematic study, we
perform simulations in the Newtonian dynamics in the present study to discuss the overall
properties of the super-Eddington accretion flow, such as accretion rate, outflow rate, luminosity,
the impact onto circumstances, and so on. We take into account thermal Compton scattering
effects, since the optically thick outflow in the super-Eddington accretion phase suffers thermal
Comptonization (Kawashima et al. 2009). More details of numerical methods and calculated
models are explained in the next section (§2.2). We then show our results in §2.3. The last

section in this chapter is devoted to discussion.

2.2 Methods of calculations and calculated models

In the present study we use the two dimensional axisymmetric RHD code developed by
Kawashima et al. (2009). We inject mass to an almost empty region around a black hole (with
a mass of My = 10Mg) from the outer boundary at a constant rate (Minj) and solve how gas
accretes onto the central black hole and how much radiation is produced and propagated to

reach distant observers.

2.2.1 Basic Equation

We adopt the polar coordinates (r, 6, ¢) (where r is the radius from the central black hole, 6 is
polar angle from the rotational axis of the disk and ¢ is the azimuthal angle but this component
vanishes because of the axisymmetricity) with the origin being at the central black hole and

= 7/2 being the equatorial plane, on which mass is injected (see §2.2.2). The « viscosity
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prescription and the Flux Limited Diffusion (FLD) approximation (Levermore & Pomraning
1981) are adopted for solving radiation transfer. Further, thermal Compton effects are taken
into account in the energy equation. The general relativistic effects are incorporated by adopting
the Paczyniski-Wiita potential ®pyw = —GMpp/(r — rg) , where rg is the Schwarzschild radius
of the central black hole. By the assumption of axisymmetry, we set 9/0¢ = 0, while retaining
the ¢-components of the velocity and the viscous force. All other ¢-components of vector

quantities are set to zero.

The basic equations are then given by

Op+V-(pv) =0 (2.1)
v 2 GM
Ot,ow + V- (pUTU) = —Opp + P (;0 + 79 - m + fr (22)

O(prvg) + V - (prvgv) = —0gp + pv?, cot @ +rfy

O¢(prvysinf) + V- (pruy,vsind) = rq,sinf

Oe +V - (ev) = —pV - v — 4k1B + ckEy + Pyis + I'comp

0By +V - (Egv) = =V - Fg — Vv : Py + 457B — ckEy — I'comp

where p, v= (v, v9,v,), p, € and &, are the mass density, velocity of gas, gas pressure, the
internal energy density of gas, (Rosseland-mean) absorption opacity measured in the fluid
co-moving frame, respectively, d¢, 0., 0, and 0, are the differential operators with respect
to t, r, 6, and ¢, respectively, and V = (0., 0y, 0,) is the natural vector differential operator,
qy is the viscous force calculated based on the a viscosity model, f, Ey, Fo and Py are the
radiation force, the radiation energy density, the radiation flux, and the radiative stress tensor,
respectively. The subscript 0 indicates the value measured in the fluid co-moving frame. The
radiation force f is calculated by using the total opacity x = k + por/m, (with ot being the

cross section of Thomson scattering and m,, being the proton mass) as
X
f= EFO (2.7)

and Fy, Py can be described by the radiation energy density Fy and its first derivative from
the FLD approximation. The quantities B, ®is, and I'comp are Planck function, the heating
rate by viscous dissipation, and the heating rate by thermal Compton scattering, respectively.

The term I'comp is described as

kg(Traq — T,
1—‘Comp = 4morc B( rad gas) <p> Ey, (28)

MeC2 mp

where kp,me, Tgas, and Traa[= (Fo/a)'/*] (a is the radiation constant) are the Boltzmann
constant, the electron mass, gas temperature, and radiation temperature, respectively. Finally,
we need the equation of state to close the set of the basic equations: p = (y — 1)e with v =5/3
being the specific heat ratio.
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2.2.2 Setup, Initial and Boundary Conditions

The simulation domain has the shape of a quarter circle on the r — @ plane set by 2rg < r < rout
and 0 < 0 < 7/2. As to the boundary conditions, we set as follows: The outer boundary at
r = rou and 6 < 0.457 is an outflow boundary where the radiation and gases can go through
freely and any information never goes into computational domain. The outer boundary at
r = rout and 8 > 0.457 is the boundary from which we inject gas into computational domain at
the constant rate Minj with a fixed value of angular momentum mentioned later. Finally, the
inner boundary at r = 2rg is an absorbing boundary with a damping layer where the physical
quantities are smoothly damped to the constant values near to the inner boundary. We only
solve the upper half domain of the gas flow, imposing the reflective boundary condition on the
equatorial plane at 6 = 7/2.

For the initial condition, we start with an empty space around the black hole, but for the
numerical reason, we put the thin isothermal (T}, = 10''K) corona in the domain, which is in
hydrostatic equilibrium.

In our simulation code, we use the Godunov method for hydrodynamics solver. During the
simulation run, we continuously inject mass from the equatorial edge (1 = 7ous, 0 € [0.457, 0.57])
at a constant rate of Mmj. We assume that the injected mass has an angular momentum with
its vector orientation being perpendicular to the equatorial plane and its absolute value being
the same as that of the Keplerian rotation at r = r,ot. Throughout the present study we fix
rrot = 100rg. After the viscous timescale, an accretion disk is formed around the central black
hole and the disk size is determined by r = r.o¢. We can control the mass accretion rate (Macc)
onto the central black hole by changing the mass injection rate Minj. Hereafter, we use the
normalized mass injection rate as 1mjin; = / inj/ Mgqq. Super-Eddington accretion flow appears
when 7hin; 2 102. Likewise the mass accretion rates are normalized as Tacc = Macc / MEdd

In this paper, we simulated three models for a variety of the mass injection rate (see Table
2.1). In Table 2.1, the symbols 7hinj, Mace, Moutfow, lisor Ltot, Ei{s& and /), are the value of
Minj, Mace, Moutfiow, Lisos Liot, Ly, and Lii, with the Eddington unit (Mgqq for mass flow
rates or Lgqq for energy flow rates ) , respectively. Here the accretion rate Macc and the outflow
rate Moutﬂow are the integral of the inward mass flux crossing the inner boundary r = 2rg and
the integral of the outward mass flux crossing the outer boundary r = 7oy, respectively, and

are numerically calculated by
Maee = —/ min(pv,, 0) dS, (2.9)
r=2rg
Moutflow = / pu, dS (2.10)
T=Tout,V>Vesc

where dS is the surface element of the domain of integral and veg. is the escape velocity at
r = Tout- Note that our definition of the outflow rates is different from that in Yuan & Narayan
(2014), in which the outflow rate is calculated by integrating the entire outgoing gas (with
vy > 0). Also note that our estimate of outflow rates seems to be underestimated because
the gas is pushed by radiation force so that the outflow rate should gradually increase as the

gas travels farther from the black hole (Hashizume et al. 2015) Here Lis, means the isotropic
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luminosity viewed from the direction with the inclination angle of ¢ ~ 3° and L, means the

total luminosity integrated over the whole solid angle;
Liso = 4mrou B, g0+ Ltor = / F, dS (2.11)
T=Tout

and Lfl?l and Ly, are calculated by

[is.o =2 2 0 ’ N

iso TSl [maX('Ura )] (Tyg):(routﬁo)’ ( )

Ly, / pv3 /2 dS. o
T=Tout,V>Vesc

2.3 Results

In all the calculated models, we could finally achieve the quasi-steady states (Ohsuga et al.
2005). Hereafter, we only use the simulation data in the quasi-steady state. The elapsed times
spent to reach the quasi-steady state are 40s (model 1), 170s(model 2) and 90s (model 3),

respectively.

Table 2.1 Calculated three models. Here, 7, is denoted by mass injection rate. As for the
definition of other quantities, see text. Such as mass accretion rate, mass outflow rate, isotropic
luminosity, and etc, see equations (2.9)-(2.13)

model | Minj | Tout[rs] | ace | Moutfow | fiso (0 =3°) | Lot s liin

Eqn.# (2.9) (2.10) (2.11) (2.11) | (2.12) | (2.13)
1 102 500 70 2 2 1.5 1074 | 1072
2 10% | 5000 | 2x10%| 7x10% 13 3 14 0.7
3 10* | 5000 | 4x10%|1.7x103 50 3 70 0.9
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2.3.1 Simulation overview
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Fig. 2.1 Time-averaged density contour maps averaged on the logarithmic scale for mass injection
rates of 1y = 102 (left), 103 (center), and 10* (right) , respectively. Here, the horizontal (R)
axis and the vertical (z) axis denote the cylindrical coordinates, respectively. Note different
length scales between the left panel, and the middle and right panels. The black line in each
panel indicates the location, where gas velocity is equal to the escape velocity, and the red line
indicates the location, where the radial component of the velocity vanishes (that is, the gas in
the region enclosed by the red line is falling onto the black hole).

We first overview the density structure of the super-Eddington flow in figure 2.1 for i, = 102,

103, and 10* from the left panel to the right, respectively. There is a fat and dense disk at
2rg < r < 100rg around the black hole for the right two models. The disk is optically and

geometrically thick and is supported mainly by radiation pressure force. By comparing three

panels we find a clear tendency that the higher the mass injection rate is, the narrower becomes

the jet funnel. This is because the high-velocity jet is confined, being pressed by the pressure

force by the surrounding fat disk.
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Fig. 2.2 Same as figure 2.1 but for the contour map of the gas temperature. The black line in
each panel indicates the location of a photosphere on which 7. = 1 holds when integrated from
the outer boundary, and the red line is for the Compton sphere ycomp = 1 calculated from the
outer boundary as equations 2.16 and 2.17.

In figure 2.1 we see the blow up of a collimated jet with a very high speed (~ 0.7¢ for

Minj = 103) in the polar direction. We also see an uncollimated outflow blowing out within the

a large opening angle (~ 80°). This broad outflow is significantly Compton-cooled by copious

soft photons emanating from the underlying gas inflow so that the gas temperature should be
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close to radiation temperature (Kawashima et al. 2009). There is characteristic inflow structure
at the angle of about ~ 45° toward the center (see the region surrounded by the inner one of
the two lines in figure 2.1). This is convective inflowing gas produced by the convective motion
of gas.

Figure 2.2 shows the locations of the photosphere and Compton sphere plotted on the
temperature contours in quasi-steady state. We can see that the temperatures on the Compton
sphere and photosphere become low (~ 10°K) in the relatively high accretion rate case (1iacc
10%). However, we can also see several high temperature parts (1 - 10 keV) in the outer region.
These hot parts appear within intermittently blowing outflow.

Figure 2.3 shows the radial dependance of the mass inflow rates Mi, (r), the mass outflow

rates Mout(r), and the net flow rates Mpet (r) of each model;

M (r) = /pmin(vr,O)ﬂdQ, Mout(r)z/pmax(vh())rde

Mnet(r) = Mout(r)"f’Min(T)- (214)

Although the net flow rate for models 2 and 3 is roughly constant at the regions of » < 10007g
and r 2 3000rg, it is found that the rate varies with the radius at r ~ 1000 — 3000rg. We also
find the similar tendency in the model 1, in which the net flow rate is almost kept constant at
r < 100rg and r 2 300rg and decreases with the radius at the region of r ~ 100 — 300rg. This
implies that the resulting inflow-outflow structure is not in actual steady state. To estimate
the difference from the actual steady state, we continue the long term simulation for model
2 (about 5 times longer than model 2), in which we restart simulation from the end time of
model 2 by resetting 7hi,; to be 700. The dashed line in the middle panel of figure 2.3 shows
the result of this long term simulation. We achieved a nearly steady state (the net flow rate is
constant within 40% (see the black dashed line in this figure)). In this time, the accretion rate
onto black hole and outflow rate from the outer boundary are almost same as model 2 and our
main result for ULSs and ULXs (we will see this in §2.3.2) is not altered. Therefore we can
rely on the results of model 1,2,3 although they have not reached their actual steady state yet.
We must note that the outflow rates may be slightly overestimated due to the energy released
by the accretion shock at 7 = 7o (but this energy is not so large when comparing the energy

released by the disk accretion).

2.3.2 Observed luminosity and temperature

Next, we see the observed luminosity and temperature. Figure 2.4 shows the #-dependance of
observed temperature T, and isotropic luminosity fiso, where the observed temperature Tgpg is
evaluated between the photosphere and the Compton sphere (see figure 2.2). The photosphere
and the Compton sphere are the place where the effective optical depth is Teg = 1 and Compton

y parameter is ycomp = 1 calculated from the outer boundary of the simulation box, r = rgyut,
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where 7. and ycomp are numerically evaluated by

Tout
Tes(1) = / por/my dr, (2.15)
rrout
Tt (1) = / \/ﬁ(paT/mp + k) dr, (2.16)
T
rout 4ET,
YComp (1) = Tes/ g;s poT/my dr, (2.17)
- meC
respectively.

From the top panel of figure 2.4, we can understand that the observed temperature viewed
from the angle 6 < 20° is greater than several keV, typical temperature of ULX derived from the
X-ray spectrum. At the angle greater than 35°, on the other hand, the observed temperature is
less than or equal to 0.1 keV, the typical temperature of ULS. Despite such low temperatures,
the observed luminosity is greater than Eddington luminosity in good agreement with the
observations of ULS and ULX. Importantly, the luminosity viewed by nearly face-on observers
is greater than that viewed by edge-on observers. This is consistent with the fact that the

category of ULXs is typically more luminous than that of ULSs.

2.4 Discussion

2.4.1 Brief summary

In the present study we investigated the observable properties of supercritical accretion flow for
a variety of accretion rates (1inj) and viewing angles (), taking into account inverse Compton
scattering effects. We pay particular attention to the distinct observational appearances of
nearly face-on sources and of nearly edge-on sources. This is a marked difference from the
cases of sub-Eddingtion source (either of standard-type disks or RIAF), in which the overall
appearance is similar, not critically depending on the viewing angle. In short, nearly face-on
observers will see supercritical accretors as luminous objects with large kinetic luminosities
(comparable to the radiation luminosity), high (~ 1 keV) blackbody temperatures, and compact
emitting regions with area on the order of ~ rg. The nearly edge-on observer will see them as,
luminous but low-temperature (~ 0.1 keV) objects with large emitting area (much greater than
r%) and with less kinetic luminosities. Such differences are remarkable above .. ~ 102 and
are the results of high optical depth of accretion flow and significant outflow. We also confirm
the clear tendency that the opening angle of high-velocity jets decreases with the increase of
the mass accretion rate. In the following subsections we will discuss more about such unique

features of super-Eddington flow.

2.4.2 Super-Eddington model for Ultra-Luminous Supersoft sources

In this subsection we discuss if our simulations support the hypothesis that the ultra-luminous
supersoft sources (ULSs) may be a subgroup of the super-Eddington sources.
Some authors (Gu et al. 2016; Urquhart & Soria 2016) proposed a model of ULSs which unifies

ULSs and normal ultraluminous X-ray sources, where the different observational characteristics
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are probably related to the inclination angle and the mass accretion rate. They concluded
that there are two necessary conditions for ULSs, i.e., high mass accretion rates mae. = 30 and

not small inclination angles # 2 25°. For the other cases with super-Eddington accretion, the

sources are likely to appear as normal ULXSs.
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Fig. 2.3 radial dependance of the mass inflow rate (yellow solid line), mass outflow rate (blue
solid line) and the net flow rate (black line) of models 1 to 3 from the top to the bottom,
respectively. The dashed line in the middle panel shows the result of the long term simulation
for model 2.
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Fig. 2.4 Viewing angle (6) dependence of observed temperature Top,s (top panel) and isotropic
luminosity L defined by equation (2.18) (bottom panel) for various mass injection rates,
Minj = 102, 103 and 10*. The horizontal axis is the polar angle § [degree| and the vertical axes
are temperature [keV]| (top panel) and normalized isotropic luminosity [Lgqq| (bottom panel),
respectively. The dashed lines on the top panel indicate the temperature on the inner boundary
in the case that the optical thickness is less than unity. The dotted line of each figure shows
the result of the long term simulation for model 2.

We thus examine our simulation data to see if they support the super-Eddington hypothesis.
We found that the temperature and luminosity are in the reasonable ranges for explaining the
ULSs, if we adopt maec ~ 400 and 6 2> 25°. Figure 2.4 shows the #-dependence of the isotropic
luminosity at the outer boundary, calculated by

L(#) = 4mr?

out

FT(T = Toutae) (218)

and the observed temperature Tg,s which can be considered to be the temperature on the outer
sphere between the Compton sphere and the photosphere, respectively. When the photosphere
viewed from an angle vanishes, the observed temperature is set as the temperature on the
inner boundary (see the dashed line on figure 2.4). Since the luminosity of ULSs are about
10%%rg s™! ~ 1Lgqq for 10Mg), the reasonable viewing angles are whole angles for model 1,
0 = 45° for model 2 and 6 2 25° for model 3, respectively. Since the blackbody temperature
of the ULSs are around 0.1 keV, the reasonable range of the viewing angle is 8 = 65° for
model 1, 6§ 2 35° for model 2 and 6 2 20° for model 3, respectively. We thus conclude that
the basic observed properties of the ULSs can be expained for the viewing angle of 6 = 30°
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for 10% < e
more likely a ultraluminous source is to be observed as a ULS. This fact is consistent with the
classification of ULSs and ULXs in Urquhart & Soria (2016).

We can roughly understand why the observed temperature of supercritical accretor is ~ 0.1

< 103. Moreover, our result shows that, the more the accretion rate is, the

~

keV for an edge-on observer in the following way. From the relationship L ~ 47r?cT* we find
T(r) ~ 1(M/10My) " 4(r/3Rs) /% keV, (2.19)

for L ~ Lgqq due to the photon trapping effect (Begelman & Meier 1982). When we see the
supercritical flow from large angles, we see the outer surface of the inflated region. Further, the

size of the inflated region is approximately the trapping radius
Rira ~ mRs (2.20)
(see Kato et al. 2008, Chapter 10). We thus find
T(Rirap) ~ 0.1(112/300) /2 keV (2.21)

From this relationship we also understand the tendency that the higher 7 is, the lower becomes
the observed temperature, in good agreement with figure 2.4.

We have two remarks here. First, since the outflow blowing out is optically thick even at
the outer boundary, we might have overestimated the luminosity and the temperature. Second,
when the mass injection rate is high (in the model 2 for example), the outflow going along
the disk is accelerated and heated by radiation and thus the temperature is relatively high
(~ 107K or higher). This may be because the disk has a steep edge facing to the equatorial
direction due to the low angular momentum of injected gases and the photons from the edge
can effectively accelerate the gas toward the equatorial direction. This is an artifact resulting
from our assumed (relatively small) specific angular momentum; that is, larger specific angular
momentum is needed in the injected gas. We, hence, need more extensive study with a larger

computation box to establish the super-Eddington scenario.

2.4.3 Application to the Extreme Ultra-Luminous X-ray sources

The Extreme Ultra-Luminous X-ray sources (EULXSs), which have higher luminosities (Lx =
10*erg s™! ~ 103Lgqq for a 10 M black hole) than normal ULXs, were discovered recently.
Since such huge luminosity is not easy to explain by the super-Eddington accretion scenario, it
is considered as the most promising candidate for the intermediate-mass black hole. Our results
demonstrate, however, that even such huge isotropic luminosities as those of EULXs can also
be accounted for by supercritical accretion (see model 3, in Table 1; the luminosity viewed by
face-on observers can reach nearly 100 times greater than Eddington luminosity.). We thus
support that EULXs may also be super-Eddington accretors.

Note, however, that the luminosity of the EULXs can be reproduced only when the mass

injection onto the accretion disk is huge; miyj 2 10* and the central black holes is slightly heavier,
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Mgy 2, 20Mg. Note also that special relativistic effect is not considered and thus the relativistic
beaming is neglected in our simulation. In other words, the isotropic luminosities could be

underestimated when 1. is high. This needs to be confirmed in future GR simulations.

2.4.4 Very strong outflow

One of the most remarkable observational features of the super-Eddington sources should be
emission from their environmental gas (or nebula) which shines by receiving a significant impact
by the strong outflow. This will explain the so-called ULX bubbles. In fact, our simulation
demonstrates the emergence of very strong outflow at high 7., > 10%2. Furthermore, the
outflow rate overcomes the accretion rate at rmacc 2 102 — 103. Such strong outflow inevitably
causes some significant impacts on its circumstances. It should be noted that the outflow rate
cannot exceed the mass injection rate (from the calculation boundary) but CAN exceed the
accretion rate (onto the black hole) (see also Hashizume et al. 2015). Note also that the sum of
the outflow and accretion rates is by about one order of magnitude less than the mass injection
rate, meaning that the mass is continuously accumulated within the simulation domain with
the time. In future work we plan to perform longer simulations with a larger r.o; to see an
actual steady-state flow structure.

Outflow from radiation-pressure dominated disk is likely to become clumpy above the
photosphere (Takeuchi et al. 2013). Although we cannot resolve the clumpy structure in our
simulation because of lack of resolution (note that the size of each clump is about one optical
depth; see Takeuchi et al. 2014), we can easily check whether the outflow from super-Eddington
accretion flow calculated in our simulation could be clumpy or not by using the condition found
by Takeuchi et al. (2014). Basically, the condition is so simple; clumpy outflow appears if the

radiation force overcomes the gravitational force.

2.4.5 How to achieve high injection rates?

In our simulation, we consider the mass injection rate Minj as a parameter. Here, we discuss
how a large amount of gas can be injected into the accretion disk from a companion (in the
case of binary system).

A population synthesis study for binary systems by Wiktorowicz et al. (2015) shows that
a 10Mg black hole is fed by a massive (~ 10My) Hertzsprung gap donor with Roche lobe
overflow (RLOF) rate of 1073 Muyr—" (= 2600Mgqq ) and the maximum RLOF rate reaches
10 2Meoyr—! (= 3 x 10*Mgqq ).

There should be some circumstances, in which feeding sufficient gas at a super-Eddington
rate (up to ~ 10*Mgqq) to the vicinity of the black hole is feasible.

2.4.6 Difference from other numerical simulations

Our simulations do not take into account the effects of general relativity. The effects of general
relativity become very important when considering the physics at the vicinity of the event
horizon and the spin of black holes. The general relativistic radiation hydrodynamical simu-

lations performed by Sadowski et al. (2015) show that the outgoing mass flow rate is by an
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order of magnitude greater than the accretion rate for Mee ~ 100Mpqq when the black hole
spin is high, a = 0.9, while they are on the same order, if @ = 0. Thus the general relativistic
simulation tends to show more significant outflow than Newtonian simulation, probably because
more gravitational potential energy is available in general relativity than in Newtonian or
post-Newtonian gravity, especially in the case of highly prograde rotating black hole. In table
2.1, the outflow rate at Macc ~ QOOMEdd is an order of magnitude lower than the result of the
relativistic simulation. The higher the black hole spin is, the closer ISCO is to the event horizon,
so the more the released energy of the spinning black hole is (at maximum about 10 times higher
than the non-spinning case). Moreover, another mechanism, so-called Blandford-Znajek process,
works to increase the released energy for magnetized spinning black holes. For this reason, we
must also perform the general relativistic radiation magnetohydrodynamical simulations in

order to do more precise and realistic studies.






CHAPTER

VARIABILITY OF COMPTONIZED X-RAY SPECTRA OF
SUPER-EDDINGTON ACCRETOR: APPROACH BY BOLTZMANN
RADIATION TRANSPORT

3.1 Introduction to Chapter 3

Precise modeling of Compton scattering process should be a critical issue, but it is not an easy
task especially for relativistic plasmas under strong gravity. Several semi-analytic or simple
numerical approaches are known for calculating radiation transfer with Compton scattering in
accretion flow (see Rybicki & Lightman 1979, and references therein). However, more accurate
and more realistic transfer calculations are required recently, since high resolution spectral data
are now available thanks to the rapid progress in observational instrumentations (e.g., NuStar
etc).

The Monte-Carlo method is the most widely used, powerful tool for calculating radiation
transfer with Compton scattering (e.g., Pozdnyakov et al. 1977; Dolence et al. 2009; Kawashima
et al. 2012; Moscibrodzka et al. 2014). The great advantage of this method is that it can
relatively easily calculate the scattering process, which is very complex in high temperature
gas layers and/or in moving scattering medium with relativistic speed. In this method, we
deal with statistics of the trajectory of photon packets in the phase space; that is, photons
experience Compton scattering with electrons, obeying the a priori prescribed statistics. The
disadvantage of the Monte-Carlo approach is, however, that the precision is limited by photon
statistics. This limitation appears to be most severe, when we handle the photons with much
higher energy than that of the seed photons, since the number of the former (up-scattered)
photons could be very small, leading to rather poor statistics. Other disadvantages are difficulty
in time-dependent calculation, lack of stimulated Compton scattering, and spatial resolution of

physical quantities.
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Another approach is solving the Boltzmann radiation transport equation to obtain the
distribution function of photons in 6-dimensional space (3-dimensional (3-D) real space and
3-D momentum space; see, e.g., Sumiyoshi & Yamada 2012; Nagakura et al. 2014; Takahashi
& Umemura 2017). The merit of this approach is its capability of simulating time evolution
of the medium, since we know the distribution function at all the spatial points and can thus
calculate feedback effects on the interacting medium. Another advantage is that this method
can naturally be connected to the radiation hydrodynamics (RHD) simulation codes, which
will make it possible to perform frequency-dependent RHD simulations in future. The weak
point of this method is a difficulty in calculating the Compton scattering process, since it is
highly complicated when bulk and/or thermal velocities are relativistic or when we consider
high energy regime. Another concern is the treatment of multiple scatterings. The scattering
timescale is generally much shorter than that of the fluid or light crossing time. Usually, the
time interval At is determined by the light crossing time and so the gas-radiation interaction
term should be calculated by the implicit method. Then, the number of experiencing scattering
in one time-step should be much smaller than that in the realistic case, however, since the
scattering kernel describes only a single scattering. That is, the multiple scattering cannot be
precisely calculated by the Boltzmann-solver calculations, especially when the time interval At

is taken to be much longer than the scattering timescale.

To summarize, the Monte-Carlo method is easier to handle with but has a difficulty in
solving time-dependent problems, while the Boltzmann method is advantageous in solving the
time-dependent problems but is not easy to properly calculate multiple scattering processes. In
the present study, therefore, we propose a new methodology how to combine these two methods
and apply our method to solve the problem of low-temperature, optically thick Comptonization
as is realized in super-Eddington flow. On the basis of the probability function of a single
scattering calculated by the Monte-Carlo method, we can reconstruct the probability function
of the multiple scattering. The time evolution is then solved by the Boltzmann equation and
the source term is calculated by the probability function of multi-scatterings. This enables us
to calculate time-dependent radiation fields with multiple thermal /bulk Compton scatterings.
The present study will mark an important milestone towards the construction of a frequency-
dependent GRRMHD simulation code of accretion flow in general context. We first explain the
basic methodology in §3.2 and then show the results of typical cases in §3.3. The final section

is devoted to discussion.

3.2 Method

We developed a new code of the grid-based Boltzmann solver of the radiation transfer, incorpo-
rating the Compton scattering process, in the curved space-time described by the Schwarzschild
metric and calculate the observed spectra of super-Eddington accretion flow and outflow by
the post-processing. In the present paper, we set G=c=1 so that the unit of the length scale is
1M = 15(M/10Mg) km and that of the timescale is 1M =5 x 1075(M/10M) s.
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3.2.1 GRRMHD Data for Background

We use the GRRMHD data, (p, T, v), for calculating the radiation field in our simulation where
p is the density, T' is the temperature, v is the velocity of the fluid. These data are obtained by
the 2-D axisymmetric simulations by Takahashi et al. (2018) who solve the GRRMHD equations
in the polar coordinates on the basis of the Kerr-Schild metric around a non-spinning black

hole. Here, we summarize the properties of the used GRRMHD simulation data:

e The simulation domain (r[M],f[rad]) € [1.96,245] x [0, 7] is divided into 264 x 264 cells.
They put a 10 Mg black hole at the origin (r = 0).

e They started the simulation from an equilibrium torus composed of pure hydrogen plasmas
and threaded with single poloidal magnetic fields. The inner edge of the initial torus is at
r =20 M and the pressure maximum is at r = 33 M,

e They could reproduce the super-Eddington accretion flow and radiatively driven outflows.
The mass accretion rate onto the central black hole is about 300Lgqq in the quasi-steady
state, which is achieved after the elapsed time of 30000 .

e In the quasi-steady state, no unphysical flares (which are occasionally observed in the

simulations based on the M1 scheme) nor artificial abrupt heating do not occur.

We employ the simulation data which are time averaged over the time span of ¢ = 3000 — 3300 M
(in the quasi-steady state). Figure 3.1 shows, from the left to the right, the contour maps
of the density, temperature, and velocities overlaid with the velocity vectors, respectively.
We see two-phased structure composed of dense, low-temperature torus region and tenuous,
high-temperature outflow region.

Before performing the radiation transfer calculation, we transformed the values described in
the Kerr-Schild metric into those in the Schwarzschild metric. We also reduced the numerical
resolution of the data from 264 x 264 grid points to 32 x 64 grid points because of the limitation
from the calculation resource. The electron temperature in our calculation is assumed to be

equal to the proton temperature, for simplicity (this approximation will be discussed in §3.4.3).
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3.2.2 Basic equation

The basic equation that we solve in the present paper is the conservative form of the Boltzmann
equation in the Schwarzschild coordinates (¢,, 6, ¢) derived by Shibata et al. (2014),
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where f, M and S;,q are the distribution function of photons, the mass of a central black hole
and the source term via gas-radiation interactions, respectively. The set (v, 0, @) represents the
coordinates in the momentum space of photons, in which v is the frequency of photons measured
by an Eulerian observer, 6 is the angle between the direction of the photon propagation and the
r-direction, and @ is the angle between the #-direction and the projected photon momentum
vector on the plane perpendicular to the r-direction. Note that we use the fluid data provided
by 2-D axisymmetric simulation so that the derivative 9/0¢ vanishes.

We solve the left-hand-side of the equation (3.1) (i.e., the advection term) by the second
order upwind method with the min-mod limiter (although it is slightly modified as will be shown
in appendix B.3.1). The right-hand-side which is the source term of gas-radiation interactions

is solved with using the interaction tables (see appendix B.3.2).

3.2.3 Simulation setup

We perform the radiation transfer simulations within the 5-dimensional (5-D) simulation
domain of r[M] = 2.1-250, § = 0-7, hv[keV] = 0.01-500, § = 0-7, and @ = 0-27. The grid
points are uniformly distributed in the -, f-, and @-directions, and uniformly distributed
in the logarithm in the v- and r-directions, respectively. The number of grid points are
(N, Ng, Ny, Ng, N3) = (32,64, 50,9,8). As the opacity sources, the Bremsstrahlung by a pure
hydrogen plasma and the electron scattering (with Klein-Nishina cross-section) are included.
At the inner and outer boundaries, r[M] = 2.1 and 250, we employ the free (no-gradient)
boundary conditions for the outgoing radiation and the incoming radiation is set to be zero.
We use the reflective boundary condition at # = 0 and 7 as well as at # = 0 and 7. At the
boundaries of the frequency grid we employ the dumping boundary condition (i.e., we assign

small values there). We use the periodic boundary condition at @ = 0 and 2.
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Fig. 3.1 The GRRMHD simulation data used in the present study. Color contours of the gas
density, the gas temperature, and the gas velocity are displayed in the left, middle, and right
panels, respectively. The right panel is overlaid with the velocity vectors. The black (yellow)
dotted contour lines in the right panel indicate the loci of |v/c| = 0.2(0.5).

Initially we assume no radiation field in the whole simulation domain and calculate the time

evolution of the radiation fields by solving the equation (3.1).

3.3 Results

3.3.1 Simulation Overview

We calculate the observed luminosity at frequency v seen from the viewing angle of Oyiew,

L, (Byiew, t), and the bolometric luminosity, Lyoi(t), by

LV(9V16W7 t) = 477/ Il/(ta T = Tout, 0, éa @)ds (3'2)
{07§7¢}EA(0view)

where the set A(fyiew) contains all elements (6, 0, @) satisfying the condition where the direction

determined by (6,6, ) is parallel to the direction of observer (fyiew) and where it is outward-

directing on the outer boundary of the simulation domain, and the area element d.S is that on

the screen of the distant observer, and

Lou(t) = % / / Lo (Butonss 1) (€08 Buiens), (3.3)

at each time, respectively. Here, we assume that the photons go straight without being suffered
from the gravitational redshift at the outside the computational box, since the distance from the
black hole is sufficiently far that the GR effect is negligibly small. We plot how the bolometric
luminosity grows, starting from the initial zero-luminosity state, in the left panel of figure 3.2.
The bolometric luminosity reaches ~ 10*%rg s~ (~ 10 Lgqq) in four light crossing times (where
we define the light crossing time to be teposs = rout/c = 250 M). We see that the radiation field
settles down in a quasi-steady state at ¢t > tgss = 4tcross (see the left panel of figure 3.2).

The right panel of figure 3.2 shows the observed spectra in the quasi-steady state, L, (Oyiew,t =

tyss) for various viewing angles. We see a clear trend that the larger the inclination angle is,
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Fig. 3.2 Left panel: Time evolution of the total luminosity over time span of 0 — 1000M. Right
panel: Observed spectra (in the quasi-steady state) viewed from a distant observer located at
angles of Oyiew [radian]= 0.02 (~ 0°, red), 0.32 (~ 20°, green), 0.52 (~ 30°, blue), and 1.01
(~ 60°, purple), respectively. The closed circles denote the calculated data points, whereas the
curves represent the spline fits to the three-point average of the data points.

the lower becomes the hard X-ray component, and, hence, the softer becomes the spectrum.
This can be easily understood, since the high energy photons (with energy > 10 keV) are
mostly generated in the funnel region. Therefore, they can be observed only by a nearly face-on
observer (with a viewing angle fyiew, < 30°) and are not seen by a nearly edge-on observer,
for whom they are effectively blocked by optically thick outflow. The lower energy photons
(with energy < 10 keV), by contrast, originate from much wider region surrounding the funnel

and disk, and, hence, always observable: they can directly propagate even to an edge-on observer.

We next examine the two-dimensional distributions of the radiation energy density in the
simulation box. The upper left panel of figure 3.3 shows the color contours of the total radiation
energy density (integrated over photon energy) overlaid with the total energy flux vectors, while
the other three panels of figure 3.3 illustrate the color contours of the energy density of radiation
with v = 1 (upper right), 10 (lower left), and 100 keV (lower right), respectively. Loci of the
effective optical depth of 7og =1 and 10 are indicated by the black solid and black dotted lines,
respectively, while those of the Thomson optical depth of 7o =1 and 10 are indicated by the
yellow solid and yellow dashed lines, respectively.

The strongest is the 10 keV emission from the optically thick disk region. (This is the reason
why the total radiation energy density reaches its maximum value there). Further, we find in
the lower two panels that the high energy photons with 2 10 keV emerge from hot regions
within the jet funnel region. Here, by the funnel region we mean the region which is full with
hot (T > 108 K), tenuous (with Thomson optical depth of 7.5 < 1), and rapidly outflowing
(with v > 0.1 ¢) gas (Kitaki et al. 2017). Crudely, this funnel region has an opening angle of
30° (the region above the black dashed line in the upper-left panel) and is surrounded by the

slower (with velocity v < 0.1 ¢) and denser outflow region. Such high energy photons propagate
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Fig. 3.3 Contour maps of the total radiation energy density (upper left) and the radiation
density at different energy bins: 1 keV (upper right), 10 keV (bottom left), and 100 keV (bottom
right), respectively. The lines in the last three panels indicate the loci of 7. = 1 and 10 (black
solid and dotted lines), and 7.s = 1 and 10 (yellow solid and dotted lines), respectively. The
dashed line in the upper left panel is the line with the polar angle of § = 30°, which indicates
the approximate position of the funnel wall.
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along the polar axis or are advected by the optically thick outflow, which is launched from the
inner hot region and propagate toward the direction of the polar angle of 20° — 40°. The 10
keV photons are produced mostly within the disk and some in the funnel, whereas the 1 keV
photons originate in much wider space in and around the disk. The photons emitted from the
disk can effectively lose their energy via Compton scattering, whereas those from the funnel

can partly leak into the slower and denser outflow region.

3.3.2 Dependence of intensity map on viewing angles and photon energies

We next show in figure 3.4 how the super-Eddington accretion flow and outflow look like in
X-rays to distant observers at different viewing angles (measured from the polar axis), Oyiew-
The upper panels show the images of the flow seen from the viewing angle of Oyicy, ~ 0° at
photon energy of 1 keV, 10 keV, and 100 keV from the left to the right panels, respectively. In
all the panels the polar cap region around (x,y) = (0,0) is brightest and the region around
6 ~ 50° is the second brightest, about one third of the former. Although the emission from the
latter is not so strong, it has a much wider area than the former.

The three panels in the middle row show the same but seen from Oyiey, ~ 20°. A large
fraction of hard photons (with 2 10 keV) comes from the funnel region, whereas lower energy
ones originates from more or less entire region. The brightest region at 1 keV is off-polar
regions of § = 20° — 50°. The same trend can be seen in the bottom panels for the cases
with Oyiew ~ 30°. Since gas is rotating around the black hole, radiation tends also to go
around the polar axis after undergoing multi-scattering, especially in the optically thick re-
gion. This effect can be clearly seen in the middle and lower rows in figure 3.4. From all the
panels in figure 4 we understand that the very high-energy emission (above a few tens of keV)

is very sensitive to the viewing angle, while softer emission is not so sensitive to the viewing angle.

3.3.3 Spectral variability caused by a flare

It is well known that black hole objects commonly exhibit significant degree of variabilities
on various timescales. Such variabilities were already known in the dawn of X-ray astronomy
(e.g., Oda et al. 1971) but their origin remains to be an open issue until now (see, e.g., Done
et al. 2007; Falanga et al. 2015, and reference therein). One of the most promising possibility
is assembly of flare-like events (Galeev et al. 1979). Frequent occurrence of magnetic flares is
very likely in hot accretion flow like RIAF and in accretion disk corona, since both seem to be
composed of hot magnetized plasmas, like solar coronae. This has led to the idea of the lamp
post model, in which a compact hard X-ray emitting source above a black hole illuminates a
surrounding accretion disk (e.g., Martocchia & Matt 1996; Miniutti & Fabian 2004). It is thus
curious to see how spectra change with time in response to a flaring event occurring in the
innermost region.

Prompted by such consideration, we calculated the spectral variation of a super-Eddington
accretor in response to a sudden heating of the innermost zone caused by a flaring event (i.e.,

magnetic reconnection). Using the simulation data at ¢y = 1000 M, in which a quasi-steady
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Fig. 3.4 Observed images by a distant observer located at viewing angles (measured from the
polar axis) of 0° (upper row), 20° (middle row), and 30° (bottom row) for the photon energy of
1 keV (left column), 10 keV (middle column), and 100 keV (right column), respectively. The
yellow line represents the intersection between the funnel wall (defined by the polar angle of
0 = 30°, see figure 3.1) and the outer boundary of the simulation box. The plus marker indicates
the position of the origin, where the black hole is located.
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Fig. 3.5 Time evolution of the observed spectra in response to a flare that occurred at t = tg
in the innermost zone viewed by a face-on observer (with Oyiew, = 0°). The color of the line
changes from blue, red, to green, as time goes on. The number near each line indicates the order
of the time evolution; that is, t — to [M] = 50, 300, 350, 400, 450, 500, 550, 800, and 1000 for the
number, 1 to 9, respectively, Note that the time of 1000M corresponds to ~ 0.05(M/10M)
sec).

state is achieved, we suddenly raise the gas temperature Tj,s in the innermost funnel region
(r <20 M and 7es < 10 where 7o is the optical depth by electron scattering calculate from the
polar axis) by a factor of 10 for a time interval of 2000 (corresponding to the 10 light crossing
time of the flare region), and then suddenly drop the gas temperatures to their original values.
We calculate how the spectrum changes with time by the occurrence and termination of the
flare and show the results in figure 3.5.

As is clearly shown in this figure, spectra are largely deformed during the flare, especially
in the hard X-ray range above ~ 20 keV. Notably, such variations are sensitive to the viewing
angle; the smaller the view angle is, the larger becomes the variation amplitude. In the face-on
case, the high energy photon (2 20 keV) counts begin to increase at ¢t = 1250 M (~ to + tcross,
between the number 1 and 2 in figure 3.5), reach their maximum value at ¢ ~ 1400 M (between
the number 4 and 5 in figure 3.5), and then decay to the steady-state values. The maximum
amplitude of the variation is by a factor of ~ 3 at photon energy of ~ 60 keV.

Then, why is the variability amplitude larger in hard X-rays to a face-on observer? This is
because hard X-ray emitting region is much more compact than the soft X-ray emitting region
(see figure 3.3) and because the hard X-rays can only reach nearly face-on observers and are
blocked to large viewing-angle (6yiew) Observers (see the right panel of figure 3.2, see also figure
3.4).

Another noteworthy feature is the time delay in response among different energy bands:
that is, 60-100 keV photons rise more quickly than 15-30 keV photons, but the decay is similar

among different energy bins. This time delay between the arrival of harder and softer photons



3.4 Discussion | 41

shown in figure 3.5 indicates that the hard photons generated in the funnel area close to the
black holes are down-scattered at the funnel wall during the propagation to the outer boundary
and thus the arrival is delayed. This mechanism is the same as that claimed in Kitaki et al.
(2017). We may thus conclude that the spectral variability reflects the geometry of hard X-ray
emitting region.

We must admit, however, that it is practically impossible to detect such rapid hard X-ray
variation with the existing nor any planned X-ray satellites for the case with stellar-mass black
holes. But the timescale will be much longer in cases with massive black holes; on the order
of ~400M = 2 x 10*(M/10°My) sec. It might then be feasible to detect spectral variations
with future mission with good hard X-ray sensitivity. The application to the massive black hole

cases will be a future issue (see next section).

3.4 Discussion

In this section we discuss the observational implications, comparison with the past simulation

study, and remaining future issues.

3.4.1 Observational implications: case of ULXs

Rather unique ULX spectra, in comparison with the (sub-Eddington) Galactic X-ray binaries
containing black holes, also supports the super-Eddington model. There are several distinct
spectral states known for the X-ray spectra of ULXs: the broadened disk (BD) state, hard UL
state, soft UL state, the supersoft UL (SSUL) state, etc (see, e.g., figure 2 of Kaaret et al. 2017,
for typical spectra). Interestingly, some of them (BD and hard UL states) show a rather broad
spectral bump in several to 10 keV range, which is consistent with the present study. To be
more precise, the hard UL spectra show rapid decay above several keV, whereas the typical
X-ray spectrum extends over 10 keV and is very reminiscent of our calculated spectrum (see
the right panel of figure 3.2). It is not clear yet why our model is consistent only with one
particular state; this issue is left as future subject.

Kitaki et al. (2017) investigate the spectral properties of super-Eddington accretion flows
by the Monte-Carlo approach. Their results can explain the typical spectral feature of ULXs,
such as the hard excess above several keV. Although the accretion rate they adopted is near the
same as that we adopted, the spectral shapes are distinct among the two. Such differences arise
because of different fluid model. We find that the gas temperatures differ by a factor of two or
more in the optically thick region near the black hole. Much larger differences are found in the
funnel region; the temperature in their simulation is ~ 108 K (see their figures 1 and 2), which
is by more than one order of magnitude lower than our fluid data, ~ 10° K, at most.

What causes such differences? These major differences may arise from the inclusion/absence
of general relativistic (GR) effects and/or of magnetic fields, since the data they use is based on
the 2D-RHD simulation (which does not include the GR effects nor MHD processes). This is
the main reason why the spectrum of our result is much harder than their one.

Narayan et al. (2017) investigated the spectra of super-Eddington flows, incorporating both
of the GR and magnetic field effects. Their spectrum of the model SANE (the green line in
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their figure 4) is also in good agreement with the BD-state spectra of the ULX. Big differences
from ours are that (1) they adopted a large outer boundary of the fluid data; i.e., 1050, which
is 400 times greater than ours, and that (2) they approximately handle the Compton scattering
by using the Kompaneets equation and isotropic scattering, while we handle it nearly perfectly
by directly solving the Boltzmann equation except for the induced scattering. The difference
of the outer boundary may affect the spectrum, as mentioned above (see also their figure 13),
since the optical depth of the outflow can become more than our result and because the soft
photons from the disk may increase.

The Kompaneets equation is derived under the assumption that the radiation field would
be isotropic and that the Fokker-Planck approximation would be a good approximation. In the
funnel, the radiation field is highly anisotropic and the energy shift by the single scattering is
very large, Ae/e > 1 (with e being the photon energy). This fact should inevitably affect the
calculated spectra at high energy regime. They also show the brightness map (see their figure
5), in which the funnel region is clearly seen when viewed from a low viewing angle direction.

This feature shares with that of our result.

3.4.2 On the long-term spectral variability of ULX

The ULXs are known to exhibit rather complex X-ray spectral variations. A good example is
displayed for the case with Ho IX X-1 (see figure 3 of Vierdayanti et al. 2010), where significant
spectral variabilities were found on timescales of several to 100 days or even longer. Obviously,
there is no one-to-one correspondence between the spectral shape and the X-ray luminosity. It
seems that the broad soft X-ray component (in the range of 0.5 - 5 keV) and the hard X-ray
component (above 5 keV) vary independently. In some epoch the former totally dominates with
the latter being missing, but in other epoch the latter dominates with the former being weak.
There also exists an epoch, at which both components are bright. How can we understand this?

Since the timescale of the spectral variations of a sort that we encounter here is much longer
the flaring timescale (see §3.5) the variations cannot be of flare origin. We need to consider
variations over much wider spatial range. It is important to note in light of the present analysis
that the soft, broad spectral component and the hard-band component have different origins:
the latter originates from the funnel region, while the former from the disk and surrounding
outflow. The broad soft X-ray component and the hard X-ray component should change in a
similar way, as long as the mass accretion rate (M ) is roughly constant in space. The existence
of complex spectral variability thus means that accretion should be time-dependent. Suppose
that a mass injection rate suddenly increases at large radii, say at several hundreds of Rg. Then,
the enhanced mass inflow is initiated there and propagates inward on the viscous timescale
on the order of several days or even longer (see §3.2.3 in Kato et al. 2008). Accordingly, the
broad soft X-ray component first grows, as the M-burst propagates inward, but the hard X-ray
component does not respond immediately, since it is generated only in the funnel region. The
hard X-ray component starts to rises only after the M burst reaches the innermost region.Hence,
there exists some time delay, comparable to the viscous timescale, between the rise of the soft
X-ray component and that of the hard X-ray one. In this way, we can qualitatively understand

the spectral behavior reported in Vierdayanti et al. (2010).
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3.4.3 Future prospects

We finally summarize some remaining issues and future works for improvement of the present
code.

First, Narayan et al. (2017) also reported an important fact that the emerged spectrum
largely change, if we calculate the gas temperature self-consistently with radiation fields. The
temperature at the innermost funnel region is much lower than that obtained by the GRRMHD
simulation without such consideration, and thus the spectrum is softer. This ultimately requires
the calculation of radiation field and fluid simultaneously.

Second, the initial torus should be placed at much larger radius so as to correctly calculate,
especially, lower energy spectra. In our calculation, the disk is truncated at r ~ 250 M or less,
whereas soft photons are expected to emerge from more distant regions (see figurel3 in Narayan
et al. 2017). For this reason, much larger calculation box size in the GRRMHD calculation
is necessary. There is another reason why we should put an initial torus at as much larger
radius as possible. Kitaki et al. (2020) performed the long-term, large-box RHD simulation
of a super-Eddingtion accretion flow and could achieve the self-consistent (i.e., quasi-steady)
steady accretion flow and outflow structure over a large spatial range at r < 1200 M. They
report that the calculated outflow rate is much less, by one order of magnitude or even more,
compared with the value obtained by previous study, in which quasi-steady state is achieved
within a much smaller range (i.e., less than several tens of the Schwarzschild radius). Setting a

much larger computation box is needed to avoid artificial results.






CHAPTER

CONCLUSIONS AND FUTURE ISSUES

4.1 Conclusions

We investigate the properties of super-Eddington accretion flow via numerical simulations and

conclude as below:

e The structure of super-Eddington flow can be decompose to three parts: relatively cool
and dense disk region with the scale height H ~ r, the optically thick and relatively slow
(~ 0.1c) outflow region and the jet funnel filled with fast tenuous hot gas (Tyas = 10°K).

e The opening angle of the funnel, which can be defined by the photosphere by the electron

scattering, is about 30°.

e The spectrum becomes softer when the accretion rate increases. This trend can be
easily understood by the M-dependence of photon trapping radius (rgap < M ), i.e.,
477Tt2rapUSBTé1ff = Lgqq.

e The angular dependence of observed spectra, especially in hard X-ray, clearly reflects the
structure of the jet funnel, which means the hard X-ray photons emerge only from the

funnel region, and thus the larger inclination angle is, the softer the spectrum becomes.

e The flare occurring at the innermost region can be a good tracer to investigate the
inclination angle because the variation of hard X-ray photons is sensitive to the inclination

angle.

4.2 Future Issues

We finally discuss the remaining issues and future works in the line with this thesis. The

Boltzmann radiation solver in this thesis is a milestone for an goal of a complete radiation
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hydrodynamic simulation, i.e., the general relativistic frequency-dependent full transfer with
hydrodynamics in future. This will solve the radiation processes correctly and solve the fluid
properties self-consistently. For this purpose, there are some issues to be solved.

Our code (of course, Newtonian RHD simulations in chapter 2, but even the GR radiation
transfer in chapter 3) now cannot calculate the cases, in which a central black hole is rotating.
Since Kerr black holes seem to be more common than Schwarzschild black holes in the universe,
we need to upgrade our code so as to solve radiative transfer around a spinning black hole.
When the rotation of a black hole is prograde, the Blandford-Znajek mechanism will work to
possibly produce energetic jet. Narayan et al. (2017) reported the dependence of the spectra on
the black hole spin; the spectrum will be notably harder when the black hole is rapidly spinning.
This implies that the hardness ratio of the observed spectra may contain useful information
regarding the black hole spin.

Compton scattering must be included more correctly. Although the RHD simulation in
chapter 2 include the Compton heating/cooling there are large assumptions because of the grey
moment equation solver, which are the isotropy of radiation and the Planck distribution. The
GR radiation transfer code in chapter 3 improve the treatment of Compton scattering to some
extent since this code solve the distribution function of photons in the phase space. However,
even this code does not include induced scattering. Although this is a second-order (f?) effect
in Compton scattering, it may play an important role in the mildly optically thick region. In the
effectively optically thick region (i.e., in the disk region), frequent absorption and re-emission
take place, giving rise to blackbody radiation, and thus scatterings are not so important. In
the effectively optically thin but Thomson thick region (i.e., near the funnel wall), by contrast,
the Compton scattering could be effective. Since the radiation field in the comoving frame is
highly collimated (i.e., more coherent in the momentum space) in the funnel region, especially
near the funnel wall, the induced scattering might not be negligible. Since the anisotropy of
radiation field is larger in higher energy band (2 10 keV) in our calculation, the spectrum will
be softer than the present result by the contribution of the induced scattering occurring near
the funnel wall (with the temperature T' ~ 10 keV). Hence, we should more accurately calculate
the Compton scattering in a future work.

Finally, it would be interesting to apply our methodology to investigate Fe Ko line diagnosis
of the super-Eddington flow and moderately sub-Eddington accretion flow, around massive black
holes. Calculated line profile variations will be directly compared with future observations by
the Athena satellite to explore gas and radiation dynamics (and hopefully space-time geometry,
as well) near the black hole (see, e.g, Dovciak et al. 2013). Incidentally, strong Fe line emission
is not expected in the simulation data which we used in this study, since the disk surface is very
hot, with temperatures exceeding ~ 107 K, so that metals including Fe will be fully ionized.

We also are interested in the low accretion rate regime. The Compton scattering is also
important in the RIAF, especially in the term of observations. In the hot and tenuous gas,
the temperatures of protons and electrons are not same because of the larger relaxation time.
Although there are many studies to determine the ratio of temperature between proton and
electron including magnetic turbulent heating and synchrotron radiation cooling, the inverse

Compton scattering effect is also important to decide the electron temperature. The Boltzmann
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radiation transfer code we develop can calculate the radiative impact on the electron temperature
including the almost correct (which means the induced scattering is negligible because of the
low luminosity) radiative process. This calculation will affect the interpretation of observed

image such as M87 in Event Horizon Telescope.
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APPENDIX

FORMULATION FOR GENERAL RELATIVISTIC RADIATION MOMENT
EQUATION

In this section, we will formulate the general relativistic radiation moment equation for numerical

simulation.

A.1 Tensor field equation of k-th radiative moments

First of all, we begin with Boltzmann equation for photons.

d 0f v of _
dr 0z~ ' dr Opt

(=p%ua) S(P", 2", f) (A1)

where {z#,p"} is a coordinate set on phase space (in mathematical term, a phase space is a
subset of tangent bundle), 7 is a affine parameter for photon tragectory and u® is velocity of
fluid. Here,

dxt
=— A2
P= (A.2)
and for massless particle, since its trajectory is null geodesic,
dp*
ar +10,p"p” =0 . (A.3)

Instituting equations (A.2) and (A.3) to Boltzmann equation (A.1), we get the relation

of - af
fo _ Tt P 2L
P g Ll PG

= (=p“ua)S(p", 2", f) (A4)
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Next, the definition of k-th moment tensor M, (‘i ) ) for radiation field with frequency
v can be written as

Mok = u3/f(u, Q) (u™ 4+ £71) (W™ +£92) -+ (u + £7%)dQ)

f(S(pu—{—I/) 1,2 Qe
_ . —p-u)dV. A5
/(_p'u)k_ﬂp P (—p - w)dV,, (A.5)

where (% is a unit spacelike vector with ¢“¢, = 1,u%¢, = 0,  is solid angle associated with
0,dVp = (—p - u)Q2d(—p - u) is the invariant volume element of the momentum space and § is
the Dirac delta function. It is notable that p® = (—p*u,)(u® + £<). Since we can choose the
Riemann normal coordinates as the local coordinates in any case and it is very convenient to
calculate covariant derivatives of tensor field because of vanishing the Christoffel symbols, we
choose this coordinates. Then, the Boltzmann equation is transformed to

P = ()Gt ). (4.6)

This is the time to formulate the k-th moment tensor equation. We begin with calculating

the covariant derivative Vg of M(?/ ’)“B . Since choosing Riemann normal coordinates and the
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coordinate derivatives work only on f and u ,
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+/5(P'U+V)a(_pm [fpﬂaﬂuu(—P‘u) FF2paipz .. p ’“PB} dQd(—p - u)

A A
=S5 + (k= )M} 9pu,

—i—/de(—p -u)d(p-u+v)
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(—p-u)

=Sk + (k — )M 900

+/d(—p ‘u)d(p-u+v) [(—P ' u)M({kﬂ)aﬁuv]

[faﬁu,y(—p cu) (U 4 09 (U0 4 092) - (U 4 0% (U + 0O) (U + m]

zgj(uMé’)“m@guv) S (k= DM 90
9

=2 MUYV guy) + 54 + (k= 1) MV gu? (A.7)

where dV), is invariant against the Lorentz transformation (i.e. invariant against to changing

Eulerian observer moving with w ) and S+ is defined as

Siy =0 / S(u 4 £27) (u® + £°2) - -+ (u™ 4 £¥%)dAQ. (A.8)

Therefore, we conclude this formulation as

2 M(fj;ﬁ _ ;V(VM(?;MVWB) — (k- 1)1\4{3;/57 = SE?/’;. (A.9)

Particularly, taking the 1st moment equation, we get

9 o
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Integrating equation (A.10) over frequency, we get
VsMP = g« (A.11)

where

o o0
M = | dvM®”, S .— [ quse.. (A.12)
. M) , e

Considering the radiation decouples the matter, Vg M @B — (), which is the property of energy-
momentum tensor. Yes, M®? is nothing other than the energy-momentum tensor of radiation.

From the definition, the radiation energy-momentum tensor is clearly traceless.

A.2 Conservative Form of Radiation Moment Equation

By doing 341 decomposition of tensor equation, we transform equation (A.10) into the conser-

vative form of radiation moment equation and we get:

. _ o N
T W) + O1VAF],) = BB + 5 (vayFna M9, us)

= aﬁ[P(ig)Kij — F(J;/)aj Ina — 54, na (A.13)
0(VAF i) + 05lVA(aP),) — B/ Fy))] — % (Va\ﬁviaMQBWVvUﬁ)
— VA |[~Ewdia + Fuydist + %ng)amjk + 0[5'8,)%6,] (A.14)
where of course
E(y) = My, (n,m) i= M nang (A.15)
Fl) = =3(, M) (n, ) i= =M nar"y (A.16)
Py ="M = M{74"% (A.17)

and o, 8, K,n,~;;,7 are the lapse function of its folliation {X;}cr, the shift vector, the
extrinsic curvature on X;, unit vector normal to X;, the metric matrix on X; with respect to

the coordinates (z*) and the determinant of 7;;, respectively.



APPENDIX

DETAIL FOR BOLTZMANN SOLVER

B.1 Derivation of Basic Equation

In this section, we derive the basic equation following Shibata et al. (2014).

In General, Boltzmann equation is written as

a0 L of _
dr 0z® = dr Opt

(=pia)Cf] (B.1)

@ 0f iy 0 _
dr 0z = dr Opt

(_paﬂa)srad(.ﬂ xll,pli) (BQ)

where f is the distribution function which is the function of 4-spacetime (z!, 2?2, 23, 2*) and
3-momentum space (p', p?,p3), 7 is affine parameter of trajectory, 4 is a arbitrary timelike
vector (which may be fluid vector or 4-vector of Eulerian observer) and C' is the collision term
which is the function of distribution function and properties of Collisional source such as gas
temperature and density. Hereafter we use the Einstein notation and Latin dummy indices run
over 3-space ({1,2,3}) and Greek ones run over 4-spacetime ({0,1,2,3}).

In the case of photons, p® = dz®/dr and the equation of motion is very simple and can be
written as null geodesic equation:

dp®

e php — B.
d7'+ b =0 (B.3)

where I',, is the Christoffel symbol defined by spacetime metric g, as

1
ng = §9ay(8ﬁgw + Oy9ug — Ovgpy)- (B.4)
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Using this relation, equation (B.1) can be written as

0 , 0
paaj]; = L'’ a}‘; = (—p“ta)CIf] (B.5)

It is notable that this equation will be reduced into the usual radiation transfer equation
10,1, +n - VI, = Cv® (where I, is the specific intensity) in Newtonian case (I'z, =0).
In equation (B.5), the variables indicates 4-spacetime and 3-momentum space. 3-momentum
space can be understood more easily when splitting momentum space into the direction of
photon and its energy. So we must rewrite equation (B.5) as the equation explicitly depending
on 4-spacetime and frequency and direction. This means we use the spherical coordinate system
for 3-momentum space.

When applying to Black hole accretion disk, it is convenient to use the spherical coordinate
(r,0,¢) in 3-space and so we use this one. After that, we can set the spherical coordinate
(1,0, ) in the momentum space as figure B.1. In momentum space, we can use the orthonormal

basis e(ﬁa) (which satisfies guye’{a)e’(’ 5) = 7ag) to measure the real length. The timelike vector

n
€0)

of photons observed by him (for example, when setting 6?0) to the fluid 4-velocity u*, the

is the 4-velocity of the observer, and the projection of p® on the vector shows the frequency

projection v = —ptu,, is the frequency measured on the fluid rest frame). After setting the
timelike vector e’(LO), there are 3 degrees of freedom which corresponds to the dimension of
rotational group SO(3). Anyway to set these basis, the photon’s 4-momentum p®* (which

satisfies the null condition p*p, = 0) can be decomposed as

3
p* =v(efy + Y Capelsy) (B.6)
=1

where the coefficients C'(;) can be written as

C(1) = cost, C(gy =sin 6 cos @, Ci)y = sin @ sin @ (B.7)

where the angles 6, ¢ are the polar angle measured from eé‘l) and the azimuthal angle measured

from e? respectively. This is just an analog to the usual cartesian coordinate written by

2)’
spherical values (i.e. (z,y,z) = (rsinfcos¢,rsinfsinp,rcosd)). Here we set orthonormal
basis as figure B.1, so that (e’(‘l), e’é), e’(‘g)) are the unit vectors directing to r, 0, ¢ directions,
respectively. After setting coordinates on the phase space, we can transform the basic equation

(B.1) into the coordinate description as

dx® Jf dug dég @g_

T Ao U - - —p%0 Mot
dr 0x* drov  dr 00  dr Op (—=p“ta)Sraal f, ", p") (B.8)
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and these derivatives of coordinates (v, 0, @) are

Y — 2 o)
dr ~ drP “0e
= —p"Va(p*e)a)
= —pap’ Vel
i VPe) TP +p(3
dr
7P dpe2) dp)
_1/< dT +cosﬂcosgo Ir + cosfsin g——~ Ir )
GCU dp

0

dr dr p(g)

Z 89 p pﬁvae()

1 dp dp
:l/sm 9( sin fsin @ ds_)+smﬁcos<p d?)
d 1 <90
Cl) dp( ), o B
= = _ Vb, B.9
v sin? 92 op dT ysirﬂe; 0p P PBYVaC) (B.9)
According to these equations and pﬁvﬁpo‘ = 0, we can get the conservative form of the

Boltzmann equation as

1 0 o 8
+ ﬁ% (_pr pﬁvae(o))

/=g Oxc
q(3)
3
1 a -2 N (6 B8 80(])
+$% (V smesz::lp pgvae(j) 50
I RS s 9CG)
—— * . = Srad- B.10
+ sin2f 0 (V fj;p pgV €4 % d ( )

Another description of the conservative form is written clearly as

1 9 >
L0 ey + ety | vas
—g0z° q(s) [( © ; v ) ]
1, 1o,
_ ﬁ% (V fw(())) + 7511197% (sm wa((;))
1 0
= (fw(@)) = Stad (Bll)
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where the coefficients are defined by

3 3
W) = V_Qpapﬁvaefo) = Z Ciy | ~vioo + Z’YinC(j) (B.12)
i=1 j=1
< 9¢y
wo) = DY) gp (B.13)
j=1
3
We) = 2 W0) 809 ) (B.14)
J=2 9%
3 3
W) = V*Qpapﬁvae(ﬁj) = Yoj0 + Z C(i) {(’)’Oji + '}’ijo) + Z ’Yz‘jkc(k)} (B.15)
=1 k=1
Yoy = €{ayer Vi (€(5)),, (B.16)

and 7,4y are called Ricci rotational coefficients which measure the rotation of frame vector
when moved in every direction.

The conservative form of the Boltzmann equation can be derived straightforwardly as below.

of 1 9[f(=g)p°] 8 op*
a Y = X FIE 950 — = B.17
P gza s -9  Ox° Plagl =1 ot |, (B17)
8pt 1 dpt
et e 1.4 B.18
8t pj Pt dt ( )
. of 0 4 i O
—Tigp®p’ 5| =- — ( Ty papﬂ) + 2fp° <F§a +1 5 B.19
8 Bp’ i ap’ f B . f to 8])1 o ( )
, op' , Di P8
Zai' :*ani — *F2a7+ra B.20
o gt |, to o), t ( )
dpe _ da® Ope| | dp'Opr
dr dr Oz=|,;  dr Op'|,.
Opt i Opy
— ety i pa,BUPE B.21
ozr® pi ofP P Opi TH ( )

Combining equations (B.17),(B.18),(B.19),(B.20),(B.21) and (B.5), we can achieve the conser-

vative form of natural coordinates as

2 Lo (5 o (Mo riw) [ = oo o

B.1.1 Conservative form of Schwarzschild spacetime

In the Schwarzschild spacetime, the metric is written as

2M oM\ !
ds® = — <1 - r) dt® + <1 — 7‘> dr? + r? (d02 + sin? Hdch) ) (B.23)
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Fig. B.1 The schematic image for setting coordinate system on momentum space. The polar
angle § on momentum space of (spatial) point r is defined as the angle between position vector
r and 3-momentum vector p, and the azimuthal angle ¢ is defined as the angle between the
vertical component of p with respect to  and the unit vector g parallel to 6 direction on 3-space.
(from Shibata et al. 2014)

where the coordinates (t,7,0, ) are the usual Schwarzschild coordinates. We can choose a

1_% 71/2 g (e}

r ot} ’

oM\ Y2 1 9\
-(2" (@)
r or

1

T

o 1 2\
6(3) = Tsine (&p) . (B24)

where e?o) is a timelike vector and e(é) are spacelike vectors only in the region r > 2M. After

tetrad as below:

setting the tetrad, we can calculate the Ricci rotation coefficients:

1 oM\ /2
M2z = 7212 = Y183 = 7318 = <1 - T) ; (B.25)
cot @
233 = —7323 = — 0 (B~26)

2m

Y, —1/2
100 = —010 = 5 (1 - r) - (B.27)
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Using 748y and equations (B.12)(B.13)(B.14)(B.15), the coefficients in conservative form of
orthonormal frame can be calculated as

M oM\ HE
wo) = 3 (1 — 7’) cosd, (B.28)
oM\ V2 oar\ /2 ~

w() = —% <1 — ) + - <1 — > sin? 0, (B.29)
r r r r
1 oM\ t0 . 55

W) == (1 - 7’) sin f cos 6 cos @ + Y in? g sin? @, (B.30)
1 oM\ .

wE) = —= <1 — > sin 6 cos f sin ¢ — cot 6 sin® 0 sin @ cos @, (B.31)
r r r
M — oM\

. = <1 B T) sind, (B.32)

t 6 -
W) = — %7 Gin3 fsin P. (B.33)

Substituting these relations into equation (B.11), we finally get the conservative form Boltzmann

equation in Schwarzschild coordinates:

oM\ V2o 10 — 20\ /2
<1_7"> E—Fﬁ% fCOSQ?" <1_7”>

+ rs11n€880 ( fsin@sin@cos@)
1 S A

rsind 9 ( fs1n0s1ng0)

10 [,, M 20\ 2
— ﬁ% [fl/ COSG,’Af2 (]. - 7“>
= (N 2M)/

sinf 00 r? r
— 88cp <f00:9 sin@simp) = Srad (B.34)

The derivative term of frequency v is the term of the gravitational red/blue shift and thus
vanishes when M = 0, and that of the angle § measured from the position vector shows the
photon circular orbit by the term r — 3M, which means at » = 3M the direction of photons

traveling along the sphere r = 3M does never change and thus remain on this sphere.

B.2 Monte-Carlo simulation

Klein-Nishina scattering cross section is described as
do e (AN’ A XN,
m = 5 (X) |:>\/ + X — Sm 9:| s (B35>
N =X+ (1 —cosh) (B.36)



B.2 Monte-Carlo simulation | 63

where ). is the Compton wavelength of electron, which is equal to h/m.c?, r. = ar. (a ~
1/137.036: the fine structure constant, r. = i/mec?: the reduced Compton wavelength) is the
classical electron radius.

Also, we can write down this equation by normalized energy @ = hv/m.c? as

3 2
do _Te ! + ! — ! (1 — cos?6)
dQ 2 |\ 1+2z(1—cosf) 1+ x(1 — cosb) 14 x(1 — cosb) '
(B.37)
Then, Integrating equation (B.37) over solid angle, we can get a formula below:
do
= [ —dQ
7 / a0
3 2 1+ 1 1 1
=- -4+ — — — — — — | log(1+2x)| . B.
4T [$2 + (14 2x)2 * <2:L’ x2 x3> og(1 + ac)] (B.38)

Of course, in the low energy limit x — 0, the total cross section becomes the Thomson cross
section o — op = 872 (cf. log(1 + 2z) ~ 2z — 222 4+ 823/3 (for [z < 1)).

When considering the electron temperature, because the above equations are correct in electron
rest frame, we must rewrite correctly for the normalized frequency in the laboratory frame.
Assuming that u# = (T',Tv') is the electron 4-velocity in the laboratory orthonormal frame,
x and x. are the normalized energy on laboratory and electron rest-frame, respectively, the

relation between x and z. can be written as

x.=xD(v, L)
) (B.39)

where D(v,£) = I'(1 — v - £) is the Doppler factor with respect to electron 3-velocity v and
the unit vector £ along to photon 3-momentum. If fixing the scattering electron velocity, we
can use equations (B.37) and (B.38) by replacing = with xD(v,£). When the electrons have
some velocity distribution f(p) depending on temperature 7', we can define so-called "hot
cross section" opet(7'), which includes the velocity dispersion of electrons, by integrating over

electron’s momentum space:

Ohot = / of(p)d’p

= / d3pf(p)zaT><
2 1+zD(p) I T ) i
|:(.1‘D(p))2 + (1 + QxD(p))Q + <2$D(p) (ZCD(p))Q (Z'D(p))3> 1 g(l + 2 D(p))

(B.40)

Assuming the canonical distribution of relativistic electrons, the distribution function must be
proportional to exp(—E/kg) and E = ym.c?, then the distribution function can be written by

f =Z"lexp(—~/0) where Z is the normalization factor (or so-called the partition function). =
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can be calculated by [ fd®p =1 as

E= /exp(—g)d?’p

= 4r / v?Bmic? exp(—%)d’y (. d°p = micPy*BdydQ)
1

= 4rm3c3 ['y v —1(—6) exp(—%)} > (partial integral)
1

00 2
im0 [* (T o

V1

o h?¢
= drOm3c? / (sinht + ) exp(—0~! cosht)sinht dt (v = cosht)
0

sinh ¢

= 4mfhm3c3 / cosh 2t exp(—0~! cosh t)dt
0

= 4mOm3 3 Ko(071) (B.41)

where 7y, 5 and # are the Lorentz factor of the electron, the velocity in the unit of light speed ¢
and the normalized temperature § = kT /m.c?, respectively, the function Ks(x) is the modified
Bessel function of the second kind and the modified Bessel function of the a-th kind (but «

does not always have to be an integer) can be defined as
o0
Ky(x) = / cosh at exp(—x cosh t)dt (B.42)
0

and K, is one of two linearly independent solution of the modified Bessel equation:

d’y | dy
2 2 2y, _
After that, we can get the distribution function of canonical relativistic electrons called the

Maxwell-Jiittner distribution fyry described as

has) = sy g ) (B44)
2
fas(y) = QKZ(% exp(~1) (B.45)

B.3 Post-processing by Boltzmann solver

In this section, we introduce the numerical technic and method for chapter 3.

B.3.1 Advection terms

In our simulations, the time interval At is determined by the CFL condition for the advection

terms. Hereafter, we write each grid in the 5-D real-momentum space by (7}, 8k, Vs, Om, @n).

The grid of the photon frequency is set regularly in the fluid-rest frame for the convenience
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of calculating the source term, since the scattering table which we refer to is defined in the
fluid-rest frame. Note that the scattering probability depends on the scattering angle and the
frequency of an incoming photon in the fluid-rest frame. In contrast, the grid for the direction
of the photon propagation (# and @) is set regularly not in the fluid-rest frame but in the
laboratory frame, since then the advection term can be solved more easily and since the grid
regularity in the fluid-rest frame does not facilitate the calculation.

This sort of the grid setting is the same as that adopted by Nagakura et al. (2014). In such
a grid setting the grid of frequency in the laboratory frame is different for each grid (r, 6, ¢, 0, @)
(see Appendix.?? for more detail). For instance, if two neighboring grids have different fluid
velocity, the i-th frequency in the laboratory frame (which corresponds to i-th frequency in the
fluid-rest frame, v;) is different. This is because the frequency in the laboratory frame depends
on the Doppler factor, which is a function of the direction of the photon propagation and the
fluid velocity. We thus need to the variable frequency grid into a regular one in the laboratory

frame to solve the advection terms.

The numerical procedures can be summarized as below.

1. Interpolate the distribution function in the co-moving regular grid points to obtain the

values in the laboratory regular grid points.

2. Calculate numerical fluxes in each direction other than the frequency differential in the

laboratory regular grid points.

3. Interpolate the numerical fluxes in the laboratory regular grid to obtain the values in the

co-moving regular grid and evaluate the numerical flux in the frequency direction.

4. Update the values of the radiation intensity by using the numerical fluxes obtained in

step 3

We explain some technical details for the conversion of the grid points between the laboratory
frame and the fluid-rest frame below:
(STEP 1)

When calculating the numerical flux of the advection term |i.e., the left-hand-side of the
equation (3.1)], we should keep in mind that photon frequencies are calculated in the fluid-rest
frame, while the frequency v used in the equation (3.1) is evaluated in the laboratory frame.
The difficulty resides in the fact that the 2D distribution of the frequency grid and other grid
of some quantity, X (either of r,0, ¢, 0 or ¢) is not in lattice-shaped in the laboratory frame
(see figure 7, see also Nagakura et al. 2014). This is because the energy shift by the Doppler
effect is a function of all the variables.

Suppose that we solve the numerical flux on the interface at (j+1/2) between the j-th and
the (j + 1)-th cells of some variable X. The number of the regular grids in the laboratory frame
(LRG: Laboratory Regular Grid) is set in such a way that each grid point should be in between
the neighboring grid in meshes regular in the fluid-rest frame (CRG: Co-moving Regular Grid).
If the cell center v4 in the LRG frame lies between the CRG cells of v; and of v; 41 (which we
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Fig. B.2 Schematic diagrams showing the different 2-D grid distributions, the frequency grid in
the horizontal axis vs. that of some other quantity, X, in the vertical axis, in the Co-moving
Regular Grid (the black boxes in the left panel) and in the Laboratory Regular Grid (the red
boxes in the right panel). The grid distribution is regular in the LRG (right), while is not in
the CRG (left).

denote as 7; and 7;11 in the co-moving frame), the interpolated value, f; at vg, is calculated

by
fiv1 — [fij

Inv;11 —Iny

fsg=TFij+ (Invg — Inwy). (B.46)

(STEP 2)

After the interpolation, we calculate the advection terms of each differential, X (other than
that of the frequency differential) in the LRG by the 2nd-order up-wind method.
(STEP 3)

The numerical fluxes we obtain in the STEP 2 are those in the LRG frame, however we need
to update the distribution function in the CRG frame. Therefore, we should interpolate again
now from the LRG frame to the CRG frame. Since the interface of an LRG cell (denoted as s)
lies between the two CRG cells i-th and (i + 1)-th cells), the numerical flux in the X-direction
in the s-th cell in the LRG, F ;I}l{g, should be split into these two CRG cells. Here, we define
the CRG numerical fluxes in the cell surface (j + 1/2), (j — 1/2) of the j-th cell of a variable
X ,Fi]; éRG’ are defined as

i+ In min(vs /2, Vf+1/2) — Inmax(v,_1 s, 1/3_1/2) Iy
Ficra = o) 0ol FliRG (B.47)
seAd DViti2 =MV
i In min(v /2, Vf+1/2) — Inmax(v,_q s, 1/1.]_1/2) i1/
Fi’CRG - 1 J 1 J Fs,LRG (B-48)
seAd WVit1e — V12
Ag = {5|[Vg_1/2’ Vg+1/2] N [Vs—l/Qa Vs+1/2] 7£ @} (B-49)

where the quantity ug is the frequency in the laboratory frame of the i-th cell of the frequency
(which is defined in the comoving frame) and the j-th cell of the variable X. It is notable that
the numerical fluxes F} gRG and Fi(JCJ;{lC);_ are the flux at the interface at (j + 1/2) but are not

alway the same, since the numerical fluxes also depend on physical quantities at the cells of
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(i4+1,7), (i —1,7) etc because of the Doppler (frequency) shift.

(STEP })

After calculating the numerical flux in the CRG, we update the primitive value f (distribution
function), following the equation,

At ; i
fij(t+ At) = fi;(t) — T%(FZJ,ZJ—RG — F/cre) (B.50)

Note that the grid-based Boltzmann solver inevitably suffers from the incorrectness for the
dynamic diffusion problem. Suppose the interacting fluid has a velocity v and the mildly large
optical depth 7. In this case, the radiation moves in the same velocity as that of fluid and
diffuses by the amount determined by optical depth. This is the dynamic diffusion problem.
In the case of the grid-based Boltzmann solver, the limitation of resolution for the direction
and the time make difficult to solve correctly the diffusion-advection problem. To avoid this
issue, we adopt the method analogous to that described by the equation (34) in 7, where the
numerical flux is made by the combination of numerical flux from the Boltzmann equation and

that from the assumption that the radiation moves with the fluid.

B.3.2 Source Term

Although the distribution function should be updated by solving (1 — 2M/7)~Y/20f /0t = Siaq,
evaluating the source term is basically difficult, especially when the Compton scattering process
is involved. Because information in the any positions of the 3-D momentum space (v, 0, @) is
coupled and entangled with each other unlike the cases with absorptions and/or Thomson (and
other elastic) scattering only. In other words, the non-elastic scattering process (e.g. Compton
scattering or even Thomson scattering by thermal electrons) can be considered as the flow in
the 3-D momentum space of photons, while the elastic scattering (e.g. Thomson scattering by
electrons, whose motion is negligibly slow) can be considered as the flow on the constant energy
surface, which has a 2-D structure, in the 3-D momentum space of photons. It is thus difficult
to integrate the scattering kernel whenever the Compton scattering is effective.

For this reason, we calculate two interaction tables (,S’abs’sCaLt , and St ) beforehand

i,m,n;i’ ;m’ n i,m,n

and update the distribution function by

f(yia émv @na t+ At) = Z S/?;l;j:f][c;?im/7n/f(yi/7 ém’v @n’; t) + Sf,IrInn:cn <B51)

i’ m/ .n’

The first term of the right hand side corresponds to that the photons travels from (v, 6./, @)

to (i, Om, @n) in 3-D momentum space while suffering from the absorption and the scattering.

Also, Sfrﬁ;tn means an increase of the distribution function by the emission. In the following
Sgamit

and S,

. . . abs,scat
subsections, we introduce how we obtain Si’m’n’i,’m,’n,
In this subsection, we omit the subscripts indicating the spatial grid points, since the

gas-radiation interaction occurs in a local grid.
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Single scattering function

To prepare for numerical calculations we first estimate the single scattering distribution function
by the Monte-Carlo simulations, in which we take into account the Compton scattering by
thermal electrons and the Klein-Nishina cross-section. These Monte-Carlo simulations provide
us with the total cross-section Kiotal(¥in, Te) and the single scattering distribution function
Py (Vout, ©, Vin, Te) where vout, ©, vin, and T, are the photon frequency after the scattering, the
angle between the incoming photon direction and the outgoing photon direction, the frequency
of the incoming photon, and the electron temperature.

For a set of (vin, T¢), we perform Monte Carlo simulations, of which the number of injected
photons is 108, and scattered photons are collected for each A® = 7/100 bin in the range of
0 < © < 7 and each A log hvgy[keV] = 0.055 bin in the range of 4 x 1077 < hvgy[keV] < 4x 104
We repeat above procedure 200 x 30 times for each pair of (4, Te) in order to cover the range
of 4 x 1077 < hiyy[keV] < 4 x 10* and 1073 < T.[keV] < 10°.

Interaction table for multi-scattering and absorption

Using the single scattering distribution function P; obtained above, we produce the table for
the multiple scattering and the absorption. The time interval At in the present simulations
becomes much larger than the scattering timescale in the high-density cells where the multiple
scattering intricately changes the distribution function. Thus, we employ sub-time interval,
Atgeat (= At/N), for treating multi-scattering more accurately where a controll parameter, N,

m SN

is fixed to 7 in our simulations. By starting from f0 = 880m 87, initially, we solve the following

equation,

fl+1(yia éma @n)
= (1 - ¢[Via éma Pns T, P, Atscat])(l - (babs[l/i» e_ma Pn; T, P, Atscat])fl(yia gm, @n)
+ Z ¢([Vi’a e_m’a o, T, p, v, Atscat])(l - ¢abs[l/i’a ém’a on, T, p, v, Atscat])
i’ m/ !

XPl(Via ®m,n;m/,n’a Yy, T)fl(yi’a ém’v @n’)Ap?/,m’,n’ (B52)

for i = 1-N,, m = 1-Ng, n = 1-Ng, where f is the working distribution function, ¢ is the
scattering probability function, ¢as is the absorption probability function, ©,, p.p/ s indicates
the angle between the photon directions of (6, @) =(0,,, @n) and (0,,, @) and the superscript
[ denotes the number of iteration of the sub time-step. It is notable that scattering/absorption
probability depends on the fluid velocity and the direction of the photon propagation. After
solving the above equation N times repeatedly, we obtain the table for the multiple scattering

and the absorption as Si::fs?(t),mo,no = fN(vi, Om, pn) for i = 1-N,,, m = 1-Nz, n = 1-Ng.

By repeating the above procedure N, x Ng x N times while changing (v, 0mo, @no), we
obtain the full set of the coefficient of S#%%% in the equation (B.51). This is the table for the

multiple scattering and the absorption.
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Emission

In the previous subsection, the emitted photons during the time interval Atgcat is not considered.
The emitted photons are also suffered from the multiple scattering and absorption, so that the
coefficient for the emission can be obtained by repeating the following equation N times,
f~l+1(y7;, ém; @n)
A fl(Vi7 Oms @n) + Habs(Via Om, P, T, U)pAtscatBu(T)

— (1= $[ti, By @0, T, p, 0, At ;
(1= ¢[vi, Om, @n T, p, v, Atscas]) 1+ fabs (Vi Oms Py T 0) pAitaca

+ Z Q{)([Vi’v ém’a Pnts T: P, Atscat])Pl(Via @m,n;m’,n’a Vit T)
i’ m!
% fl(Vi’ﬂ é’m’v @n’) + "i&bs(Vi’a ém’a Py T7 'U)pAtscatBu (T)

= — Apsl ' n B.53
1+ Kabs(Vi/a Qm/) Pn/s Ta 'U)pAtscat s ( )

for i = 1-N,, m = 1-Ng, n = 1-N; as Sfﬁl:“n = fN(VZ', O, dn), Where K,ps is the opacity for the

absorption, B, is the Planck function and f° is set to be zero.
In the present simulations, we investigate the time evolution of f with using the equation
(B.51). Performing the Monte-Carlo simulations is needed to produce the table but not required

for every step.
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