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Abstract

This thesis describes a unified statistical approach to joint multichannel source
separation and dereverberation. This technique is useful as a front end of various
audio applications including smart speakers, conversational robots, and hearing
aid systems because recorded signals usually consist of utterances of target and
non-target speakers that often overlap, environmental noise, and reverberation.
The objective of source (speech) separation is to recover multiple source (speech)
signals from observed multichannel mixture signals. Speech enhancement is
one important type of speech separation that aims to extract only utterances of
a particular speaker from noisy mixture signals. In addition, it is necessary to
recover anechoic (dry) speech signals for improving the speech intelligibility and
the performance of automatic speech recognition.

A typical approach to multichannel source separation is to formulate and
optimize a unified probabilistic model consisting of a source model representing
the power spectral densities (PSDs) of sources and a spatial model representing
their spatial covariance matrices (SCMs). Assuming that the PSDs of all sources
have low-rank structures in the time-frequency domain, nonnegative matrix
factorization (NMF) has often been used for formulating a source model. One
of the most successful examples of this approach is multichannel nonnegative
matrix factorization (MNMF) consisting of a low-rank source model based on NMF
and a full-rank spatial model assuming the full-rankness of the SCMs for dealing
with reverberation longer than a window size. Although MNMF is a versatile
blind source separation method that has a tuning-free convergence-guaranteed
iterative optimization algorithm, it has four major problems. 1) The low-rankness
of the source PSDs does not always hold in reality, especially for speech sources
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having complicated dynamics. 2) MNMF tends to easily get stuck in a local
optimum because of a high degree of freedom of the spatial model. 3) The
optimization algorithm is too computationally expensive. 4) The performance of
MNMF is severely degraded under a realistic echoic condition.

To solve the problems 1) and 2), in Chapter 3, we propose a semi-blind speech
enhancement method called MNMF-DSP that uses a conventional low-rank
model and a deep generative model as noise and speech models (source models),
respectively. While the noise model is learned on the fly from observed noisy
speech signals in an unsupervisedmanner, the speechmodel is learned in advance
from clean speech signals in an unsupervisedmanner and used as a prior of clean
speech spectrogram. We experimentally show that MNMF-DSP outperformed
MNMF and alleviates the initialization sensitivity.

To solve the problems 2) and 3), in Chapter 4, we propose a computationally-
efficient variant ofMNMFcalled FastMNMFbased on a jointly-diagonalizable full-
rank spatial model. Assuming the SCMs of all sources to be jointly diagonalizable,
computationally-expensive MNMF dealing with the inter-channel covariance can
be converted to light-weight nonnegative tensor factorization (NTF) based on the
inter-channel independence. To explicitly consider the directivity or diffuseness
of each source, we also propose rank-constrained FastMNMF that enables us to
individually specify the ranks of SCMs. We experimentally show the superiority
of FastMNMF over MNMF and the effectiveness of the rank constraint.

To solve the problem 4), in Chapter 5, we propose an extension of FastMNMF
based on an autoregressive-moving average (ARMA) model called ARMA-
FastMNMF for joint blind source separation and dereverberation. The early
part of the reverberation is represented by the MA model, and the late part
is mainly represented by the AR model, which is suitable for representing
long reverberations. To derive efficient update rules, we introduce the joint-
diagonalization constraint on the MA model. We experimentally show that
ARMA-FastMNMF outperforms conventional methods in many situations.

In Chapter 6, we conclude this thesis with a brief look at future work for
real-time joint separation and dereverberation of a varying number of sources.

ii



Acknowledgment

This work was accomplished at Speech and Audio Processing Laboratory, Gradu-
ate School of Informatics, Kyoto University. I express my gratitude to all people
who helped me and this work.

At first, I would like to express my special thanks and appreciation to my
supervisor Associate Professor Kazuyoshi Yoshii. He gave me the opportunity to
learn in Speech and Audio Processing Lab. His comments were essential and
insightful for advancing this work. This work would not have been completed
without his continuing engagement and generous support.

I also express my special thanks and appreciation to Professor Tatsuya
Kawahara for a lot of insightful comments on my research.

Furthermore, I express my special thanks and appreciation to the members
of my dissertation committee, Professor Toshiyuki Tanaka and Professor Ko
Nishino for their time, valuable comments, and suggestions.

This thesis cannot be accomplished without Dr. Yoshiaki Bando, the re-
searcher at National Institute of Advanced Industrial Science and Technology.
He supported me and gave much time to meaningful discussions for a long time.

I wish to deeply thank Dr. Aditya Arie Nugraha and Dr. Mathieu Fontaine,
researchers at RIKEN AIP. I received a great deal of inspiration from discussions
with these members.

I also express my thanks to the members in Speech and Audio Processing Lab.
I am grateful to comments and supports from Dr. Eita Nakamura, Dr. Shinsuke
Sakai, Mr. Masato Mimura, Dr. Ryo Nishikimi, and the other members.

Lastly, I sincerely thank my family for their support and encouragement for
my long student life.

iii



iv



Contents

Abstract i

Acknowledgment iii

Contents viii

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 Source Modeling . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Spatial Modeling . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.3 Source Separation . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Literature Review 11
2.1 Source Separation and Speech Enhancement . . . . . . . . . . . . 11

2.1.1 Single-channel Methods Based on Nonnegative Matrix
Factorization . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.2 Single-channel Methods Based on Deep Learning . . . . . 14
2.1.3 Unsupervised Multichannel Blind Methods . . . . . . . . . 16
2.1.4 Multichannel Methods Based on Deep Learning . . . . . . 21

2.2 Dereverberation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Unsupervised Blind Methods . . . . . . . . . . . . . . . . . 23
2.2.2 Supervised Non-blind Methods . . . . . . . . . . . . . . . 25

v



CONTENTS

3 Semi-blind Multichannel Speech Enhancement Based on a Deep Gen-
erative Source Model 27

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.1 DNN-Based Speech Model . . . . . . . . . . . . . . . . . . 30
3.1.2 NMF-Based Noise Model . . . . . . . . . . . . . . . . . . . 31

3.2 MNMF with a Deep Speech Prior (MNMF-DSP) . . . . . . . . . . 31
3.2.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 ILRMA with a Deep Speech Prior (ILRMA-DSP) . . . . . . . . . . 38
3.3.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.1 MNMF-DSP . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.2 ILRMA-DSP . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.3 Pretraining of Deep Speech Prior . . . . . . . . . . . . . . . 44

3.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5.1 Configurations . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5.2 Evaluation of Model Complexities . . . . . . . . . . . . . . 48
3.5.3 Evaluation of Low-Rank Modeling . . . . . . . . . . . . . . 50
3.5.4 Evaluation of Optimization and Initialization Methods . . 51
3.5.5 Key Findings . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.6 Comparison with State-of-the-Art Methods . . . . . . . . . 53

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 FastMultichannelSpeechSeparationBasedona Jointly-Diagonalizable
Spatial Model 61

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 MNMF with a Jointly-Diagonalizable Spatial Model (FastMNMF1) 63

4.2.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.3 Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

vi



CONTENTS

4.2.4 Interpretation of Jointly-Diagonalizable Spatial Model . . 66
4.3 MNMFwith aWeight-Shared Jointly-Diagonalizable SpatialModel

(FastMNMF2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.3 Connection to Direction-Aware MNMF . . . . . . . . . . . 70

4.4 FastMNMF with a Deep Speech prior (FastMNMF-DSP) . . . . . . 71
4.4.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.1 Random Initialization . . . . . . . . . . . . . . . . . . . . . 73
4.5.2 Diagonal Initialization . . . . . . . . . . . . . . . . . . . . . 73
4.5.3 Circular Initialization . . . . . . . . . . . . . . . . . . . . . 74
4.5.4 Gradual Initialization . . . . . . . . . . . . . . . . . . . . . 74

4.6 FastMNMFwith a Rank-Constrained Spatial Model (RC-FastMNMF) 75
4.6.1 Source Separation . . . . . . . . . . . . . . . . . . . . . . . . 75
4.6.2 Source Enhancement . . . . . . . . . . . . . . . . . . . . . . 76

4.7 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.7.1 Validation of Directivity Awareness . . . . . . . . . . . . . 77
4.7.2 Basic Configurations for Speech Separation . . . . . . . . . 79
4.7.3 Comparison of FastMNMF with ILRMA and MNMF . . . 80
4.7.4 Comparison of Model Complexities for FastMNMF . . . . 83
4.7.5 Comparison of Initialization Methods for FastMNMF . . . 85
4.7.6 Comparison with State-of-the-Art BSS Methods . . . . . . 86
4.7.7 RC-FastMNMF for Speech Enhancement . . . . . . . . . . 88
4.7.8 RC-FastMNMF for Speech Separation . . . . . . . . . . . . 90

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Joint Multichannel Speech Separation and Dereverberation Based on
an ARMAModel 95

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

vii



CONTENTS

5.2 ARMAModel for Reverberation . . . . . . . . . . . . . . . . . . . 96
5.3 FastMNMF2 with an ARMAModel (ARMA-FastMNMF2) . . . . 99

5.3.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.3 Rank-Constrained Extension . . . . . . . . . . . . . . . . . 104

5.4 FastMNMF2 with an ARMA Model and a Deep Speech Prior
(ARMA-FastMNMF2-DSP) . . . . . . . . . . . . . . . . . . . . . . . 104
5.4.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5.1 Comparison of Model Complexities . . . . . . . . . . . . . 106
5.5.2 Comparison with the State-of-the-Art BSS Methods in

Speech Separation and Denoising on Simulated Data . . . 112
5.5.3 Comparison with the State-of-the-Art BSS Methods in

Speech Separation and Denoising on Real Data . . . . . . . 115
5.5.4 Comparison with the State-of-the-Art BSS Methods in

Speech Enhancement . . . . . . . . . . . . . . . . . . . . . . 117
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6 Conclusion 123
6.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Bibliography 127

List of Publications 143

viii



Chapter 1

Introduction

1.1 Background

Audio signal processing has been used in various applications such as smart
speakers (e.g., Google Home and Amazon Alexa), conversational robots, audio
scene analysis, and hearing aid systems [1–5]. In such applications, the recorded
signals are often contaminated with utterances of non-target speakers, environ-
mental noise, and reverberation because the target sound source is not always
close to the microphones of the systems. In smart speakers, conversational robots,
or hearing aid systems, the system typically needs to extract one target utterance
from noisy audio recording, i.e., computationally realize the cocktail-party effect.
This task is called speech enhancement [6–14]. Since the reverberation makes the
speech unclear and degrades the performance of automatic speech recognition
(ASR), speech dereverberation is also necessary [15–20]. In conversational robots
or audio scene analysis, the system often needs to extract individual sound
sources from the mixture signals because, for example, it is necessary to deal
with the overlap of multiple utterances (e.g., barge-ins). This task is called speech
separation [21–30]. To handle such tasks, multichannel signal processing is widely
used. The advantage of using multichannel signals is the availability of both the
phase and level differences of the observed signals between microphones.
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CHAPTER 1. INTRODUCTION

1.2 Requirements

There are threemain technical requirements inmultichannel speech enhancement,
separation, and/or dereverberation.

Blindness: To use a signal processing system in a wide range of acoustic
environments, it should be free from prior information about recording envi-
ronments and sound sources. In recent years, supervised methods using deep
neural networks (DNNs) have been actively studied [9, 10, 31, 32]. Such methods
require paired data of noisy and clean speech signals for speech enhancement,
paired data of mixture and source signals for source separation, and paired data
of reverberant and anechoic signals for dereverberation. Because the statistical
characteristics of observed mixtures significantly vary according to the length of
reverberation and the types of sound sources, it is impossible to cover all possible
conditions. Since such supervised methods tend to be unstable for unseen data,
they may be suitable only for a system used in a specific situation [33, 34]. Thus,
we focus on the blind or semi-blind approach in this thesis.

Computational efficiency: Applications such as conversational robots and
smart speakers [3–5] need to recognize human speech in real time for natural
quick response. Therefore, source separation and dereverberation should be
computationally efficient.

Total optimality: Since the real recordings often include non-target speech
andenvironmental noise in addition to reverberation, both speechdereverberation
and separation (enhancement) are required. One naive approach to improving
the speech intelligibility and the performance of ASR is to sequentially perform
dereverberation and source separation (in the reverse order) for reverberant
noisy recorded signals. This approach, however, is sub-optimal because the
dereverberation and separation processes havemutually-dependent relationships.
This calls for joint source separation and dereverberation.

2



1.3. FORMULATION

1.3 Formulation

We define the general form of the source separation problem, which is referred
to through this thesis. Suppose that a mixture of N sources are recorded byM
microphones. Let X = {xft}F,Tf=1,t=1 ∈ CF×T×M be the observed multichannel
mixture spectrograms, where F and T represent the number of frequency bins
and that of time frames, respectively. Let Sn = {snft}F,Tf=1,t=1 ∈ CF×T be the
single-channel spectrogram of source n and Xn = {xnft}F,Tf=1,t=1 ∈ CF×T×M be the
multichannel spectrogram of source n called image, which is the contribution
of source n to the observed multichannel mixture spectrogram. Assuming the
additivity of the complex source spectra {xnft}Nn=1, the complexmixture spectrum
xft ∈ CM is given by

xft =
N∑
n=1

xnft. (1.1)

This thesis mainly focuses on blind source separation (BSS) based on un-
supervised learning of a probabilistic model that represents a multichannel
mixture spectrogram as the sum of multichannel source images [24–28,35–37].
Such a probabilistic model typically consists of a source model representing the
time-frequency (TF) structure of source spectrograms (Section 1.3.1) and a spatial
model representing their inter-channel covariance structure (Section 1.3.2). In
particular, the low-rank source model based on nonnegative matrix factorization
(NMF) [8, 38] has widely been used for mitigating the permutation problem,
i.e., source component alignment over all frequency bins. In a typical spatial
model, the TF bins of each source image are assumed to independently follow
multivariate complex Gaussian distributions with full-rank or rank-1 spatial
covariance matrices (SCMs).

1.3.1 Source Modeling

We formulate a source model that represents the generative process of the
complex spectrum snft of each source n. snft is assumed to independently follows

3
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(b) Full-rank model

Figure 1.1: Two variants of spatial models. Blue and red dots indicate source
images {xft1}Tt=1 and {xft2}Tt=1 in frequency f , respectively. In the rank-1 model,
dots are distributed on steering vectors a1f and a2f . In the full-rank model, dots
are widely and elliptically distributed.

circularly-symmetric complex Gaussian distribution:

snft ∼ NC(0, λnft), (1.2)

where NC(µ, σ2) indicates a univariate circularly-symmetric complex Gaussian
distribution with mean µ and variance σ2, and λnft indicates the power spectral
density (PSD) of source n at frequency f and time t.

1.3.2 Spatial Modeling

We formulate a spatial model that represents the sound propagation process
between each source n and theM microphones. Two variants of spatial models
(Fig. 1.1), a full-rank model with full-rank SCMs and a rank-1 model with rank-1
SCMs, have been widely used [24,25,27,28]. In the rank-1 model, we assume a
time-invariant linear mixing system as follows:

xnft = anfsnft, (1.3)

where anf ∈ CM is the steering vector of source n at frequency f . Substituting
Eq. (1.3) into Eq. (1.1), we get

xft = Afsft, (1.4)

4



1.3. FORMULATION

where Af , [a1f , . . . , aNf ] ∈ CM×N is called a mixing matrix. Using Eqs. (1.2)
and (1.3), we say

xnft ∼ NC (0M , λnftGnf ) , (1.5)

where Gnf = anfa
H
nf ∈ SM+ is the rank-1 SCM of source n at frequency f and SM+

indicates the set of positive semi-definite matrices of size M . Using Eqs. (1.1)
and (1.5), and the reproductive property of the Gaussian distribution, we say

xft ∼ NC

(
0M ,

N∑
n=1

λnftGnf

)
. (1.6)

To make the covariance matrix full-rank, the rank-1 model is applicable only in a
determined (N = M ) or underdetermined (N > M ) condition.

As shown inEq. (1.5),Gnf is a rank-1matrix in an idealized situation. However,
in a real indoor environment, Gnf can be a full-rank matrix due to reverberation
and reflection. Therefore, in the full-rank spatial model, we assume Gnf is a
full-rank matrix. The number of parameters of a full-rank SCM isM(M + 1)/2

and that of a rank-1 SCM is onlyM . While the rank-1 model is a restricted version
of the full-rank model, independent low-rank matrix analysis (ILRMA) based on
the rank-1 model [28] is empirically known to work better than MNMF based on
the full-rank model [27] because the rank-1 model is less sensitive to parameter
initialization.

1.3.3 Source Separation

If the parameters of the probabilistic generative model are given, we can perform
statistical source separation.

Full-Rank Model

To estimate the source image xnft ∈ CM , we use a multichannel Wiener filter
(MWF). Using Eq. (1.5) and Eq. (1.6), the posterior expectation of the speech
image x̂nft ∈ CM is given as follows:

x̂nft = E[xnft|xft] = YnftY
−1
ft xft, (1.7)

where Ynft , λnftGnf and Yft ,
∑N

n=1 Ynft.

5



CHAPTER 1. INTRODUCTION

Rank-1 Model

To estimate the source image snft ∈ C, we use a linear demixing filter as follows:

ŝnft = dH
nfxft. (1.8)

To solve the scale ambiguity of {ŝnft}Ff=1 over frequency bins, we use a projection
back technique [39] for estimating the source image x̂nft ∈ CM as follows:

x̂nft = anf ŝnft = anfd
H
nfxft. (1.9)

When Gnf is a rank-1 matrix given by Gnf = anfa
H
nf , Yft is given as follows:

Yft =
N∑
n=1

λnftanfa
H
nf

= AfΛftA
H
f

= D−1
f ΛftD

−H
f , (1.10)

where Λft , Diag(λ1ft, . . . , λNft) and Df , A−1
f is called a demixing matrix.

Substituting Eq. (1.10) into Eq. (1.7), we can easily prove that Eq. (1.9) can also be
obtained by the MWF as follows:

x̂nft =
(
λnftanfa

H
nf

) (
DH
f Λ−1

ft Df

)
xft (1.11)

= λnftanfe
T
nΛ−1

ft Dfxft (1.12)

= anfd
H
nfxft, (1.13)

where en is a one-hot vector whose n-th element is one.

1.4 Approach

Multichannel nonnegative matrix factorization (MNMF) [25–27] and its special
case called independent low-rankmatrix analysis (ILRMA) [28] are representative
BSS methods. MNMF consists of a low-rank source model and a full-rank spatial
model, and ILRMA consists of a low-rank source model and a rank-1 spatial
model. Although MNMF is a versatile blind source separation method that has a
tuning-free convergence-guaranteed iterative optimization algorithm, it has four

6
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major problems. 1) The low-rankness of the source PSDs does not always hold in
reality, especially for speech sources having complicated dynamics. 2) MNMF
tends to easily get stuck in a local optimum because of a high degree of freedom
of the spatial model. 3) The optimization algorithm is too computationally
expensive. 4) The performance of MNMF is severely degraded under a realistic
echoic condition.

To solve the problems 1) and 2), in Chapter 3, we propose a semi-blind speech
enhancement method called MNMF-DSP that uses a conventional low-rank
model and a deep generative model as noise and speech models (source models),
respectively. The low-rank source model is suitable for only particular types of
audio signals such as music and stationary noise and cannot represent complex
structures of speech signals, resulting in low separation performance. We thus
use the deep generative model of speech (called a deep speech prior in speech
enhancement) trained from only clean speech signals instead of the low-rank
speech model [40, 41]. While the noise model is learned on the fly from observed
noisy speech signals in an unsupervised manner, the speech model is learned in
advance from clean speech signals in an unsupervised manner and used as a prior
of clean speech spectrogram. Thus, this approach can work in various acoustic
environments. While the low-rank source model could loosely fit any types of
source spectrograms within its representation capability, the deep generative
model of speech can precisely represent only speech spectrograms (e.g., harmonic
structures). This leads to the excellent performance of speech enhancement and
the stability of parameter estimation, compared to blind methods.

To solve the problems 2) and 3), in Chapter 4, we propose a computationally-
efficient variant of MNMF called FastMNMF based on a jointly-diagonalizable
(JD) full-rank spatial model. To reduce the model complexity, ILMRA restricts
the SCMs to rank-1 matrices [28]. Its performance, however, is limited because
the rank-1 constraint does not hold in a real echoic environment with diffuse
noise [42,43]. The basic version of FastMNMF (called FastMNMF1) [44,45] instead
restricts the SCMs of all sources to JD yet full-rank matrices in a frequency-wise
manner. We derive a convergence guaranteed update rule for diagonalizers, which

7
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jointly diagonalize the SCMs, using an iterative projection (IP) algorithm, while
a fixed point iteration (FPI) algorithm without convergence guarantee is used
in [44]. Considering the interpretation of the JD full-rank spatial model, we
propose a constrained version of FastMNMF1 (called FastMNMF2) that shares
the direction weights of each source over all frequency bins. To explicitly consider
the directivity or diffuseness of each source, we also propose rank-constrained
FastMNMF that enables us to individually specify the ranks of SCMs. We
experimentally show FastMNMF worked better than MNMF and ILRMA, and is
an order of magnitude faster than MNMF.

To solve the problem 4), in Chapter 5, we propose an extension of FastMNMF2
based on an autoregressive-moving average (ARMA) model called ARMA-
FastMNMF2 for joint blind source separation anddereverberation. Reverberations
are often represented by a moving average (MA) model [15, 17]. When the
reverberation time is long, however, the tap length of the MA model becomes
long, that is, the number of parameters becomes quite large. To alleviate this
problem, an autoregressive (AR) model [18, 19] is introduced to represent the
late part of the reverberation (late reverberation), and the MA model is used to
represent the early part (early reflection), resulting in the ARMAmodel [46]. The
AR model can represent infinitely-long reverberations with a finite tap length in
theory. If it is used for representing the early reflections, however, it may also
represent the direct speech signals because of the correlations inherent in the
speech signals. To derive an efficient update rules for the AR coefficients, we
introduce the joint-diagonalization constraint on the MA model. Because the
MA model may also represent a part of the direct signals, we further introduce
the rank-constraint to the SCMs of the MA model to keep them away from
those of the direct signals. We experimentally show that ARMA-FastMNMF2
outperforms AR- or MA-based extensions of FastMNMF2. in many situations.

The organization of this thesis is outlined in Fig. 1.2. Chapter 2 provides a
literature review about conventional blind and supervised source separation
methods and dereverberation methods. Chapter 3 presents a semi-blind speech
enhancement method with a deep speech prior. Chapter 4 presents a fast blind
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1.4. APPROACH

MNMF = full-rank spatial model + NMF source model

ARMA-FastMNMF2

FastMNMF2

ARMA-FastMNMF2-DSP

Chapter 3
DNN-based speech model

Chapter 5
Joint source separation
and dereverberation

FastMNMF2-DSP MNMF-DSP

Chapter 4
Jointly-diagonalizable
full-rank spatial model

Figure 1.2: Organization of this thesis.

source separation method with a jointly-diagonalizable full-rank spatial model.
Chapter 5 presents a fast joint blind source separation and dereverberation
method with a deep speech prior. Finally, Chapter 6 concludes this thesis.
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Chapter 2

Literature Review

This chapter reviews the literature related to sound source separation, speech
enhancement, and dereverberation. Section 2.1 summarizes the existing sound
source separation and speech enhancement methods. Section 2.2 summarizes
the existing dereverberation methods.

2.1 Source Separation and Speech Enhancement

We categorize source separation and speech enhancement methods into single-
channel and multichannel methods. For single-channel case, we mainly focus on
the methods based on nonnegative matrix factorization (NMF) and deep learning.
Multichannel methods are categorized into unsupervised blind methods and the
methods based on deep learning.

2.1.1 Single-channel Methods Based on Nonnegative Matrix
Factorization

Nonnegative matrix factorization (NMF) [38] has widely been used for unsuper-
vised or supervised source separation. It approximates a nonnegativematrixX ,

[x1, · · · ,xT ] ∈ RF×T as the product of a basis matrix W , [w1, · · · ,wK ] ∈ RF×K
+

and an activation matrix H , [h1, · · · ,hK ]T ∈ RK×T
+ , i.e., X is approximated by

the sum ofK rank-1 matrices {wkh
T
k }Kk=1. Thanks to the nonnegative and additive

natures of NMF, the basis vectors {wk}Kk=1 tend to represent repeatedly-used parts
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CHAPTER 2. LITERATURE REVIEW

such that xt is efficiently represented by a weighted combination of {wk}Kk=1, i.e.,

xtf ≈
K∑
k=1

wkfhkt. (2.1)

TheparametersW andH are estimated such that the approximation error between
X and WH is minimized. The β-divergences with β = 0, 1, 2 corresponding
to the Itakura-Saito (IS) and Kullback-Leibler (KL) divergences and Euclidean
distance, respectively, have often been used [47].

When NMF is used for single-channel source separation, the power spec-
trogram of an observed mixture signal is given as a nonnegative matrix X and
the estimated W and H represent a set of time-invariant basis spectra and a set
of the corresponding time-varying activations, respectively, where each “basis”
does not always correspond to a “source.” Because the power spectrogram of a
realistic source signal is not a rank-1 matrix in general, one may cluster K rank-1
matrices {wkh

T
k }Kk=1 into N sources in a post-processing step. Given the source

types included in the mixture signal, another solution is to train bases for each
source beforehand and estimate only activations for the observed mixture. If the
source types of some of the sources are known, only the bases for the known
sources can be trained beforehand.

NMF with the IS divergence (IS-NMF) [8] is often used as a theoretically-
reasonable choice because it is equivalent to the maximum likelihood estimation
of a probabilistic generative model of the mixture signal. Assuming the additivity
of complex spectrograms, the short-time Fourier transform (STFT) coefficient sft
of the mixture spectrogram is given by sft =

∑K
k=1 skft at frequency f and time t,

where each basis spectrogram skft is assumed to follow a circularly-symmetric
complex Gaussian distribution as follows:

skft ∼ NC (0, wkfhkt) . (2.2)

Using the reproductive property of the Gaussian distribution, sft can be said to
follow a circularly-symmetric complex Gaussian distribution as follows:

sft ∼ NC

(
0,

K∑
k=1

wkfhkt

)
. (2.3)
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2.1. SOURCE SEPARATION AND SPEECH ENHANCEMENT

Themaximization of this log-likelihood is equivalent to theminimization of the IS-
divergence between S , {|sft|2}F,Tf,t=1 and WH. Note that in practice, xtf = |sft|2

is often assumed to follow a Poisson distribution, resulting in KL-NMF [48],
because KL-NMF is experimentally known to work better than IS-NMF even
when W and H are randomly initialized. Given sft, each basis skft is inferred
with single-channel Wiener filtering as follows:

E[skft | sft] =
wkfhkt∑K

k′=1 wk′fhk′t
sft. (2.4)

Correlated tensor factorization (CTF) [49] is an ultimate extension of NMF
that approximates a positive semidefinite matrix X̃ ∈ SFT+ as the sum of the
Kronecker products of two sets of positive semidefinite matrices, Vk ∈ SF+ and
Uk ∈ ST+, as follows:

X̃ ≈
K∑
k=1

Vk ⊗Uk, (2.5)

where ⊗ represents the Kronecker product. CTF with the log-determinant
divergence (LD-CTF) can be used for audio source separation considering the
frequency and time covariance structures, whereas NMF assumes that all time-
frequency bins are independent. Let sk ∈ CFT and s =

∑K
k=1 sk be the complex

vectors obtained by serializing the source and mixture complex spectrograms,
respectively. sk is assumed to follow amultivariate complexGaussian distribution
as follows:

sk ∼ NC (0FT ,Vk ⊗Uk) , (2.6)

Using Eq. (2.6) and the additive property of the Gaussian distribution, s also
follows a circularly-symmetric complex Gaussian distribution as follows:

s ∼ NC

(
0FT ,

K∑
k=1

Vk ⊗Uk

)
. (2.7)

The parameters Vk and Uk are estimated in a maximum likelihood manner, and
it is equivalent to the minimization of the LD divergence between S̃ , ssH and∑K

k=1 Vk ⊗Uk. When either {Vk}kk=1 or {Uk}kk=1 are diagonal matrices, LD-CTF
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reduces to positive semidefinite tensor factorization based on the log-determinant
divergence (LD-PSDTF) [50], and when both {Vk}kk=1 and {Uk}kk=1 are diagonal
matrices, LD-CTF reduces to IS-NMF. One problem of CTF is its extremely high
computational cost due to the huge covariance matrix of size FT .

To reduce the computational cost of CTF to a manageable level, independent
low-rank tensor analysis (ILRTA called FastCTF later) [51] restricts the frequency
and time covariance matrices {Vk}kk=1 and {Uk}kk=1 to jointly-diagonalizable
matrices as follows.

∀k, Vk = P−1Diag(vk)P
−H, (2.8)

∀k, Uk = R−1Diag(uk)R
−H, (2.9)

where vk ∈ RF
+ and uk ∈ RT

+ are nonnegative vectors and P ∈ SF+ and R ∈ ST+
are non-singular matrices called diagonalizers. This means that a spectrogram-
like representation PXRT ∈ CF×T obtained by linear projection of X with P

and R follows a multivariate complex Gaussian distribution with a diagonal
covariance matrix given by

∑K
k=1 Diag(vk)⊗Diag(uk). Because each TF bin of

PXRT independently follows a univariate complex Gaussian distribution, CTF
for X is equivalent to computationally-efficient IS-NMF for PXRT. The same
idea is used for restricting the spatial covariance matrices (SCMs) in Chapter 4.

2.1.2 Single-channel Methods Based on Deep Learning

Deep neural networks (DNNs) have intensively been used for supervised non-
blind source separation and speech enhancement in the time-frequency (TF)
domain [9, 10, 31, 52–60] or in the time domain [61–63]. A typical approach is to
train a DNN that estimates TF masks [10, 31, 53] by using paired data of mixture
and source spectrograms. The complex source spectrograms are obtained by
dividing the complex mixture spectrogram according to the estimated masks.
Several types of masks have been proposed, e.g., the ideal binary mask (IBM) [64],
which takes one if the signal-to-noise ratio (SNR) of a TF bin exceeds a threshold
and takes zero otherwise, the ideal ratio mask (IRM) [10], which is the ratio of the
target power and the mixture power, and the phase sensitive mask (PSM) [31],
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2.1. SOURCE SEPARATION AND SPEECH ENHANCEMENT

which is the product of the IRM and the cosine of the phase difference between
the target and recorded signals.

Instead of evaluating the estimated TF masks, magnitude spectrum approx-
imation (MSA) [9, 52] evaluates the estimated source spectrograms (obtained
after TF masking) in the training phase. In speech enhancement, the denoising
autoencoder (DAE) [9] has often been used for directly converting a noisy speech
spectrogram to a clean speech spectrogram. In speech separation, the estimated
speech sources should be associated with the reference sources for supervised
training. A popular strategy is to use permutation invariant training (PIT) [56,57],
in which the cost functions for all possible combinations are calculated and then
the lowest value is used for calculating gradient.

As another approach to the permutation problem, one may use the deep
attractor network (DAN) [58]. It computes the embeddings of the TF bins of
a mixture spectrogram and then computes their source-wise averages called
attractor points. The ratio masks are calculated based on the distances between
the embeddings and the attractor points. Minimizing the estimation error of the
separated sources makes the embeddings close to the corresponding attractor
points. Unlike PIT and typical mask-based methods, an arbitrary number of
sources can be dealt with in the inference phase regardless of the number of
sources configured in the training phase. Deep clustering (DC) [54, 55] is similar
to the DAN in a way that the embedding is calculated for each TF bin. Assuming
that each TF bin corresponds to one sound source, a DNN is trained such that the
embeddings of the same source become close to each other and the embeddings
of different sources become orthogonal. In the inference phase, for calculating
the binary masks of each source, the embeddings are clustered into an arbitrary
number of sources with the K-means algorithm.

To avoid using the phase information, several studies focus on time-domain
separation in exchange for the degraded quality of separated speech under the
low SNR condition. The speech enhancement generative adversarial network
(SEGAN) [61] consists of a generator network that estimates clean speech from
noisy speech and a discriminator network that tries to detect the generated speech
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as a fake. Unlike the standard GAN, paired data should be used for stabilizing the
training. The fully-convolutional time-domain audio separation network (Conv-
TasNet) [62, 63] based on an encoder-decoder model achieved the state-of-the-art
performance of single-channel source separation. First, the encoder transforms a
time-domain mixture signal into a spectrogram-like representation. The masks
for each source are then estimated and the spectrogram-like representation of
each source is obtained by using the estimated masks. Finally, the decoder
recovers the time-domain source signal. This model is trained such that the
scale-invariant signal-to-noise ratios (SI-SNRs) [65] of the estimated source
signals are maximized. Although these supervised methods work well in known
environments, they often fail to generalize to unseen environments [33, 34, 66].

Recently, deep generative models of speech spectra based on variational
autoencoders (VAEs) have been used for semi-blind single-channel speech
enhancement. Bando et al. [40] first proposed a unified model that consists of
an NMF-based source model for noise (noise model) and a DNN-based one for
speech (speech model) with latent variables. The speech model is given as the
decoder of a VAE trained beforehand from clean speech data in an unsupervised
manner. On the other hand, the noise model is optimized on-the-fly for observed
noisy speech data. This approach mitigates the sensitivity to the acoustic
characteristics of noisy environments. Leglaive et al. [41] proposed a similar
model for maximum likelihood estimation, while [40] is based on a Bayesian
inference.

2.1.3 Unsupervised Multichannel Blind Methods

We here mainly focus on multichannel blind source separation (BSS) based on
unsupervised learning of a probabilistic model consisting of a spatial model and
a source model. We first introduce BSS methods based on the rank-1 spatial
model, and then introduce BSS methods based on the full-rank spatial model.
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Rank-1 Spatial Model

The methods below assume the time-invariant linear mixing system given by
Eq. (1.3). Frequency-domain independent component analysis (ICA) [22,67,68] is
the most basic unsupervised BSS method based on the independence of sources.
This method can be used under a determined condition, where the number
of microphonesM is equal to the number of sound sources N . A determined
mixing process given by Eq. (1.4) enables us to consider its inverse process called
a demixing process given as

yft , Dfxft, (2.10)

where yft , [y1ft, . . . , yMft] ∈ CM andDf , A−1
f is called a demixingmatrix. The

goal of ICA is thus to estimate frequency-wise demixing matrices Df such that
{ymft}Mm=1 become independent. Note that ICA is considered to have a simple
source model given by Eq. (1.2) that assumes that the TF bins of each source
independently follow univariate complex non-Gaussian distributions. This causes
the permutation problem because all frequency bins are processed independently.

To solve this problem, independent vector analysis (IVA) [23, 69] based
on a modified source model assumes that the time frames of each source,
sn:t , [sn1t, . . . , snFt] ∈ CF , follow complex multivariate generalized Gaussian
distributions such as Laplace and Gaussian distributions. To accelerate and
stabilize IVA, Ono [70] proposed a convergence-guaranteed parameter estimation
method called iterative projection (IP). Recently, IP method has been further
extended to improve the convergence speed and separation performance [71–73].
IVAhas been extended for dealingwith an overdetermined condition (N < M ) [74,
75], whereM −N sources of no interest in addition to N sources are internally
considered to recover a determined condition. Nugraha et al. [76] proposed
normalizing flow (NF)-IVA that uses a time-varying linear transformation based
on an NF instead of using a time-invariant linear transformation.

To further mitigate the permutation problem left in IVA, Kitamura et al. [28]
proposed independent low-rank matrix analysis (ILRMA) based on a low-rank
source model that assumes the TF bins of each source to follow univariate complex
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Gaussian distributions with the PSDs factorized by NMF as

snft ∼ NC

(
0,

K∑
k=1

wnkfhnkt

)
. (2.11)

Using Eq. (1.3), a TF bin of a source image, xnft, can be said to follow a degenerate
multivariate complex Gaussian distribution with a rank-1 SCM as follows:

xnft ∼ NC

(
0M ,

(
K∑
k=1

wnkfhnkt

)
Gnf

)
, (2.12)

where Gnf , anfa
H
nf is the rank-1 SCM. Using Eq. (1.1) and the additive property

of the Gaussian distribution, the observed spectrum xft is given by

xft ∼ NC

(
0M ,

N∑
n=1

(
K∑
k=1

wnkfhnkt

)
Gnf

)
. (2.13)

For maximum-likelihood estimation of the parameters, an efficient convergence-
guaranteed optimization algorithm iterating IS-NMF and IP was derived. In spite
of the severely restricted ability of the rank-1 spatial model, ILRMA is empirically
known to work stably in real environments. Independent positive semidefinite
tensor analysis (IPSDTA) [77] is an extension of ILRMA and uses a PSDTF-based
source model instead of the NMF-based source model.

Several attempts have been made to enable ILRMA to deal with an overdeter-
mined condition (N < M ). Kitamura et al. [78] used ILRMAwithM microphones
for estimatingM components clustered into N sources. Note that the component-
source association should be specified in advance. In practice,M = NP should be
required for stable estimation, where P is the number of components associated
to each source and represents the rank of the SCMs of the source. If P = 2, for
example, each source would be represented by two components corresponding to
direct and reflective propagation paths (multi-modal directivity). Kubo et al. [79]
used ILRMA for speech enhancement. Specifically, the rank-1 SCMs of directional
speech and the rank-(M − 1) SCMs of diffuse noise are estimated with ILRMA
and the missing rank-1 SCMs and PSDs of speech and noise are then estimated
in an independent step.
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In the above methods, the SCMs of all sources are assumed to be rank-1
matrices. This assumption indicates that the sound propagation process is
time-invariant, and the reverberation is so short that the reverberation of a certain
time frame does not affect the observation of other time frames. However, the
rank-1 assumption often does not hold in a real environment.

Full-Rank Spatial Model

Duong et al. [24] pioneered a BSS method based on the full-rank spatial model,
which was called full-rank spatial covariance analysis (FCA) in [35,80]. In theory,
BSS methods based on full-rank spatial models can be used under either of
determined (N = M ), overdetermined (M > N ), and underdetermined (M < N )
conditions. In particular, the overdetermined condition is considered as the most
important because it is often the case that at most two or three sources of interest
are overlapped. From a practical point of view, more sources are considered to be
hard to separate reasonably. The full-rank spatial model can represent an echoic
sound propagation process, and each bin of each source image is assumed to
follow a multivariate complex Gaussian distribution with a full-rank SCM, that is,
Gnf in Eq. (2.13) is assumed to be a full-rank matrix.

Because FCA has no specific source model, it suffers from the permutation
problem like ICA. To alleviate this problem, multichannel NMF (MNMF) based
on the low-rank source model given by Eq. (2.11) has been developed [25–27].
The first formulation of MNMF was proposed by Ozerov et al. [25], where
full-rank noise SCMs and rank-1 source SCMs are used and the cost function
based on the Itakura-Saito (IS) divergence is minimized by using a multiplicative
update or expectation-maximization (EM) algorithm. This method was extended
such that all sources have full-rank SCMs [26]. Sawada et al. [27] introduced a
partitioning function to share a set of basis spectra by all sources and derived
a majorization-minimization (MM) algorithm. Nikunen and Virtanen [81, 82]
proposed a model similar to [27] which represents the SCM of each source as the
weighted sum of all possible direction-dependent SCMs. ILRMA was originally
derived by integrating the low-rank source model into IVA and was shown to be
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a special case of MNMF obtained by restricting the SCMs of sources to rank-1
matrices. Although a convergence-guaranteed closed-form iterative optimization
algorithm has been developed for MNMF [27], it tends to easily get stuck at bad
local optima because of the strong initialization sensitivity and suffers from the
high computational cost because of the repeated heavy matrix operations.

The joint diagonalization of covariance matrices for accelerated computation
has gained much attention in recent years. For multichannel BSS, Ito and
Nakatani [35, 80] proposed a fast version of FCA called FastFCA that restricts the
SCMs of sources to jointly-diagonalizable (JD) yet full-rank matrices as follows:

∀n, Gnf = Q−1
f Diag(g̃nf ) Q−Hf , (2.14)

where g̃nf = [g̃nf1, . . . , g̃nfM ] ∈ RM
+ is a nonnegative vector and Qf ∈ CF×F is a

non-singular matrix called diagonalizer. In [35], the number of sound sources
was limited to two because two positive definite matrices are mathematically JD;
the joint-diagonalization constraint on two SCMs does not change the degree of
freedom. In [80], the joint-diagonalization constraint was applied to the SCMs of
an arbitrary number of sound sources at the expense of the degree of freedom.
Then, we [83] and Ito and Nakatani [44] proposed a fast version of MNMF called
FastMNMF1 independently and concurrently. As discussed in Section 2.1.1, for
single-channel BSS, Yoshii et al. [51] proposed a fast version of CTF [49] called
ILRTA (a.k.a. FastCTF) that restricts frequency and time covariance matrices to
JD full-rank matrices, independently and concurrently with FastFCA [35]. To
estimate the diagonalizer Qf , a convergence-guaranteed IP method was used
in [83] as in ILRTA [51], while a fixed point iteration (FPI) method without
convergence guarantee was used in [35,44, 80]. In Chapter 4, we further extend
FastMNMF1 to reduce the initialization sensitivity of FastMNMF1.

Several studies use fixed diagonalizers for efficient source separation in a
transformed space [84–87]. Lee et al. [84], for example, used as the diagonalizer
a beamspace transform matrix calculated from premeasured steering vectors.
Mitsufuji et al. [85] proposed a variant of FastMNMF fixing the diagonalizer to
the discrete Fourier transform (DFT) matrix for a straight-shape array of a large
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number (e.g., 32) of equally-spanned microphones. To relax this condition, the
steering vectors of all possible directions were used in [87]. Taniguchi et al. [86]
proposed a prototype of FastMNMF and found that a demixing matrix estimated
by IVA works better as the diagonalizer than the beamspace transform matrix.

While themethods discussed above assume that themixture spectrograms are
sumof the source spectrograms, complexGaussianmixturemodel (cGMM)-based
source separation methods [30, 36, 88–90] assume that the source spectrograms
are sparse and only one of the sources is dominant in each TF bin. Thus, the
observed spectrum xft is given by

xft ∼
N∏
n=1

NC (0M , λnftGnf )
zftn , (2.15)

where zftn indicates whether source n is dominant or not at frequency f and time
frame t. Since all frequency bins are processed independently in cGMM, it suffers
from the permutation problem as ICA and FCA. In [30, 88], assuming that the
steering vectors of all possible directions are known, the directions of all sources
are estimated and used for solving the permutation problem. Alternatively, as
MNMF, Itakura et al. [90] introduced the NMF-based source model into cGMM.
When background noise exists, the assumption that only one source is dominant
in each TF bin does not hold, and the performance drastically degrades. To solve
this problem, Ito et al. [36] proposed noisy-cGMM that assumes that each TF bin
consists of one source and noise signals as follows:

xft ∼
N∏
n=1

NC (0M , λnftGnf + λ0ftG0f )
zftn , (2.16)

where λ0ft and G0f are the PSD and SCM of the noise source. Moreover, the joint
diagonalization constraint on the SCMs is used to reduce the computational cost.
The relationship of the multichannel source separation methods discussed in
this section is summarized in Table 2.1.

2.1.4 Multichannel Methods Based on Deep Learning

A typical approach to integrating a DNN with multichannel source separation
or speech enhancement is to use beamforming such as minimum variance
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Table 2.1: The multichannel source separation methods based on a probabilistic
generative model. Note that non-blind methods are not exactly based on the
generative model.

Rank-1 JD full-rank Full-rank
Blind ICA [22, 67, 68],

IVA [23, 69–73],
ILRMA [28],
IPSDTA [77],
OverIVA [74,75],
NF-IVA [76]

Fixed diagonalizers +
MNMF [84–87], Fast-
FCA [35, 80], FastM-
NMF1 [44,83], FastM-
NMF2 [43]

FCA [24],
MNMF [25–27,81, 82],
cGMM [30, 88, 89],
cGMM+NMF [90],
Noisy-cGMM [36]

Semi-
blind

ILRMA-DSP [42],
MVAE [91]

FastMNMF-DSP [83] MNMF-DSP [37,42,92,
93], GMVAE [45,94]

Non-
blind

(IDLMA [95]) (Full-rank+DAE [96])

distortionless response (MVDR) [97] and generalized eigenvalue (GEV) [98]
beamforming. Before the emergence of deep learning, assuming that the steering
vectors of all possible directions are known, beamforming had widely been used
along with source localization methods such as multiple signal classification
(MUSIC) [99]. Instead of using the steering vectors prepared in advance, time-
frequency masks are estimated using a DNN trained with paired data and then
used for calculating the SCMs of speech and noise [11, 12] as follows:

Gnf =
T∑
t=1

mnftxftx
H
ft, (2.17)

wheremnft is the TF mask for source n (speech or noise) at frequency f estimated
by the DNN, and the steering vector of source n is given as an eigenvector
corresponding to the first principal component of Gnf . The DNN can be trained
without using paired data [100–104]. It can also be trained jointly with an ASR
loss [100–102]. Specifically, beamforming filters are calculated using a DNN,
and the beamformed signals are fed into an ASR network. The ASR loss is back-
propagated to train the DNN for estimating beamforming filters. In [103,104],
the cost function derived from multichannel source separation methods are used
for training the DNN. In [95,96], a DAE is integrated into a process of SCM-based
multichannel source separation; (1) the observed mixture spectra are separated
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into speech and noise by using the current estimate of the speech and noise SCMs,
(2) the PSDs of the enhanced speech are further refined by using the DAE, and (3)
the speech and noise SCMs are updated by using the current estimate of the PSDs
of the speech and noise. [96] is based on a full-rank SCM, and [95] is based on a
rank-1 SCM and is called independent deeply learned matrix analysis (IDLMA).
Although this method is similar to themethods described in Section 3 in that both
methods iteratively optimize the SCMs and PSDs using DNNs, this approach
does not guarantee the monotonic increase of the likelihood. Such supervised
methods are known to work well in a known environment, but adaptation to
unseen noisy environments is still an open problem.

The semi-blind single-channel speech enhancement method [40] that uses
a DNN-based speech model has been extended for semi-blind multichannel
speech enhancement [37, 42, 83, 92] and speech separation [45, 91, 94]. As in [40],
the speech enhancement methods use a DNN-based speech model and an NMF-
based noise model with the full-rank [37,92], rank-1 [42], and JD full-rank spatial
model [83]. In [93], a variant of NF called the generative flow (GF) is used
for DNN-based speech model instead of VAE in [37, 40, 42, 83, 92]. For speech
separation, DNN-based speech models based on a conditional VAE (CVAE) [105]
that uses utterance-wise speaker labels for training are used for all sources with
the rank-1 [91] and full-rank spatial model [45, 94]. In [94], frame-wise phonetic
labels are used in addition to the utterance-wise speaker label for the CVAE.

2.2 Dereverberation

We categorize dereverberation methods and joint source separation and derever-
beration methods into unsupervised blind and supervised non-blind methods.

2.2.1 Unsupervised Blind Methods

Reverberation has typically been represented with a moving average (MA) model
and/or an autoregressive (AR) model. In [15–17], using a time-invariant MA
model, the direct signal is obtained with spectral subtraction (SS), where only the
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power spectra are considered and the phase information is discarded. In [106],
using a time-varying MA model, the direct signal is estimated with the EM
algorithm and the Kalman filter.

Linear prediction (LP) and its multichannel extension (MCLP) have been used
in the time or frequency domain [19, 107–113]. In frequency-domain MCLP, for
example, reverberations are represented with an AR model as follows:

xftm = dftm +
L∑
l=1

bflmxf,t−l, (2.18)

where dftm is the direct signal recorded by m-th microphone and bflm is the
AR coefficients. In terms of linear prediction, dftm is regarded as the prediction
error. The AR coefficients are estimated such that the mean squared error is
minimized. This is equivalent to the maximum likelihood estimation based on
the assumption that dftm is Gaussian white noise. Because of this assumption,
when this method is used for speech dereverberation, the estimated speech
spectra tend to be white. To alleviate the problem, various approaches have been
proposed [19,108,111,112, 114].

The weighted prediction error (WPE) [19,113] is one of the most successful
dereverberation methods and has been used in commercial devices such as smart
speakers [3, 4]. It introduces the Gaussian source model given by Eq. (1.2) and
the delay parameter ∆ as follows:

xftm = dftm +
L∑
l=∆

bflmxf,t−l. (2.19)

The reverberation is divided into two parts: early reflection and late reverberation,
and the latter is known to be more harmful to the speech intelligibility and ASR
performance [115,116]. The delay parameter is effective for removing only the late
reverberation without whitening the target signal. The PSDs of the target signal
and the AR coefficients are iteratively and alternately updated until convergenece.
In [117], the time-varying AR coefficients are used to deal with moving sources
and the parameters are estimated efficiently using the Kalman filter.

For joint blind source separation and dereverberation, autoregressive ILRMA
(AR-ILRMA) [118] that combines ILRMA [28] based on the rank-1 spatial model
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with the AR-based reverberationmodel given by Eq. (2.19) [19,113] was proposed.
In [119], an SCM-basedBSSmethod called full-rank covariance analysis (FCA) [24]
based on the full-rank spatial model was integrated with an autoregressive
moving average (ARMA)-based reverberation model (called ARMA-FCA in
this paper). Although ARMA-FCA can deal with diffuse noise thanks to the
full-rank spatial model, it needs to solve the permutation problem in a post-
processing step because of the frequency-wise source separation. To avoid the
permutation problem under a determined condition, in [120], the permutation
problem of ARMA-FCA was alleviated by utilizing the parameters estimated
by AR-ILRMA. The computational cost of ARMA-FCA, however, is larger than
those of AR-ILRMA because of the unconstrained full-rank SCMs.

2.2.2 Supervised Non-blind Methods

A typical approach for supervised dereverberation is to estimate the magnitude
spectrogram directly [121–123] or TF-masks [124] of the direct signal. In [122], a
DNN is trained such that the noisy reverberant spectrograms are mapped to the
corresponding clean spectrograms. In [123], a fully-convolutional network (FCN)
is used to capture time-frequency structures of speech and is trained using a
GAN-based approach.

WPE is also used in supervised approaches. In [32, 125], to avoid the iterative
update of WPE, a DNN is used for estimating the PSDs of the direct signal
given the observed reverberant signals. For joint speech dereverberation and
enhancement, one can sequentially use WPE and beamforming based on deep
neural networks (DNNs) [126], where the time-frequency (TF) masks of direct
speech are estimated with a DNN for calculating the dereverberation filters [32,
125] and those of speech and noise are then estimated from the dereverberated
signals with another DNN for calculating demixing filters [11, 12]. While these
DNNs are concatenated and jointly optimized in the training phase such that
the ASR performance for the dereverberated enhanced speech is maximized,
such a supervised approach increases the sensitivity to the environment. In
the test phase, WPE and DNN-based beamforming can be used alternately
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and iteratively [127]. Extending this approach to multiple speech separation
under a condition that the TF-masks of each source are given, a joint separation,
dereverberation, and denoising method was proposed [128]. Although DNN-
based mask estimation is computationally efficient, robust mask estimation from
noisy reverberant mixture signals is still an open problem because the acoustic
characteristics of a real environment may significantly differ from those covered
by the training data.
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Chapter 3

Semi-blind Multichannel Speech
Enhancement Based on a Deep
Generative Source Model

3.1 Introduction

Speech enhancement plays a vital role for automatic speech recognition (ASR)
in noisy environments. Although the performance and robustness of ASR have
been drastically improved thanks to the development of deep learning techniques,
ASR in unseen noisy environments that are not covered by training data is still
an open problem. Many methods have thus been proposed for single-channel
or multichannel speech enhancement. These methods can be categorized into
supervised, semi-blind, and blind methods.

A popular approach to supervised speech enhancement is to train deep
neural networks (DNNs) by using pairs of noisy and clean speech signals. In
single-channel speech enhancement, one can use denoising autoencoders (DAEs)
that take noisy speech spectra as input, and output clean speech spectra [9].
Alternatively, DNNs can be trained to estimate time-frequency masks, i.e.,
classify each time-frequency bin into speech or noise [10, 13]. In multichannel
speech enhancement using phase information, the estimated masks are used
for calculating the spatial covariance matrices (SCMs) of speech and noise. This
allows one to use beamforming methods [11, 12]. Although this approach
has successfully been used as a front end of ASR, the performance of speech
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Figure 3.1: A probabilistic generative model of multichannel noisy speech spectra
based on a deep generative model of speech, a low-rank model of noise, and a
full-rank spatial model.

enhancement is often considerably degraded in unseen noisy environments due
to the nature of supervised mask estimation [33].

To mitigate the sensitivity to acoustic characteristics of noisy environments,
one may use blind methods such as multichannel extensions of nonnegative
matrix factorization (NMF) [25–28, 81, 90]. Each variant of multichannel NMF
(MNMF) is based on a probabilistic generativemodel of the complex spectrograms
of mixture signals consisting of a source and spatial model and is used for general
blind sound separation (BSS). The key assumption underlying the family of
MNMF is that the power spectral densities (PSDs) of all sound sources have
low-rank structure. In speech enhancement, however, the performance of MNMF
is limited because the low-rank assumption does not hold for the PSDs of speech.
Several studies thus integrated a DAE into an optimization step of MNMF which
estimates the PSDs of speech [95,96]. Although such integration of a powerful
DNNand aphysically founded statisticalmodel is promising, supervised learning
of DAEs causes sensitivity to noisy environments again.

To solve the problems of the conventional DNN- and MNMF-based methods,
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we propose a semi-blind method that uses a pretrained generative model of
natural speech (speech model). More specifically, we formulate a DNN-based
speech model called a deep speech prior that represents the generative process
of the complicated PSDs of clean speech [40] and an NMF-based noise model
that represents the generative process of the low-rank PSDs of noise. A unified
generative model of observed noisy speech is then obtained by integrating those
source models with a full-rank or rank-1 spatial model as in MNMF [27] or its
constrained version called independent low-rank matrix analysis (ILRMA) [28],
respectively.

As the deep speech prior, we formulate a latent variable model that implicitly
represents the time-frequency features of speech spectra including but not limited
to fundamental frequencies (F0s), harmonic structures, and spectral envelopes.
To achieve this, the parameters of thismodel are learned from clean speech data in
an unsupervised variational auto-encoding manner. The noise model, in contrast,
is learned on-the-fly without pre-training. Given noisy speech as observed data,
the latent variables of the speech model, the full-rank or rank-1 SCMs and PSDs
of speech and noise can be estimated in an unsupervised maximum-likelihood
manner by combining a majorization-minimization algorithm with Metropolis
sampling or backpropagation. Finally, the posterior of clean speech spectra can be
computed via multichannel Wiener filtering.

In this paper, the deep speech prior refers to a DNN-based generative model of
natural speech spectra, which can be used as a prior for speech enhancement. It
sounds similar to the so-called deep image prior [129], which refers to a DNN-based
generative model of natural images. The DNN of the speech prior can take
any architecture and needs to be trained from speech data such that it properly
represents a probability distribution of natural speech spectra. In contrast,
the deep image prior is based on a deep convolutional architecture, and the
network architecture itself is found to work as an inductive bias for generating
natural images without any training. Investigation of such an inductive bias that
encourages the DNN to generate natural speech spectra is an interesting future
direction.
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Latent variable D
N
N

Figure 3.2: The proposed DNN-based speech model. The PSDs {λ0ft}Ff=1 of a
speech spectrum {s0ft}Ff=1 at time t are obtained by feeding the latent variable zt
following the standard Gaussian distribution into a DNN σ2

θ with parameters θ
and then scaling the output σ2

θ(zt) according to uf and vt.

3.1.1 DNN-Based Speech Model

As in Fig. 3.2, the PSD of the source n at frequency f and time t is determined by
a DNN as follows:

λnft = ufvt[σ
2
θ(zt)]f , (3.1)

where σ2
θ(·) is a nonlinear function (DNN) with parameters θ that maps a

D-dimensional real vector zt ∈ RD to an F -dimensional nonnegative vector
σ2

θ(zt) ∈ RF
+, [·]f indicates the f -th element of a vector, uf ≥ 0 is a scaling factor

at frequency f , and vt ≥ 0 is an activation at time t. We assume that zt follows a
standard Gaussian distribution as follows:

zt ∼ N (0D, ID), (3.2)

where 0D and ID are the all-zero vector and the identity matrix of size D, respec-
tively. zt implicitly represents the characteristics (e.g., fundamental frequencies
(F0s), harmonic structures, and formants) of the PSDs {λnft}Ff=1 of the speech at
time t. While the DNN specified by θ is trained from clean speech data (Section
3.4.3), the latent variables Z , {zt}Tt=1 are estimated on-the-fly. The scaling
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factors U , {uf}Ff=1 and the activations V , {vt}Tt=1 are introduced for resolving
the scale ambiguity of model parameters.

3.1.2 NMF-Based Noise Model

The PSD of source n at frequency f and time t is represented in the framework of
NMF as follows:

λnft =
K∑
k=1

wnkfhnkt, (3.3)

whereK denotes the number of bases, wnkf ≥ 0 indicates the magnitude of basis
k of source n at frequency f , and hnkt ≥ 0 indicates the activation of basis k of
source n at time t. W , {wnkf}N,K,Fn=1,k=1,f=1 andH , {hnkt}N,K,Tn=1,k=1,t=1 are estimated
on-the-fly.

3.2 MNMF with a Deep Speech Prior (MNMF-DSP)

We formulate a unified probabilistic generative model by integrating the DNN-
based speech model, NMF-based noise model, and the full-rank spatial model
described in Section 1.3.2 and then derive an update rule based on aminorization-
maximization (MM) algorithm.

3.2.1 Formulation

In this section, we assume source 0 corresponds to a speech source and source
n (≥ 1) corresponds to a noise source (N + 1 sources in total). Substituting
Eq. (3.1) and Eq. (3.3) into Eq. (1.6), we obtain the likelihood function of unknown
variables Z, U, V, W, H, and G as follows:

log p(X|Z,U,V,W,H,G)

=
F∑
f=1

T∑
t=1

logNC (xft|0M ,Yft) (3.4)

=
F∑
f=1

T∑
t=1

(
−tr
(
Y−1
ft Xft

)
− log |Yft|

)
+ const, (3.5)
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where Xft ∈ SM+ and Yft ∈ SM+ are given by

Xft , xftx
H
ft, (3.6)

Yft ,
N∑
n=0

λnftGnf . (3.7)

λ0ft and λnft(n ≥ 1) are the PSD of the speech and that of the noise, respectively,
which are given by

λnft =


ufvt[σ

2
θ(zt)]f (n = 0),

K∑
k=1

wnkfhnkt (n ≥ 1).
(3.8)

We define Ynft , λnftGnf and Yn(≥1)ftk , wnkfhnktGnf .
Our goal is to estimate Z, U, V, W, H, and G such that the log-likelihood

log p(X|Z,U,V,W,H,G) given by Eq. (3.5) is maximized. To avoid the scale
ambiguity of the parameters, we put normalization constraints on U, W, and G

as follows:
F∑
f=1

uf = 1, (3.9)

F∑
f=1

wnkf = 1, (3.10)

tr(Gnf ) = 1. (3.11)

3.2.2 Optimization

We aim to estimate the parameters Z, U, V, W, H, and G that maximize
log p(X|Z,U,V,W,H,G) given by Eq. (3.5) and obtain the enhanced speech
image xFR

0ft ∈ CM using a multichannel Wiener filter (MWF) given by Eq.(1.7).
Since it is hard to directly maximize the log-likelihood with respect to each of
these parameters, we use an MM algorithm that iteratively maximizes lower
bounds of the log-likelihood as in MNMF [27].

Matrix Inequalities

To derive the lower bounds, we use two matrix inequalities on positive definite
matrices [90]. For a convex function f1(S) = − log |S| with respect to S ∈ SM+ ,
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we calculate a tangent plane at an arbitrary point Ω ∈ SM+ by using a first-order
Taylor expansion as follows:

− log |S| ≥ − log |Ω| − tr
(
Ω−1S

)
+M, (3.12)

where the equality holds if and only if Ω = S. For a concave function f2(S) =

−tr(S−1R) with any matrix R ∈ SM+ with respect to S ∈ SM+ , we have

−tr

( K∑
k=1

Sk

)−1

R

 ≥ − K∑
k=1

tr
(
S−1
k ΦkRΦH

k

)
, (3.13)

where {Sk}Kk=1 (Sk ∈ SM+ ) is a set of positive definite matrices, {Φk}Kk=1 is a set of
auxiliary matrices that sum to the identity matrix, i.e.,

∑K
k=1 Φk = IM , and the

equality holds if and only if Φk = Sk(
∑K

k′=1 Sk′)
−1.

Deriving Lower Bounds

Using Eqs. (3.12) and (3.13) and introducing auxiliary matrices Ω , {Ωft}F,Tf,t=1

and Φ , {Φ0ft}F,Tf,t=1 ∪ {Φnft}N,F,Tn,f,t=1, we can derive a lower bound of Eq. (3.5),
L1

FR(Z,U,V,W,H,G,Ω,Φ), as follows:

log p(X|Z,U,V,W,H,G)

≥ −
F∑
f=1

T∑
t=1

N∑
n=0

λ−1
nfttr

(
G−1
nfΦnftXftΦ

H
nft

)
−

F∑
f=1

T∑
t=1

N∑
n=0

λnfttr
(
GnfΩ

−1
ft

)
−

F∑
f=1

T∑
t=1

log |Ωft|+ const (3.14)

, L1
FR(Z,U,V,W,H,G,Ω,Φ), (3.15)

where the equality holds if and only if

Ωft = Yft, (3.16)

Φnft = YnftY
−1
ft . (3.17)

Note that Yft ,
∑N

n=0 Ynft and Ynft , λnftGnf .
UsingΩ andΦ and introducingadditional auxiliarymatricesΨ = {Ψnftk}F,T,N,Kf,t,n,k=1,

we can derive another lower bound , L2
FR(Z,U,V,W,H,G,Ω,Φ,Ψ) of Eq. (3.5)
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as follows:

log p(X|Z,U,V,W,H,G)

≥ −
F∑
f=1

T∑
t=1

u−1
f v−1

t [σ2
θ(zt)]

−1
f tr

(
G−1

0f Φ0ftXftΦ
H
0ft

)
−

F∑
f=1

T∑
t=1

N∑
n=1

K∑
k=1

w−1
nkfh

−1
nkttr

(
G−1
nfΨnftkXftΨ

H
nftk

)
−

F∑
f=1

T∑
t=1

N∑
n=0

λnfttr
(
GnfΩ

−1
ft

)
−

F∑
f=1

T∑
t=1

log |Ωft|+ const (3.18)

, L2
FR(Z,U,V,W,H,G,Ω,Φ,Ψ), (3.19)

where the equality conditions are Eq. (3.16), Eq. (3.17), and

Ψnftk = YnftkY
−1
ft . (3.20)

Note thatYft ,
∑N

n=0 Ynft andYnftk , wnkfhnktGnf (n ≥ 1). SinceL1
FR is tighter

than L2
FR, it is better to use L1

FR for parameter estimation if possible. However,
maximization of L1

FR with respect to W and H has no closed-form solution due
to the existence of λ−1

nft = (
∑

k wnkfhnkt)
−1 (n ≥ 1) in the first term of Eq. (3.14).

We thus use L1
FR for estimating Z, U, V, and G, and use L2

FR for W and H.

Updating Speech Model

To update the latent variables Z, we use the Metropolis sampling [130] or the
backpropagation [131]. In the sampling, a proposal znew

t ∼ N (zold
t , ξID) with a

small number ξ is accepted as a next sample of zt with probability βt , min (1, γt),
where γt is given by

log γt = L1
FR(znew

t ,U,V,W,H,G,Ω,Φ) + log p(znew
t )

− L1
FR(zold

t ,U,V,W,H,G,Ω,Φ)− log p(zold
t ) (3.21)

= −
F∑
f=1

(
1

λnew
0ft

− 1

λold
0ft

)
tr
(
G−1

0f Φ0ftXftΦ
H
0ft

)
− 1

2

D∑
d=1

(
(znew
td )2 − (zold

td )2
)

−
F∑
f=1

(
λnew

0ft − λold
0ft

)
tr
(
G0fΩ

−1
ft

)
, (3.22)
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where λnew
0ft , ufvt[σ

2
θ(znew

t )]f and λold
0ft , ufvt[σ

2
θ(zold

t )]f . In the backpropagation,
the lower bound L1

FR given by Eq. (3.15) is regarded as an objective function of Z.
It is maximized with respect to zt by using a stochastic gradient ascent method.
Both sampling and backpropagation algorithms update Z several times in one
iteration. In practice, we update Z several times without updating Yft to reduce
the computational cost of calculating Y−1

ft in Φ0ft and Ω−1
ft .

To derive the multiplicative updating (MU) rule of the scaling factors U, we
let the partial derivative of L1

FR given by Eq. (3.15) with respect to uf equal to
zero as follows:

T∑
t=1

u−2
f v−1

t [σ2
θ(zt)]

−1
f tr

(
G−1

0f Φ0ftXftΦ
H
0ft

)
−

T∑
t=1

vt[σ
2
θ(zt)]f tr

(
G0fΩ

−1
ft

)
= 0.

(3.23)

Solving Eq. (3.23) for uf , we have

uf =

√√√√∑T
t=1 v

−1
t [σ2

θ(zt)]
−1
f tr

(
G−1

0f Φ0ftXftΦH
0ft

)∑T
t=1 vt[σ

2
θ(zt)]f tr

(
G0fΩ

−1
ft

) . (3.24)

Substituting Ωft = Yft and Φ0ft = Y0ftY
−1
ft = ufvt[σ

2
θ(zt)]fG0fY

−1
ft including

the current estimate of uf into Eq. (3.24), we have the MU rule of uf given by

uf ← uf

√√√√∑T
t=1 vt[σ

2
θ(zt)]f tr

(
G0fY

−1
ft XftY

−1
ft

)∑T
t=1 vt[σ

2
θ(zt)]f tr

(
G0fY

−1
ft

) . (3.25)

Similarly, the MU rule of the activations V can be obtained as follows:

vt ← vt

√√√√∑F
f=1 uf [σ

2
θ(zt)]f tr

(
G0fY

−1
ft XftY

−1
ft

)∑F
f=1 uf [σ

2
θ(zt)]f tr

(
G0fY

−1
ft

) . (3.26)

Updating Noise Models

We derive the MU rules for W and H by almost the same way as U and V.
Letting the partial derivatives of L2

FR given by Eq. (3.19) with respect to wnkf
(n ≥ 1) equal to zero, we have

T∑
t=1

w−2
nkfh

−1
nkttr

(
G−1
nfΨnftkXftΨ

H
nftk

)
−

T∑
t=1

hnkttr
(
GnfΩ

−1
ft

)
= 0. (3.27)
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Solving Eq. (3.27) for wnkf , we have

wnkf =

√√√√∑T
t=1 h

−1
nkttr

(
G−1
nfΨnftkXftΨH

nftk

)∑T
t=1 hnkttr

(
GnfΩ

−1
ft

) . (3.28)

Substituting Ωft = Yft and Ψnftk = YnftkY
−1
ft = wnkfhnktGnfY

−1
ft including the

current estimate of wnkf into Eq. (3.28), the closed-formMU rule of W is obtained
as follows:

wnkf ← wnkf

√√√√∑T
t=1 hnkt tr

(
GnfY

−1
ft XftY

−1
ft

)∑T
t=1 hnkt tr

(
GnfY

−1
ft

) , (3.29)

Similarly, the MU rule of H can be obtained as follows:

hnkt ← hnkt

√√√√∑F
f=1wnkf tr

(
GnfY

−1
ft XftY

−1
ft

)∑F
f=1wnkf tr

(
GnfY

−1
ft

) . (3.30)

Updating Spatial Models

To derive the update rule of the spatial covariance matrices G, we let the partial
derivative of L1

FR with respect to Gnf equal to zero as follows:
T∑
t=1

λ−1
nftG

−1
nfΦnftXftΦ

H
nftG

−1
nf −

T∑
t=1

λnftΩ
−1
ft = 0M×M , (3.31)

where 0M×M is the all-zero matrix of sizeM ×M . Eq. (3.31) can be rewritten as
follows:

Gnf

(
T∑
t=1

λnftΩ
−1
ft

)
Gnf =

T∑
t=1

λ−1
nftΦnftXftΦ

H
nft. (3.32)

Solving Eq. (3.32) as in [49,51], we have the closed-form update rule of Gnf as
follows:

Gnf ←

(
T∑
t=1

λnftΩ
−1
ft

)−1

#

(
T∑
t=1

λ−1
nftΦnftXftΦ

H
nft

)
. (3.33)

where A#B indicates the geometric mean of two positive definite matrices A

and B [132, 133] as follows:

A#B = A
1
2

(
A−

1
2 BA−

1
2

) 1
2
A

1
2 = A

1
2

(
A

1
2 A−1BA−

1
2

) 1
2
A

1
2 (3.34)
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= A
1
2

((
A

1
2 (A−1B)

1
2 A−

1
2

)2
) 1

2

A
1
2 = A(A−1B)

1
2 . (3.35)

Let C be a square matrix whose eigenvalues are positive, and let the eigenvalue
decomposition of C be C = PΛP−1. C

1
2 is defined as C

1
2 , PΛ

1
2 P−1, where Λ

1
2

is the diagonal matrix whose diagonal elements are the square roots of those of
Λ. While the product of two positive definite matrices AB is not a Hermitian
matrix, the eigenvalues of AB are positive. To prove this, we first prove that,
for matrices S ∈ Cm×n and T ∈ Cn×m, ST and TS have the same eigenvalues.
Assuming that λ and u are an eigenvalue and eigenvector of ST, respectively, the
following equations hold:

STu = λu, (3.36)

TSTu = λTu. (3.37)

This indicates that λ andTu are an eigenvalue and eigenvector ofTS, respectively.
Thus, AB = A

1
2

(
A

1
2 B
)
has the same eigenvalues as

(
A

1
2 B
)

A
1
2 , which is a

positive definite matrix because ∀x, xHA
1
2 BA

1
2 x =

(
A

1
2 x
)H

B
(
A

1
2 x
)
> 0 holds.

Substituting Ωft = Yft and Φnft = YnftY
−1
ft = λnftGnfY

−1
ft including the

current estimate of Gnf into Eq. (3.33), we have

Gnf ←

(
T∑
t=1

λnftY
−1
ft

)−1

#

(
Gnf

(
T∑
t=1

λnftY
−1
ft XftY

−1
ft

)
Gnf

)
. (3.38)

Normalizing Parameters

To meet the normalization constraints given by Eq. (3.9), Eq. (3.10), and Eq. (3.11),
we adjust the scales of U, V, W, H, and G in each iteration as follows:

µnf , tr(Gnf ),


Gnf ← µ−1

nfGnf ,

uf ← µ0fuf ,

wnkf ← µnfwnkf (n ≥ 1),

(3.39)

ν0 ,
F∑
f=1

uf ,

{
uf ← ν−1

0 uf ,

vt ← ν0vt,
(3.40)

νnk ,
F∑
f=1

wnkf ,

{
wnkf ← ν−1

nk wnkf ,

hnkt ← νnkhnkt.
(3.41)
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Algorithm 1 Speech enhancement based on MNMF-DSP.
for iteration = 1 to MaxIteration do

Update U, V, W, H, and G by Eqs. (3.25), (3.26), (3.29), (3.30), and (3.38)
Compute Ω and {Φ0ft}F,Tf,t=1 by Eqs. (3.16) and (3.17)
if Sampling then

for Z_iteration = 1 to Z_MaxIteration do
for t = 1 to T do

Sample znew
t from NC(zt, ξID)

Compute γt by Eq. (3.22)
Sample q from Uniform(0, 1)
if γt > q then zt ← znew

t

end for
end for

end if
if Backpropagation then

for Z_iteration = 1 to Z_MaxIteration do
Compute L1

FR by Eq. (3.14)
Update Z by Adam with L1

FR

end for
end if
Normalize parameters by Eqs. (3.39), (3.40), and (3.41)

end for
Compute xFR

0ft by Eq. (1.7)

3.3 ILRMAwith a Deep Speech Prior (ILRMA-DSP)

We formulate a unified probabilistic generative model by integrating the DNN-
based speech model, NMF-based noise model, and the rank-1 spatial model
described in Section 1.3.2 and then derive an update rule based on an MM
algorithm.

3.3.1 Formulation

We assume the number of microphones M is equal to N + 1 to derive an
efficient update rule. Now the mixing matrix Af ∈ CM×N+1 becomes a non-
singular square matrix, and the estimation value of the source spectrum, s̃ft ,
[s̃0ft, . . . , s̃Nft]

T, is given as follows:

s̃ft = Dfxft, (3.42)
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where Df = A−1
f = [d1f , . . . ,dNf ]

H ∈ CN×M is a demixing matrix. When Gnf is
a rank-1 matrix given by Gnf = anfa

H
nf , Yft is given as follows:

Yft =
N∑
n=0

λnftanfa
H
nf

= AfΛftA
H
f = D−1

f ΛftD
−H
f , (3.43)

where Λft , Diag(λ0ft, . . . , λnft) is a diagonal matrix. Substituting Eq. (3.42) and
Eq. (3.43) into Eq. (3.5), we get

log p(X|Z,U,V,W,H,D)

= −
F∑
f=1

T∑
t=1

tr
(
s̃HftD

−H
f

(
DH
f Λ−1

ft Df

)
D−1
f s̃ft

)
−

F∑
f=1

T∑
t=1

log
∣∣D−1

f ΛftD
−H
f

∣∣+ const

(3.44)

= −
F∑
f=1

T∑
t=1

tr
(
s̃HftΛ

−1
ft s̃ft

)
−

F∑
f=1

T∑
t=1

log |Λft|+ T
F∑
f=1

log |DfD
H
f |+ const (3.45)

= −
F∑
f=1

T∑
t=1

N∑
n=0

(
|s̃nft|2

λnft
+ log λnft

)
+ T

F∑
f=1

log |DfD
H
f |+ const. (3.46)

Our goal is to estimate the demixing matrices D instead of the mixing
matrices A and to estimate Z, U, V, W, and H such that the log-likelihood
log p(X|Z,U,V,W,H,D) given by Eq. (3.46) is maximized. To avoid the scale
ambiguity of the parameters, we put the normalization constraints on U and W

given by Eq. (3.9) and Eq. (3.10) and that on D given by

tr
(
dnfd

H
nf

)
= dH

nfdnf = 1. (3.47)

3.3.2 Optimization

We aim to estimate the parameters Z, U, V, W, H, and D that maximize
log p(X|Z,U,V,W,H,D) given by Eq. (3.46) by using an MM algorithm as in
ILRMA [28] and obtain the enhanced speech image xR1

0ft ∈ CM using a linear
demixing filter given by Eq. (1.9).
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Updating Speech Model

The latent variables Z are updated with Metropolis sampling or backpropagation
as in the full-rank model (Section 3.2.2). In the sampling, instead of Eq. (3.22), γt
is given by

log γt =
F∑
f=1

(
|s̃0ft|2

λold
0ft

− |s̃0ft|2

λnew
0ft

+ log
λold

0ft

λnew
0ft

)
− 1

2

D∑
d=1

(
(znew
td )2 − (zold

td )2
)
. (3.48)

In the backpropagation, the likelihood given by Eq. (3.46) is regarded as a negative
cost function.

The update rules of U and V can be obtained directly by letting the partial
derivatives of log p(X|Z,U,V,W,H,D) equal to zero as follows:

uf ←
1

T

T∑
t=1

|s̃0ft|2

vt[σ2
θ(zt)]f

, (3.49)

vt ←
1

F

F∑
f=1

|s̃0ft|2

uf [σ2
θ(zt)]f

. (3.50)

Updating Noise Models

The closed-form MU rules of W and H are obtained in the same way as [8] as
follows:

wnkf ← wnkf

√√√√∑T
t=1 hnkt|s̃nft|2λ

−2
nft∑T

t=1 hnktλ
−1
nft

, (3.51)

hnkt ← hnkt

√√√√∑F
f=1wnkf |s̃nft|2λ

−2
nft∑F

f=1 wnkfλ
−1
nft

. (3.52)

Updating Spatial Models

The update rule of D is obtained in the same way as [28, 70] as follows:

Υnf ,
1

T

T∑
t=1

Xft

λnft
, (3.53)

dnf ← (DfΥnf )
−1en, (3.54)
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Algorithm 2 Speech enhancement based on ILRMA-DSP.
for iteration = 1 to MaxIteration do

Update U, V, W, and H by Eqs. (3.49), (3.50), (3.51), and (3.52)
if Sampling then

for Z_iteration = 1 to Z_MaxIteration do
for t = 1 to T do

Sample znew
t from NC(zt, ξID)

Compute γt by Eq. (3.48)
Sample q from Uniform(0, 1)
if γt > q then zt ← znew

t

end for
end for

end if
if Backpropagation then

for Z_iteration = 1 to Z_MaxIteration do
Compute the log likelihood by Eq. (3.46)
Update Z by Adam with the log likelihood

end for
end if
Update D by Eq. (3.54)
Normalize parameters by Eqs. (3.40), (3.41), and (3.56)

end for
Compute xR1

0ft by Eq. (1.9)

dnf ←
(
dH
nfΥnfdnf

)− 1
2 dnf , (3.55)

where en , [0, . . . , 1, . . . , 0]T indicates a unit vector with the n-th element equal
to 1.

Normalizing Parameters

To meet the normalization constraints given by Eq. (3.9), Eq. (3.10), and Eq. (3.47),
we normalize D as follows:

µnf , dH
nfdnf ,


dnf ← µ

− 1
2

nf dnf ,

uf ← µ−1
0f uf ,

wnkf ← µ−1
nfwnkf (n ≥ 1),

(3.56)

We then normalize U and W by using Eq. (3.40) and Eq. (3.41).
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3.4 Initialization

It is crucial to appropriately initialize the scaling factors U, the speech activations
V, the speech latent variables Z, the basis spectra W, the noise activations H,
and the SCMs G or the demixing matrices D. We use the inference model of the
VAE specified by φ for initializing Z as zt ← µφ(xt). U and V are initialized as
u = 1

F
1F and v = 1T .

Considering Eq. (3.10), the initial values of W are sampled from a Dirichlet
distribution as follows:

wnk ∼ Dirichlet(α01F ) , (3.57)

where Einit[wnkf ] = 1
F

and α0 is a concentration parameter (α0 = 2 in our
experiments). Considering Eq. (3.10), Eq. (3.11), and the scale of the observed
PSDs, the initial values of H are sampled from gamma distributions as follows:

hnkt ∼ Gamma

(
α0,

α0

Eemp[|x|2]

NK

FM

)
, (3.58)

where Einit[hnkt] = FM
NK

Eemp[|x|2] and Eemp[|x|2] indicates the empirical mean of
the observed PSDs given by

Eemp

[
|x|2
]

=
1

FTM

F∑
f=1

T∑
t=1

M∑
m=1

|xftm|2. (3.59)

Since the initialization of G or D is considered to have a strong impact
on the performance of speech enhancement, we propose and compare several
initialization methods.

3.4.1 MNMF-DSP

G can be initialized without using the observed data X. The most naive way of
initialization is to set Gnf to the identity matrix as follows:

Gnf ←
1

M
IM . (3.60)

Alternatively,G can be initialized in an adaptivemanner by using the observed
data X. Assuming that the target speech is predominant in X, one may set the
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speech SCM G0f to the average of the observed SCMs and the noise SCMs to the
identity matrix as follows:

G0f ←
∑T

t=1 Xft∑T
t=1 tr(Xft)

,

Gnf ←
1

M
IM (n ≥ 1).

(3.61)

A more sophisticated way of initialization is to use a fast speech enhancement
method based on a complex Gaussian mixture model (cGMM) [89] that classifies
each time-frequency bin into speech or noise. Here, we initialize the cGMMwith
Eq. (3.61). Using the estimated posterior probability ωft that the bin at frequency
f and time twas generated from the speech, we have

G0f ←
∑T

t=1 ωftXft∑T
t=1 ωfttr(Xft)

,

Gnf ←
∑T

t=1(1− ωft)Xft∑T
t=1(1− ωft)tr(Xft)

(n ≥ 1).

(3.62)

3.4.2 ILRMA-DSP

In the determined condition of the rank-1 model, D cannot be initialized in a way
corresponding to Eq. (3.60) because the identity matrix is a full-rank matrix. The
most naive way of initialization is to set Df to the identity matrix as follows:

Df ← IN+1, i.e., dnf ← en+1. (3.63)

The demixingmatricesD can alternatively be initialized in an adaptivemanner
by using the observed data X. If the mixing matrix Af = [a0f , a1f , . . . , aNf ] is
given, Df is given by

Df ← A−1
f , (3.64)

where Af can be estimated from the full-rank SCMs G. Using G0f in Eq. (3.61)
and {Gnf}Nn=1 in Eq. (3.60), we have{

a0f = PE
(∑T

t=1 Xft

)
,

anf = en+1 (n ≥ 1),
(3.65)
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where PE(·) indicates a normalized eigenvector that corresponds to the largest
eigenvalue of a matrix. Alternatively, using Eq. (3.62), we havea0f = PE

(∑T
t=1 ωftXft

)
,

anf = PE
(∑T

t=1(1− ωft)Xft

)
(n ≥ 1).

(3.66)

3.4.3 Pretraining of Deep Speech Prior

The nonlinear mapping function σ2
θ(·) given by Eq. (3.1) is optimized in the

framework of a VAE. Suppose that we have training data X̃ , {x̃i}Ii=1, where I is
the number of frames and x̃i ∈ CF is a complex spectrum of clean speech. Let
Z̃ , {z̃i}Ii=1 be the corresponding latent variables. We formulate the hierarchical
generative process of X̃ as follows:

z̃i ∼ N (0D, ID), (3.67)

x̃i ∼ NC(0F ,Diag(σ2
θ(z̃i))), (3.68)

where Diag(·) indicates a diagonal matrix.
Our goal is to estimate θ such that the likelihood p(X̃|θ) is maximized. Since

log p(X̃|θ) is analytically intractable and is hard to directly maximize, we derive
a lower bound LVAE(θ,φ) of log p(X̃|θ) by introducing a variational posterior
distribution qφ(z̃i|x̃i) with parameters φ as follows:

log p(X̃|θ) =
I∑
i=1

log

∫
pθ(x̃i|z̃i)p(z̃i)dz̃i (3.69)

=
I∑
i=1

log

∫
qφ(z̃i|x̃i)
qφ(z̃i|x̃i)

pθ(x̃i|z̃i)p(z̃i)dz̃i (3.70)

≥
I∑
i=1

∫
qφ(z̃i|x̃i) log

pθ(x̃i|z̃i)p(z̃i)
qφ(z̃i|x̃i)

dz̃i (3.71)

=
I∑
i=1

(
Eqφ [log pθ(x̃i|z̃i)]−KL(qφ(z̃i|x̃i)‖p(z̃i))

)
(3.72)

, LVAE(θ,φ), (3.73)

where KL(q‖p) indicates the Kullback-Leibler (KL) divergence between two
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probability distributions q and p. Our goal is to maximize LVAE(θ,φ) with
respect to θ and φ.

For mathematical convenience, qφ(z̃i|x̃i) is set to a Gaussian distribution as
follows:

qφ(z̃i|x̃i) = N (z̃i|µφ(x̃i),Diag(σ2
φ(x̃i))), (3.74)

where µφ(·) and σ2
φ(·) are the D-dimensional output vectors of a DNN with

parameters φ. The first term of Eq. (3.73) is approximated via Monte Carlo
integration as follows:

Eqφ [log pθ(x̃i|z̃i)] ≈
1

L

L∑
l=1

log pθ(x̃i|z̃(l)
i ), (3.75)

where L is the number of samples and z̃
(l)
i is obtained by using the reparametriza-

tion trick [134] as follows:

ε̃
(l)
i ∼ N (0D, ID), (3.76)

z̃
(l)
i = µφ(x̃i) + ε̃

(l)
i �

√
σ2

φ(x̃i), (3.77)

where � indicates the Hadamard product. The second term of Eq. (3.73) can be
analytically calculated as follows:

KL(qφ(z̃i|x̃i)‖p(z̃i)) =
1

2

D∑
d=1

(
[µφ(x̃i)]

2
d + [σ2

φ(x̃i)]d − log[σ2
φ(x̃i)]d − 1

)
. (3.78)

The lower bound LVAE(θ,φ) given by Eq. (3.73) can be approximately calculated
by using Eq. (3.75), Eq. (3.76), Eq. (3.77), and Eq. (3.78). The parameters θ and φ

of the two DNNs are jointly optimized by using a stochastic gradient method
such that LVAE(θ,φ) is maximized.

The generation parameters θ are used for formulating the generative model of
X described in Section 3.1.1. The inference parameters φ are used for initializing
Z, i.e., zt ← µφ(xt) as described in Section 3.4, where xt is any complex spectrum
whose PSDs are the same as the average PSDs of noisy speech over all channels
at frame t.
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3.5 Evaluation

This section reports experiments conducted for investigating the performance
of our semi-blind speech enhancement methods based on the MNMF-DSP or
ILRMA-DSP with different configurations. First, we investigate the impacts of
the model complexities (i.e., the number of noise sources N and the number
of noise bases K) and verify the effectiveness of the low-rank noise model. We
then evaluate the two methods used for optimizing the latent variables Z (i.e.,
Metropolis sampling and backpropagationmethods described in Section 3.2.2 and
Section 3.3.2) and the three methods used for initializing the spatial parameters
G or D (i.e., identity-, observation-, and cGMM-based methods described in
Section 3.4). Finally, we compare our method with the state-of-the-art blind,
semi-blind, and supervised methods.

3.5.1 Configurations

Test Data

The simulated data sampled at 16 kHz in the evaluation dataset of CHiME3 [135]
were used for evaluation. It contains 1320 noisy speech signals emulated to be
uttered in four types of noisy environments: bus (BUS), cafe (CAF), pedestrian
area (PED), and street junction (STR). We randomly chose 25 utterances for each
environment (100 utterances in total). These simulated utterances were emulated
to be recorded with a tablet with 6 microphones by convolving impulse responses
obtained from real recordings with clean signals and adding environmental noise.
We selected five channels (M = 5) excluding the second channel because of its
orientation on the back side of the tablet, in contrast to the other five microphones
placed on the front side. We used short-time Fourier transform (STFT) with a
shifting interval of 256 points and a window length of 1024 points (F = 513).
The average number of time frames was T = 379.
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Figure 3.3: The VAE for clean speech spectra.

Performance Measures

The performance of speech enhancement was measured in terms of the signal-to-
distortion ratio (SDR) [136, 137]. For comparison with conventional methods, the
perceptual evaluation of speech quality (PESQ) [138] and the short-time objective
intelligibility (STOI) [139] were also calculated. The fifth channel of the enhanced
speech spectra {xFR/R1

0ft }F,Tf=1,t=1 was compared with the ground-truth clean speech
spectra because the fifth microphone was considered to be the closest to the
mouth of a speaker.

Pretraining Configurations

The deep speech prior described in Section 3.1.1was trained in advance from clean
speech data in a variational autoencoding manner as described in Section 3.4.3.
TheVAEhad an inference network (encoder) parameterized byφ and a generation
network (decoder) parameterized by θ, as shown in Fig. 3.3. The architecture of
the VAE was similar to that proposed in [41]. The dimensions of the observed
and latent spaces were F = 513 and D = 16, respectively. We used the WSJ-0
corpus [140] containing clean speech signals of about 15 hours. The speakers of
theWSJ-0 corpuswere disjoint with those of the test data. The power spectrogram
of each utterance was scaled such that the average power was equal to a random
number ρ ∼ Gamma(2, 2), which has the expectation value 1.
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Optimization Configurations

The number of iterations was set to 100. For MNMF-DSP, U, V, W, H, and G

were updated simultaneously and Z was then updated in each iteration. For
the ILRMA-DSP, W, H, U, V, Z, and D were updated in this order. When
the sampling method was used for optimizing Z, the variance of the proposal
distribution was set to ξ = 10−4 and Z was sampled 50 times per iteration. When
the backpropagation method was used, Z was updated 30 times per iteration by
using the Adam optimizer [141] with a learning rate of 0.001.

3.5.2 Evaluation of Model Complexities

We investigated the best model complexities of MNMF-DSP and ILRMA-DSP by
changing the number of noise sources N and the number of noise basis spectra
K.

Experimental Conditions

For MNMF-DSP, we tested all possible combinations of K = 2l (l = 0, . . . , 10)

andN = 1, 2, 3, 4. For ILRMA-DSP, we changed onlyK becauseN = 4 must hold
under a determined condition withM = 5 (one speech source and four noise
sources). We used the sampling method for optimizing the latent variables Z

and the observation-based method given by Eq. (3.61) or Eq. (3.65) for initializing
the spatial parameters G or D, respectively.

Experimental Results

Table 3.1-(a) shows the average SDRs over the 100 utterances obtained by MNMF-
DSP. The average SDR of the input noisy signals (the fifth channel) was 7.5 dB.
Regardless of the choice of N , the performance converged to around 18.7 dB as
K increased. This might be because most noise sources in the test dataset were
diffusive. If there are multiple directional noise sources, it would be necessary
to carefully choose N . Note that when K ≥ T , the low-rank assumption on
the PSDs of noise is considered to have no effect in theory because the noise
model is capable of perfectly fitting any PSDs. In reality, the performance was
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Table 3.1: The average SDRs [dB] for 100 noisy speech signals in four different
environments.

(a) MNMF-DSP

# of noise
sources N

Number of noise bases K
1 2 4 8 16 32 64 128 256 512 1024

1 16.4 17.1 17.5 17.9 18.1 18.4 18.6 18.7 18.7 18.7 18.7
2 17.3 17.7 18.0 18.2 18.6 18.7 18.8 18.8 18.8 18.8 18.8
3 17.6 18.0 18.3 18.5 18.6 18.7 18.7 18.7 18.8 18.7 18.7
4 17.9 18.1 18.2 18.5 18.6 18.6 18.6 18.6 18.7 18.6 18.6

(b) ILRMA-DSP

# of noise
sources N

Number of noise bases K
1 2 4 8 16 32 64 128 256 512 1024

4 16.2 16.3 16.2 16.2 16.0 15.8 15.7 15.6 15.5 15.3 15.1

not degraded even when K = 1024. This result raised a question whether the
low-rank assumption, which is useful in MNMF, is still necessary in the proposed
model. To answer this question, the effectiveness of the low-rank assumption
was verified in Section 3.5.3. Table 3.2-(a) shows the elapsed times per iteration
for processing noisy speech signals of 2 [s] on a workstation with Intel Xeon
W-2145 (3.70 GHz). Considering both the performance and the computational
cost, the combination of N = 1 and K = 64 can be regarded as best.

Table 3.1-(b) shows the average SDRs obtained by ILRMA-DSP. The per-
formance was maximized when K = 2 and it monotonically decreased as K
increased. Because the rank-1 spatial model is incapable of precisely representing
realistic sound propagation processes, the source models (speech and noise
models) play an influential role for speech enhancement. In each iteration, the
noise model fits the current estimate of the noise spectra {|s̃nft|2}F,Tf,t=1 given by
Eq. (3.42) using the demixing matrices D. The noise model based on NMF with
large K overfit the imperfect estimate of the noise spectra in a few iterations
before D was fully optimized. When the noise model withK = 256 was updated
once per four iterations, the average SDR was improved to 16.1 dB.
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Table 3.2: The elapsed times [s] per iteration for processing multichannel noisy
speech signals of 2 [s].

(a) MNMF-DSP

# of noise
sources N

Number of noise bases K
1 2 4 8 16 32 64 128 256 512 1024

1 0.97 0.98 0.99 0.97 0.98 0.99 1.00 1.09 1.22 1.49 2.02
2 1.15 1.15 1.13 1.11 1.15 1.14 1.30 1.41 1.70 2.18 3.27
3 1.34 1.34 1.34 1.35 1.36 1.43 1.53 1.72 2.08 2.87 4.45
4 1.50 1.51 1.50 1.49 1.51 1.63 1.73 2.00 2.51 3.57 5.74

(b) ILRMA-DSP

# of noise
sources N

Number of noise bases K
1 2 4 8 16 32 64 128 256 512 1024

4 0.28 0.28 0.28 0.29 0.30 0.33 0.40 0.54 0.85 1.44 2.73

3.5.3 Evaluation of Low-Rank Modeling

We investigated the effectiveness of the low-rank assumption on the noise PSDs.
The sampling method was used for optimizing the latent variables Z.

Experimental Conditions

We tested three variants of the noise model in MNMF-DSP with N = 1.

1. High-rank model: K = T . W and H were initialized by using Eq. (3.57) and
Eq. (3.58) and then iteratively updated by using Eq. (3.29) and Eq. (3.30).

2. 1-on-1 model: This model was the same as the high-rank model except that
H was initialized as follows:{

h1kt ∼ Gamma
(
α0,

α0

Eemp[|x|2]
1

FM

)
(k = t),

h1kt = 0 (k 6= t).
(3.79)

Since h1kt = 0 (k 6= t) was kept in Eq. (3.30), theK bases correspond to the T
frames one by one.

3. Non-factorized model: The NMF-based noise model was removed from the
proposed model, i.e., the noise PSDs {λ1ft}F,Tf=1,t=1 in Eq. (3.8) were directly
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Table 3.3: The average SDRs [dB] and log-likelihoods obtained by the three
variants of MNMF-DSP.

Noise model High-rank 1-on-1 Non-factorized
SDR [dB] 18.7 15.8 16.2

Log-likelihood 1.64× 106 1.67× 106 1.67× 106

estimated. An updating rule can be obtained as follows:

λ1ft ← λ1ft

√
tr
(
G1fY

−1
ft XftY

−1
ft

)
tr
(
G1fY

−1
ft

) . (3.80)

λ1ft was initialized as λ1ft = w1tfh1tt, where W and H were initialized as in
the 1-on-1 model.

Experimental Results

Table 3.3 shows the average SDRs and log-likelihoods obtained by the three
models. While the 1-on-1 model and the non-factorized model were better than
the high-rank model in terms of the log-likelihood, the high-rank model attained
the best SDR. Since the architecture of the high-rank model was the same as
that of the 1-on-1 model, the high-rank model was considered to get stuck in
local optima in which the noise PSDs were approximated as low-rank matrices
consisting of a fewer number of bases. This indicates that whenK ≥ T in Table
3.1-(a), the low-rank constraint on the noise PSDs was still effective. Comparing
the SDR (16.2 dB) obtained by the non-factorized model with that (18.6 dB)
obtained by the best MNMF-DSPwithN = 1 andK = 64, the low-rankmodeling
can be said to be effective.

3.5.4 Evaluation of Optimization and Initialization Methods

We investigated the initialization sensitivity and optimization difficulty ofMNMF-
DSP and ILRMA-DSP.
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Figure 3.4: The evolutions of average SDRs [dB] over iterations. The dotted lines
indicate the SDRs obtained by the backpropagation method and the solid lines
indicate the SDRs obtained by the sampling method.

Experimental Conditions

Considering Tables 3.1 and 3.2, we usedMNMF-DSPwithN = 1 andK = 64 and
ILRMA-DSP withK = 2 as the best performing models with the reasonable com-
putational costs. To optimize Z in MNMF-DSP, the sampling or backpropagation
method was used (Section 3.2.2). To initialize G, the identity-, observation-, or
cGMM-based method given by Eqs. (3.60), (3.61), or (3.62), respectively, was used
(Section 3.4.1). To optimize Z in ILRMA-DSP, on the other hand, the sampling or
backpropagation method was used (Section 3.3.2). To initialize D, the identity-,
observation-, or cGMM-based method given by Eqs. (3.64), (3.65), or (3.66) was
used (Section 3.4.2). In total, we tested six configurations for each model.

Experimental Results

Fig. 3.4-(a) shows the SDR evolutions over iterations obtained by the six config-
urations of MNMF-DSP. The combination of the sampling-based optimization
and the cGMM-based initialization attained the best SDR of 18.9 dB. Regardless
of an initialization method, the sampling method was slightly better than the
backpropagation method in terms of the performance obtained after sufficiently
many iterations. The backpropagation method converged faster to the affordable
performance than the sampling method. When the same optimization method
was used, the performance difference between the initialization methods was
smaller than 0.5 dB. This indicates that our MNMF-DSP is insensitive to the
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initialization of G because the deep speech prior plays an influential role even be-
fore G is not fully optimized. In fact, our model can work even in a single-channel
scenario without spatial information [40]. This is a noticeable advantage of the
proposed method over MNMF that heavily relies on G for speech enhancement.

Fig. 3.4-(b) shows the SDR evolutions over iterations obtained by the six
configurations of ILRMA-DSP. The use of the observation- or cGMM- based ini-
tialization method reached the SDR of 16.3 dB or 16.2 dB, respectively, regardless
of the optimization strategy. The backpropagation method tended to converge
faster than the sampling method. When the identity-based initialization method
was used, the backpropagation method underperformed the sampling method.
The initial values of Z given by the encoder φ of the VAE were considered to be
close to optimal values. In the backpropagation method, however, Z was quickly
adapted to the inaccurate estimate of the speech spectra sft given by Eq. (3.42)
before the demixing matrices D were fully optimized.

3.5.5 Key Findings

Considering the experimental results shown in Section 3.5.2 and Section 3.5.4,
we summarize recommended configurations. In general, it is recommended to
use the full-rank model with N = 1, K = 64, the observation-based initialization
method given by Eq. (3.61), and the sampling-based optimization method. To
squeeze the performance and accelerate the convergence in exchange of the
additional implementation cost, one can use the cGMM-based initialization
method given by Eq. (3.62) instead of the observation-based initialization method.
If the computational cost is a main concern, one may use ILRMA-DSP with
K = 2, the observation-based initialization method given by Eq. (3.65), and the
backpropagation-based optimization method.

3.5.6 Comparison with State-of-the-Art Methods

We compared the proposed semi-blind method with the state-of-the-art blind,
semi-blind, and supervised methods in terms of the SDR, PESQ, and STOI.
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Figure 3.5: The average SDRs obtained by the 11 methods.
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Experimental Conditions

We used MNMF-DSP with N = 1 and K = 64 initialized by the cGMM-based
method given by Eq. (3.62) and ILRMA-DSP withN = 4 andK = 2 initialized by
the observation-based method given by Eq. (3.65). In both models, the sampling
method was used for estimating Z.

• Unsupervisedmethods: We testedMNMF [27], ILRMA [28], and cGMM [89].
MNMF and ILRMA had the same architectures as the proposedMNMF-DSP
and ILRMA-DSP, respectively, except that an NMF-based low-rank model
was used for speech instead of the DNN-based model. The number of
noise sources N , that of speech bases Ks, that of noise bases Kn, and the
initialization strategy were experimentally optimized. We used MNMF with
N = 1, Ks = 8, and Kn = 256 initialized by the cGMM-based method and
ILRMAwithN = 4,Ks = 8, andKn = 1 initialized by the observation-based
method. We also tested a weighted delay-and-sum (DS) beamforming called
beamformit [142] and found that the average SDR of the enhanced speech
was 6.3 dB.

• Semi-blind methods: For fair comparison with the proposed semi-blind
method, we also tested semi-blind versions ofMNMF and ILRMA.Ks speech
bases were estimated in advance by using NMF [8] or vector quantization
(VQ) [143] based on the Itakura-Saito (IS) divergence (called IS-NMF and
IS-VQ, respectively) for the clean speech data of the WSJ-0 corpus [140].
IS-VQ iterated two steps; 1) given codebooks (bases), each speech spectrum
in the training dataset were clustered into the nearest codebook based on
the IS divergence, and 2) each codebook was updated to the average of the
spectra assigned to the codebook. In the speech enhancement phase, while
the speech bases were fixed, the other parameters were updated as in the
proposed method. We conducted a preliminary comparative experiment
using Ks = 2l (l = 0, . . . , 8) and decided to use MNMF based on IS-NMF
(MNMF-NMF) with N = 1, Ks = 4, and Kn = 256 and MNMF based on
IS-VQ (MNMF-VQ) with N = 1, Ks = 8, and Kn = 256 initialized by the
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cGMM-based method, and ILRMA based on IS-NMF (ILRMA-NMF) with
N = 4,Ks = 16, andKn = 1 and ILRMA based on IS-VQ (ILRMA-VQ) with
N = 4, Ks = 256, and Kn = 2 initialized by the observation-based method.

• Supervised method: We tested a DNN-based beamforming method. To
estimate speech masks {ωft}F,Tf=1,t=1, a feed-forward DNN was trained by
using the training dataset of CHiME3 that contains pairs of multichannel
noisy speech signals and ground-truth clean speech signals. We extracted
three kinds of acoustic features as the input to the DNN. At each time
t, the log of the outputs of 100-channel mel-scale filter banks (LMFBs)
was computed from the magnitude spectrogram of the fifth channel and
LMFBs were stacked over 11 frames from time t− 5 to t+ 5. The (M − 1)-
dimensional inter-channel level and phase differences (ILDs and IPDs) were
also calculated at each time t as proposed in [144]. The DNN was trained
such that the cross-entropy loss between ideal binary masks and estimated
masks wasminimized. To use theminimum variance distortionless response
(MVDR) beamforming [21], the steering vector of speech a0f and the SCM
of noise G1f at frequency f are given by{

a0f = PE
(∑T

t=1 ωftXft

)
,

G1f =
∑T

t=1(1− ωft)Xft,
(3.81)

where PE(·) indicates a normalized eigenvector that corresponds to the first
principal component of a matrix. The demixing filter d0f at frequency f is
given by

d0f =
G−1

1f a0f

aH
0fG

−1
1f a0f

. (3.82)

The speech image was estimated as follows:

xMVDR
0ft = a0f s̃0ft = a0fd

H
0fxft. (3.83)

Experimental Results

Figs. 3.5, 3.6, and 3.7 show the average SDRs, PESQs, and STOIs, respectively.
MNMF-DSP performed best in all measures, and Welch’s t-test with a 0.05
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(a) Observation xft (b) Ground truth image x0ft

(c) λ0ft of MNMF-DSP (d) xFR
0ft of MNMF-DSP

(e) λ0ft of ILRMA-DSP (f) xR1
0ft of ILRMA-DSP

(g) λ0ft of MNMF (h) xFR
0ft of MNMF

(i) λ0ft of MNMF-NMF (j) xFR
0ft of MNMF-NMF

(k) λ0ft of ILRMA (l) xR1
0ft of ILRMA

(m) λ0ft of ILRMA-NMF (n) xR1
0ft of ILRMA-NMF

Figure 3.8: Comparison of speech enhancement methods. The observation,
ground truth, and separated speech show the 5th channel only.
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significance level showed the significant difference of SDR and PESQ between
MNMF-DSP and the other methods, although the differences of STOI between
MNMF-DSP and MNMF, MNMF-NMF, MNMF-VQ, ILRMA-VQ, or ILRMA-DSP
were not significant. Although,MNMF is generally known to often underperform
ILRMA because of the strong initialization sensitivity [28], in this experiment
MNMF (16.4 dB) outperformed ILRMA (15.6 dB) because the cGMM-based
method given by Eq. (3.62) provided a good initial estimate of G. When the
observation-based method given by Eq. (3.61) was used for MNMF as in ILRMA,
the SDR was drastically degraded (12.6 dB). Fig. 3.8 shows examples of the noisy
spectra {xft}F,Tf=1,t=1 in the BUS environment, the ground-truth speech image
{x0ft}F,Tf=1,t=1, the estimated speech PSDs {λ0ft}F,Tf=1,t=1 and the separated speech
spectra {xFR/R1

0ft }F,Tf=1,t=1 obtained by MNMF-DSP (19.2 dB), ILRMA-DSP (14.9
dB), MNMF (15.3 dB), ILRMA (13.4 dB), MNMF-NMF (16.1 dB), ILRMA-NMF
(14.7 dB), MNMF-VQ (15.8 dB), and ILRMA-VQ (14.6 dB). This clearly showed
that the deep speech prior is better at representing the characteristic structures
of speech PSDs than the NMF-based low-rank model. In semi-blind MNMF
and ILRMA, the numbers of speech bases were determined to maximize the
SDRs, but were too low to precisely represent speech PSDs. To confirm the
effectiveness of the deep speech prior, we also tested MNMF initialized with G

estimated by MNMF-DSP, and the average SDR after 100 iterations was 17.5 dB.
This result indicates that the high representation power of the deep speech prior
was useful for not only alleviating the initialization sensitivity but also improving
the performance.

We also compared the proposed method with its original single-channel
version [40]. The SDR of the optimally-tuned single-channel method was 11.9 dB.
This indicates that the proposedMNMF-DSP and ILRMA-DSP successfully utilize
the spatial information. Comparing ILRMA-DSP with MNMF-DSP, however,
while MNMF-DSP successfully suppressed the noise components, the enhanced
speech spectra obtained by ILRMA-DSP as well as those obtained by ILRMA
were still noisy. This indicates that the idealized rank-1 spatial model based on
the time-invariant demixing matrices has a performance limitation in speech
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enhancement.

3.6 Summary

This chapter presented a semi-blind multichannel speech enhancement method
that integrates a DNN-based generative model of speech spectra, an NMF-based
generative model of noise spectra, and a full-rank or rank-1 spatial model in a
unified probabilistic model. The full-rank and rank-1 versions of the proposed
method, called MNMF-DSP and ILRMA-DSP, are extensions of MNMF [27]
and ILRMA [28], respectively, i.e., an NMF-based model for one of sources is
replaced with the deep speech prior capable of precisely representing the PSDs
of clean speech. An advantage of our method is that only clean speech data
are used for training the deep speech prior. The speech prior can generalize
well to unseen speech spectra and the low-rank noise model and the spatial
model can adapt to unseen acoustic environments. We showed that MNMF-DSP
significantly outperformed the rank-1 counterpart, the blind and semi-blind
versions of MNMF and ILRMA, and the supervised DNN-based beamforming
method in terms of the SDR, PESQ, and STOI, because of the high representation
power of the deep speech prior. We also showed that MNMF-DSP is less sensitive
to initialization and is less likely to get stuck in local optima thanMNMF. Recently,
this approach has been extended for speech separation by using the deep speech
generative models for all sources [45, 91, 94, 145].

Although MNMF-DSP achieved good performance, its main limitation is
high computational cost due to the repeated heavy operations such as inversion
of the SCMs. In chapter 4, we introduce a jointly-diagonalizable full-rank spatial
model to reduce computational cost without degrading its performance.
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Chapter 4

Fast Multichannel Speech
Separation Based on a
Jointly-Diagonalizable Spatial
Model

4.1 Introduction

MNMF based on the full-rank spatial model is known to be computationally
expensive and sensitive to the initialization of the parameters, and its performance
is often lower than that of ILRMA based on the rank-1 spatial model. In Chapter 3,
the extensions of MNMF and ILRMA using the DNN-based speech model called
MNMF-DSP and ILRMA-DSP were proposed. MNMF-DSP is less sensitive to the
initialization due to the powerful DNN-based speech model, and it outperforms
ILRMA and ILRMA-DSP. In this chapter, we tackle the problem about the high
computational cost of MNMF.

As an intermediate BSSmethod betweenMNMFand ILRMA, first, we propose
a computationally-efficient variant of MNMF called FastMNMF1 (Fig. 4.1) that
restricts all source SCMs of each frequency bin to jointly-diagonalizable (JD)
yet full-rank matrices [83]. Note that another FastMNMF1 based on the same
formulation had been developed independently and concurrently [44]. To
estimate the SCMs, we use a convergence-guaranteed iterative projection (IP)
algorithm [70], while [44] uses a fixed-point iteration (FPI) algorithm without
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MNMF FastMNMF1
FastMNMF2

Rank-constrained
FastMNMF1

Rank-constrained
FastMNMF2
ILRMA

Figure 4.1: The relations between MNMF, ILRMA, and the proposed FastMNMF,
including its variants.

convergence guarantee. Although FastMNMF1 is almost as fast as ILRMA, its
initialization sensitivity inherited from MNMF is still an open problem. For
speech enhancement, DNN-based speech model can be used to alleviate the
sensitivity.

To reduce the initialization sensitivity of FastMNMF1 for source separation, we
propose a well-behaved constrained version of FastMNMF1 called FastMNMF2
that shares the directional feature of each source over all frequency bins. The JD
spatial model of FastMNMF1 assumes that in each frequency bin, the SCMof each
source is represented by the weighted sum ofM common rank-1 SCMs, which
are expected to correspond toM directions. While the weights of each source
vary over frequency bins in FastMNMF1, they are shared over all frequency
bins in FastMNMF2. This directivity-aware spatial model would mitigate the
permutation problem, which has mainly been tackled by improving the source
model.

To explicitly consider the directivity or diffuseness of each source, we further
propose a rank-constrained version of FastMNMF1 or FastMNMF2 (collectively
called FastMNMF) that enables us to individually specify the ranks of SCMs.
When one or more people are talking in a noisy environment, for example, our
goal is to separate an observed mixture into directional speech sources and
diffuse noise sources. Such speech enhancement or separation can be achieved
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by initializing the weights of speech and noise sources to one-hot and all-one
vectors, respectively, because the number of non-zero weights indicates the rank
of an SCM. Through the iterative optimization, the speech SCMs are kept to
rank-1 matrices and the noise SCMs to full-rank matrices thanks to the nature of
the multiplicative update algorithm. If the SCMs of allM sources are restricted
to rank-1 matrices in a determined case, rank-constrained FastMNMF reduces to
ILRMA.

4.2 MNMF with a Jointly-Diagonalizable Spatial
Model (FastMNMF1)

We formulate the probabilistic model of FastMNMF1 using the low-rank source
model and the jointly-diagonalizable (JD) full-rank spatial model and then derive
an efficient parameter estimation algorithm based on iterations of nonnegative
tensor factorization (NTF) and IP.

4.2.1 Formulation

In order to reduce the degree of freedom, we assume that the SCMs of N sources
{Gnf}Nn=1 are JD as follows:

∀n Gnf = Q−1
f Diag(g̃nf )Q

−H
f , (4.1)

where g̃nf , [g̃nf1, . . . , g̃nfM ] ∈ RM
+ is a nonnegative vector, and Qf ,

[qf1, . . . ,qfM ]H ∈ CM×M is a non-singular matrix called a diagonalizer, which is
not limited to a unitary matrix. Substituting Eq. (4.1) into Eq. (1.6), we have

Qfxft ∼ NC

(
0,

N∑
n=1

λftnDiag(g̃nf )

)
. (4.2)

This means that the elements of Qfxft are all independent. Regarding Qfxft

as observed data, MNMF for Qfxft reduces to nonnegative tensor factorization
(NTF) for the PSDs ofQfxft, which can be performed efficiently (Fig. 4.2). The log-
likelihood function of the parameters W, H, G̃ , {g̃nf}N,Fn,f=1, and Q , {Qf}Ff=1
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is then given by

log p(X|W,H, G̃,Q) =

F,T∑
f,t=1

logNC

(
xft

∣∣∣∣0, N∑
n=1

λftnQ
−1
f Diag(g̃nf )Q

−H
f

)

= −
F,T,M∑
f,t,m=1

(
x̃ftm
ỹftm

+ log ỹftm

)
+ T

F∑
f=1

log
∣∣QfQ

H
f

∣∣+ const,

(4.3)

where x̃ftm , |qH
fmxft|2 and ỹftm ,

∑
n,k wnkfhnktg̃nfm.

To avoid the scale ambiguity, we put normalization constraints on Q, G̃, and
W as follows:

qH
fmqfm = 1, (4.4)

M∑
m=1

g̃nfm = 1, (4.5)

F∑
f=1

wnkf = 1. (4.6)

4.2.2 Optimization

Our goal is to jointly estimate W, H, G̃, and Q such that the log-likelihood
function given by Eq. (4.3) is maximized. Because Eq. (4.3) has the same form
as the log-likelihood function of ILRMA given by Eq. (3.46), we can derive a
convergence-guaranteed optimization algorithm based on iterations of NTF and
IP in the same way as ILRMA, which is based on iterations of NMF and IP.

Because the first term of Eq. (4.3) is the negative Itakura-Saito (IS) divergence
between x̃ftm and ỹftm, the maximization of the log-likelihood with respect to
W, H, and G̃ is equivalent to NTF. The multiplicative update (MU) rules for W,
H, and G̃ are given by

wnkf ← wnkf

√√√√∑T,M
t,m=1 hnktg̃nfmx̃ftmỹ

−2
ftm∑T,M

t,m=1 hnktg̃nfmỹ
−1
ftm

, (4.7)

hnkt ← hnkt

√√√√∑F,M
f,m=1wnkf g̃nfmx̃ftmỹ

−2
ftm∑F,M

f,m=1wnkf g̃nfmỹ
−1
ftm

, (4.8)
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g̃nfm ← g̃nfm

√√√√∑T,K
t,k=1 wnkfhnktx̃ftmỹ

−2
ftm∑T,K

t,k=1wnkfhnktỹ
−1
ftm

. (4.9)

As in IVA [70] and ILRMA [28], the IP rules of Qf are given by

Vfm ,
1

T

T∑
t=1

Xftỹ
−1
ftm, (4.10)

qfm ← (QfVfm)−1em, (4.11)

qfm ← (qH
fmVfmqfm)−

1
2 qfm, (4.12)

where em is a one-hot vector whose m-th element is 1. The diagonalizer Qf

is estimated such that the M components of {Qfxft}F,Tf,t=1 become independent.
In ILRMA under a determined condition (N = M ), a demixing matrix Df is
estimated such that theM sources of {Dfxft}F,Tf,t=1 become independent. Therefore,
Qf and Df are estimated in almost the same way, and expected to play a similar
role.

To satisfy the normalization constraints given by Eqs. (4.4), (4.5), and (4.6),
we adjust the scales of Q, G̃, and W in this order in each iteration as follows:

µfm , qH
fmqfm,

{
qfm ← µ

− 1
2

fmqfm,

g̃nfm ← µ−1
fmg̃nfm,

(4.13)

φnf ,
M∑
m=1

g̃nfm,

{
g̃nfm ← φ−1

nf g̃nfm,

wnkf ← φnfwnkf ,
(4.14)

νnk ,
F∑
f=1

wnkf ,

{
wnkf ← ν−1

nk wnkf ,

hnkt ← νnkhnkt.
(4.15)

4.2.3 Separation

To estimate the source images xftn ∈ CM , we use a Wiener filtering given by
E[xftn|xft] = YftnY

−1
ft xft, which can be rewritten using Eq. (4.1) as follows:

E[xftn|xft] = YftnY
−1
ft xft

= Q−1
f Diag

(
λftng̃nf∑
n λftng̃nf

)
Qfxft. (4.16)
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Jointly diagonalizable SCM Diagonal matrix

Multichannel mixture spectrograms Decorrelated mixture spectrograms

Figure 4.2: The jointly-diagonalizable full-rank spatial model.

4.2.4 Interpretation of Jointly-Diagonalizable Spatial Model

This section discusses the roles of the diagonalizer Q and the diagonal elements
G̃, which were originally introduced for reducing the computational cost. The
joint-diagonalization constraint given by Eq. (4.1) can be rewritten as

Gnf = UfDiag(g̃nf )U
H
f =

M∑
m=1

g̃nfmufmuH
fm, (4.17)

where Uf , [uf1, · · · ,ufM ] ∈ CM×M is a non-singular matrix given by Uf = Q−1
f .

Eq. (4.17) means that Gnf is given as the weighted sum of M rank-1 matrices
{Ufm , ufmuH

fm}Mm=1, where the weights are given by g̃nf , {g̃nfm}Mm=1 (Fig. 4.3).
The number of non-zero elements of g̃nf represents the rank of Gnf .

We clarify how the JD full-rankmodel relates to the rank-1 spatialmodel under
a determined condition (N = M ). If g̃nf = en, Gnf is a rank-1 matrix, and the
log-likelihood function of FastMNMF1 given by Eq. (4.3) reduces to that of ILRMA
given by Eq. (3.46), where Qf = Df (Uf = Af ) and ỹftm =

∑
n λftng̃nfm = λftm.

This means the JD full-rank spatial model includes the rank-1 spatial model as
its special case. Therefore, each ufm is related to the steering vector of a certain
direction, and this is experimentally confirmed in Section 4.7.1. If g̃nf 6= en,
g̃nf is considered to represent the weights ofM directions for source n. Unlike
the rank-1 spatial model, the JD full-rank spatial model is applicable to an
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underdetermined condition (N > M ), but does not work well in practice because
at mostM directions can be covered.

We clarify the interpretation of the JD full-rank spatial model under an
overdetermined condition (N < M ). Assuming that the reverberation is longer
than the window size of short-time Fourier transform (STFT), the image of source
n, denoted by xnft, is written by explicitly representing the early reflection with
a moving average (MA) model as follows:

xnft = anf0snft +
L−1∑
l=1

anflsn,f,t−l, (4.18)

where L is the length of the impulse response and anfl is the STFT coefficients of
the impulse response of source n at frequency f and time l. When snft follows a
circularly-symmetric complex Gaussian distribution, xnft also follows a Gaussian
distribution given by

xnft ∼ NC

(
0M ,

L−1∑
l=0

λn,f,t−lanfla
H
nfl

)
(4.19)

= NC

(
0M , λnft

L−1∑
l=0

λn,f,t−l
λnft

anfla
H
nfl

)
= NC

(
0M , λnftḠnft

)
, (4.20)

where Ḡnft ,
∑L−1

l=0
λn,f,t−l

λnft
anfla

H
nfl ,

∑L−1
l=0 αnftlanfla

H
nfl is a time-varying SCM.

Comparing Gnf =
∑M

m=1 g̃nfmufmuH
fm and Ḡnft ≈

∑L−1
l=0 αnftlanfla

H
nfl, ufm is

considered to play a similar role as anfl. Since the vectors {ufm}Mm=1 are shared
over N sources in the JD spatial model, they typically consist of the steering
vectors {anf0}Nn=1 of the direct paths from source directions and some impulse
responses an,f,l>0 of the predominant reflection paths.

Each source n (e.g., target, noise, or reverberation) is softly associated with the
vectors {ufm}Mm=1 according to G̃ , {g̃nf}Nn=1 at each frequency f . When only
directional sources exist without any noise and reverberation, the advantage of
the JD full-rank spatial model is limited because each source nwould be hardly
associated with one of {ufm}Mm=1 as in the rank-1 spatial model. The JD full-rank
spatial model is advantageous when adverse non-directional (diffuse) noise and
reverberations of non-target sources partially come from the same direction as
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weighted sum

Figure 4.3: Interpretation of the jointly-diagonalizable full-rank spatial model
withM = 3 and N = 2.

target sources. Even under such a condition, FastMNMF can extract a target
sound only by suppressing the interfering sounds of the same direction, because
ufm can be shared over multiple sources. In Section 4.7.7, this advantage was
shown experimentally.

4.3 MNMF with a Weight-Shared Jointly-
Diagonalizable Spatial Model (FastMNMF2)

We formulate the probabilistic model of FastMNMF2 based on the weight-shared
version of the JD full-rank spatial model and then derive a modified parameter
estimation algorithm.

4.3.1 Formulation

To further reduce the degree of freedom of the JD spatial model, we propose to
make the weights g̃nf of FastMNMF1 consistent over all frequency bins in light
of discussions described in Section 4.2.4. More specifically, Eqs. (4.1) and (4.17)
are replaced with

∀n Gnf = Q−1
f Diag(g̃n)Q−Hf =

M∑
m=1

g̃nmufmuH
fm, (4.21)

where g̃n , [g̃n1, . . . , g̃nM ] ∈ RM
+ is a frequency-invariant nonnegative vector. We

refer to this model as the weight-shared jointly-diagonalizable (WJD) full-rank
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spatial model. Because g̃n is estimated by taking all frequency bins into account,
the permutation problem is expected to be mitigated, resulting in performance
improvement from FastMNMF1.

Substituting Eq. (4.21) into Eq. (1.6), the log-likelihood function of the param-
eters W, H, G̃ = {g̃n}Nn=1, and Q is given by

log p(X|W,H, G̃,Q) =

F,T∑
f,t=1

logNC

(
xft

∣∣∣∣0, N∑
n=1

λftnQ
−1
f Diag(g̃n)Q−Hf

)

= −
F,T,M∑
f,t,m=1

(
x̃ftm
ỹftm

+ log ỹftm

)
+ T

F∑
f=1

log
∣∣QfQ

H
f

∣∣+ const,

(4.22)

where x̃ftm , |qH
fmxft|2 and ỹftm ,

∑
n,k wnkfhnktg̃nm.

To avoid the scale ambiguity, we put the normalization constraints given by
Eq. (4.6) and

M∑
m=1

g̃nm = 1, (4.23)

tr
(
QfQ

H
f

)
= M. (4.24)

FastMNMF2 is a special case of FastMNMF1, and ILRMA is a special case of
FastMNMF2. The numbers of parameters of MNMF, FastMNMF1, FastMNMF2,
and ILRMA for SCMs are FNM(M +1)/2, FM2 +FNM , FM2 +NM , and FM2,
respectively. The computational times, convergence speeds, and performances of
these methods with different values of N ,M , K, and F are evaluated in Sections
4.7.3 and 4.7.4.

4.3.2 Optimization

The parameters W, H, G̃, and Q are updated in the same way as FastMNMF1.
The MU update rules for W, H, and G̃ are given by

wnkf ← wnkf

√√√√∑T,M
t,m=1 hnktg̃nmx̃ftmỹ

−2
ftm∑T,M

t,m=1 hnktg̃nmỹ
−1
ftm

, (4.25)
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hnkt ← hnkt

√√√√∑F,M
f,m=1 wnkf g̃nmx̃ftmỹ

−2
ftm∑F,M

f,m=1wnkf g̃nmỹ
−1
ftm

, (4.26)

g̃nm ← g̃nm

√√√√∑F,T,K
f,t,k=1 wnkfhnktx̃ftmỹ

−2
ftm∑F,T,K

f,t,k=1wnkfhnktỹ
−1
ftm

. (4.27)

Qf is updated in the same way as FastMNMF1 using Eq. (4.11). To satisfy the
normalization constraints given by Eqs. (4.6), (4.23), and (4.24), we adjust the
scales of Q, G̃, and W in this order in each iteration by using

µf ,
1

M
tr(QfQ

H
f ),

{
Qf ← µ

− 1
2

f Qf ,

wnkf ← µ−1
f wnkf ,

(4.28)

φn ,
M∑
m=1

g̃nm,

{
g̃nm ← φ−1

n g̃nm,

wnkf ← φnwnkf ,
(4.29)

and Eq. (4.15).

4.3.3 Connection to Direction-Aware MNMF

FastMNMF2 has a connection to direction-aware MNMF [81,82, 146] based on a
factorizable full-rank spatial model given by

Gnf =
D∑
d=1

zndRfd, (4.30)

where D is the number of possible directions taken into account, Rfd is the SCM
of direction d at frequency f , and znd is the weight of direction d for source n.
Similarly to Eq. (4.21), Eq. (4.30) represents Gnf as the weighted sum of basis
SCMs, and the weights are shared over all frequency bins. A difference is that
direction-aware MNMF can be used only under a non-blind condition; only the
magnitude part of Rfd is estimated, while the phase part of Rfd is fixed to that
of the geometrically-computed SCM of direction d at frequency f . This method
thus tends to fail in an unseen acoustic environment.
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4.4 FastMNMF with a Deep Speech prior
(FastMNMF-DSP)

FastMNMF-DSP can be derived by replacing NMF-based source model for one
of sources with DNN-based speech model as in MNMF-DSP. Here we mainly
discuss FastMNMF1-DSP because FastMNMF2-DSP can be derived in almost the
same way.

4.4.1 Formulation

We assume that the observed signals include only one speech and N ′ (, N − 1)

noise (N sources in total), and source 0 corresponds to speech and source
n (1 ≤ n ≤ N ′) corresponds to noise. Now {λnft}N

′
n=0 are given as follows:

λnft =


ufvt[σ

2
θ(zt)]f (n = 0),

K∑
k=1

wnkfhnkt (1 ≤ n ≤ N ′).
(4.31)

The log-likelihood function of FastMNMF1-DSP log p(X|W,H,U,V,Z, G̃,Q) is
obtained by substituting ỹftm = ufvt[σ

2
θ(zt)]f g̃0fm+

∑N ′

n=1

∑K
k=1 wnkfhnktg̃nfm into

Eq. (4.3). To avoid the scale ambiguity, we put the normalization constraints
given by Eqs. (4.4), (4.5), and (4.6) and

F∑
f=1

uf = 1 (4.32)

For FastMNMF2-DSP, the normalization constraints are given by Eqs. (4.6), (4.23),
(4.24), and (4.32).

4.4.2 Optimization

To update the latent variables Z included in Eq. (4.31), we use Metropolis
sampling. A proposal znew

t ∼ N (zold
t , εI) is accepted with probability min (1, γt),

where γt is given by

log γt =−
F,M∑
f,m=1

(
x̃ftm

ufvt[σ2
θ(znew

t )]f g̃0fm + ỹnoiseftm

− x̃ftm

ufvt[σ2
θ(zold

t )]f g̃0fm + ỹnoiseftm

)

71



CHAPTER 4. FAST MULTICHANNEL SPEECH SEPARATION BASED ON A
JOINTLY-DIAGONALIZABLE SPATIAL MODEL

−
F,M∑
f,m=1

log
ufvt[σ

2
θ(znew

t )]f g̃0fm + ỹnoiseftm

ufvt[σ2
θ(zold

t )]f g̃0fm + ỹnoiseftm

, (4.33)

where ỹnoiseftm

def
=
∑N ′

n=1 λnftg̃nfm. As in the NMF-based source model, the MU rules
of U and V are given by

uf ← uf

√√√√∑T,M
t,m=1 vt[σ

2
θ(zt)]f g̃0fmx̃ftmỹ

−2
ftm∑T,M

t,m=1 vt[σ
2
θ(zt)]f g̃0fmỹ

−1
ftm

, (4.34)

vt ← vt

√√√√∑F,M
f,m=1 uf [σ

2
θ(zt)]f g̃0fmx̃ftmỹ

−2
ftm∑F,M

f,m=1 uf [σ
2
θ(zt)]f g̃0fmỹ

−1
ftm

. (4.35)

W, H, G̃, and Q are updated in the same way as FastMNMF1 using Eqs. (4.7),
(4.8), (4.9), and (4.11).

To satisfy the normalization constraints given by Eqs. (4.4), (4.5), (4.6), and
(4.32), we adjust the scales of Q, G̃, U, and W in this order in each iteration by
using

µfm , qH
fmqfm,

{
qfm ← µ

− 1
2

fmqfm,

g̃nfm ← µ−1
fmg̃nfm

(4.36)

φnf ,
M∑
m=1

g̃nfm,


g̃nfm ← φ−1

nf g̃nfm,

uf ← φ1fuf ,

wnkf ← φnfwnkf (1 ≤ n ≤ N ′),

(4.37)

ψ ,
F∑
f=1

uf ,

{
uf ← ψ−1uf

vt ← ψvt,
(4.38)

and Eq. (4.15). In FastMNMF2-DSP, we adjust the scale by using

µf ,
1

M
tr(QfQ

H
f ),


Qf ← µ

− 1
2

f Qf ,

uf ← µ−1
f uf ,

wnkf ← µ−1
f wnkf ,

(4.39)

φn ,
M∑
m=1

g̃nm,


g̃nm ← φ−1

n g̃nm,

uf ← φ1uf ,

wnkf ← φnwnkf (1 ≤ n ≤ N ′),

(4.40)

and Eqs. (4.38) and (4.15).
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4.5 Initialization

We explain four parameter initialization methods for FastMNMF, i.e., random,
diagonal, circular, and gradual initialization methods. The parameters W and
H of the low-rank source model are initialized randomly and the parameters
G̃ and Q of the JD full-rank spatial model are initialized with one of the four
methods. As experimentally shown in Section 4.7.5, the gradual initialization
method works best in practice. We here consider an (over)determined condition
(N ≤ M ), which is considered to be practically important, and discuss only
FastMNMF1 because FastMNMF2 can be initialized in the same way.

4.5.1 Random Initialization

In the random initialization method, the diagonalizer Qf is initialized to an iden-
tity matrix and g̃nf is initialized randomly. Although FastMNMF is considered
to be less sensitive to the initialization than MNMF because of the restricted
model complexity, FastMNMF is still more likely to get stuck in bad local optima
than ILRMA (constrained version of FastMNMF), when the random initialization
method is used.

4.5.2 Diagonal Initialization

Inspired by the relation between FastMNMF1 and ILRMA discussed in Sec-
tion 4.2.4, in the diagonal initialization method, Qf is initialized to an identity
matrix and g̃:f ∈ RN×M is initialized to a pseudo-diagonal matrix as follows:

g̃:f =


1 ε . . . ε ε ε . . .
ε 1 . . . ε ε ε . . .
... ... . . . ... ... ... . . .
ε ε . . . 1 ε ε . . .

 , (4.41)

where ‘:’ indicates a set of all indices and ε is a small number (e.g., ε = 10−2).
Under a determined condition (N = M ), g̃:f is a square matrix close to an identity
matrix. Although g̃nf is updated iteratively, FastMNMF1 starting with g̃nf ≈ en

is expected to work as stably as ILRMAwith g̃nf = en. Under an overdetermined
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condition (N < M ), however, the pseudo-demixing filters {qfm}Mm=N+1 work
ineffectively in the early iterations because the weights {g̃nfm}Mm=N+1 of each
source n are small, i.e., at most only N possible directions can be considered
for N sources. In fact, we found that overdetermined FastMNMF1 with M

microphones is comparable with determined FastMNMF1 using only the first N
microphones, when the diagonal initialization method is used.

4.5.3 Circular Initialization

To solve the potential problem of the diagonal initialization under an overdeter-
mined condition, in the circular initialization method, Qf is set to an identity
matrix and g̃:f ∈ RN×M is set to a pseudo-circulant matrix as follows:

g̃:f =


1 ε . . . ε 1 ε . . .
ε 1 . . . ε ε 1 . . .
... ... . . . ... ... ... . . .
ε ε . . . 1 ε ε . . .

 . (4.42)

In this case,M possible directions are considered for N sources even in the early
iterations.

4.5.4 Gradual Initialization

We define the gradual initialization method as follows: Inspired by the stable
behavior of ILRMA with K = 2, FastMNMF1 with K = 2 is initialized by the
circular initialization method. After updating W, H, Q, and G̃ 50 times, K is
increased to a larger number and only W and H are reset to random values. This
method was found to work stably among several possible implementations of
gradual initialization.

In an overdetermined case (Ntrue < M ), for example, another option is to
first use determined FastMNMF1 (N = M ) with K = 2 assuming the presence
of N − Ntrue extra sources (noise or reverberation), where Ntrue represents the
number of true sources. After updating W, H, Q, and G̃ 50 times,K is set to a
larger number andW andH are reset to random values. To obtain g̃:f ∈ RNtrue×M ,
one needs to select Ntrue rows from the estimated g̃:f ∈ RN×M . Although this
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could be done as in rank-constrained FastMNMF (Section 4.6.1), wrong selection
degrades the separation performance. This option was thus not used in our
experiment.

4.6 FastMNMF with a Rank-Constrained Spatial
Model (RC-FastMNMF)

We propose rank-constrained FastMNMF, a special case of FastMNMF that
enables us to explicitly specify the rank of the SCMs {Gnf}Ff=1 of each source
n according to its directivity. We here discuss rank-constrained FastMNMF1
because rank-constrained FastMNMF2 can be derived straightforwardly. As
discussed in Section 4.2.4, the number of non-zero elements of g̃nf indicates the
rank of Gnf in the JD full-rank spatial model. In the MU rule given by Eq. (4.9),
once some elements of g̃nf are set to zero, they are kept to zero. Rank-constrained
FastMNMF1 can thus be obtained by initializing a specified number of elements
of g̃nf to zero, where the dimensions of those elements should be selected
carefully for each source n according to the surrounding acoustic environment.
Typically, g̃nf is initialized to a one-hot or all-one vector for a directional or diffuse
sound, respectively. We explain how to initialize rank-constrained FastMNMF1
for source enhancement or separation, where one or more directional sources
(e.g., speakers) exist with diffuse noise, respectively.

4.6.1 Source Separation

Suppose that there are L directional sources (target) and N − L diffuse sources
(noise). First, Q is initialized with the gradual initialization method described
in Section 4.5.4. Since Qf is a pseudo-demixing matrix at frequency f , the
spectrogram of component m is given by {x̂ftm , qH

fmxft}F,Tf,t=1. Using the
projection-back method [39] for solving the scale ambiguity of each component,
the image of componentm is given by {ufmm′x̂ftm}F,T,Mf,t,m′=1, where ufm (column
vectors of Q−1

f = Uf ) is a pseudo-steering vector of componentm at frequency f .
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Let vm be the maximum frame-wise power of componentm, i.e.,

vm , max
t

F,M∑
f,m′=1

|ufmm′qH
fmxft|2. (4.43)

The component indices (1 ≤ m ≤ M) are then sorted in a descending order
with respect to the significance {vm}Mm=1 and the M rows of Qf are permuted
accordingly. Assuming that the top L components correspond to the target
(L < N ≤ M ), {g̃nf}Ln=1 and {g̃nf}Nn=L+1 are initialized to one-hot and all-one
vectors, respectively, as follows:

g̃:f =



1 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0
... ... . . . ... ... ...
0 0 . . . 1 . . . 0
1 1 . . . 1 . . . 1
... ... ... ... ... ...
1 1 . . . 1 . . . 1


. (4.44)

4.6.2 Source Enhancement

Source enhancement is equivalent to source separationwithL = 1. Assuming that
the target source is predominant in the mixture, the pseudo-steering vectors uf1

and {ufm}Mm=2 are initialized to themost principal and the remaining eigenvectors
of the empirical SCM given by

∑
t Xft, respectively. Then, Q is initialized with

the gradual initialization method described in Section 4.5.4. The subsequent part
is the same as source separation.

The key feature of rank-constrained FastMNMF is that the rank-1 SCMs of L
directional target sources and the full-rank SCMs of N − L diffuse noise sources
are estimated jointly, where N is an arbitrary number and the noise sources are
assumed to exist onM directions including the target directions. When ILRMA
is used, in contrast,M directional sources are assumed to exclusively exist onM
directions, resulting in L rank-1 target SCMs and a rank-(M − L) noise SCM. An
additional step is thus required for recovering the full-rank noise SCM [79]. The
superiority of rank-constrained FastMNMF in speech enhancement and source
separation is experimentally validated in Sections 4.7.7 and 4.7.8.
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4.7 Evaluation

This section reports comparative experiments conducted for evaluating the
effectiveness of FastMNMF. First, we investigated the interpretation of the
joint diagonalization constraint described in Section 4.2.4. Second, we com-
pared the separation performances and computational efficiencies of FastMNMF,
ILRMA [28], and MNMF [27] for speech separation while the theoretical com-
plexities of these methods are given in Section 4.3.1. To draw the full potential of
FastMNMF, we comprehensively investigated the configuration of N ,M , K, and
F and compared the four initialization methods described in Section 4.5. Finally,
we tested rank-constrained FastMNMF for speech enhancement and separation
as described in Section 4.6. Through all experiments, audio signals were sampled
at 16 kHz and processed by STFT with a shifting interval of 512 points and a
Hann window of 2048 points (F = 1025), unless otherwise noted.

4.7.1 Validation of Directivity Awareness

We validated our hypothesis that g̃nf indicates the weights of M directions
for source n. If this is true, some column vectors of Uf = Q−1

f estimated by
FastMNMFwould coincide with the steering vectors of source directions because
Uf can be regarded as a pseudo-mixing matrix.

Experimental Conditions

We investigated a determined case (N = M = 2) and an overdetermined case
(N = 2,M = 4), where the sources and microphones were located as depicted in
Fig. 4.4(a) and only the upper two microphones were used in the determined
case. Using Pyroomacoustics library [147], we simulated the steering vectors
{afd ∈ CM}Dd=1 of equally-spanned directions (azimuths; D = 72) with the
reverberation time of RT60 = 100 ms. We made anM -channel mixture signal of
6.9 seconds by spatially mixing two speech signals (N = 2) randomly selected
from the WSJ-0 corpus [140] with the steering vectors af1 and af13 corresponding
to the source directions (0 and 60 degrees).
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(a) Recording condition.
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(b) N =M = 2.
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(c)M = 4 and N = 2.

Figure 4.4: The Euclidean distances between the estimated pseudo-steering
vectors {ufm}Mm=1 ofM directions and the ground-truth steering vectors {afd}Dd=1

of all possible D directions accumulated over all frequency bins.

FastMNMF1 with the circular initialization method and K = 16 was used
for estimating the pseudo-demixing matrix Qf = U−1

f . The Euclidean distances
between each pseudo-steering vector ufm (the m-th column vector of Uf ) and
the true steering vectors {afd}Dd=1 were computed at each frequency f and the
average distance was computed over all frequency bins. Note that all vectors
were normalized in advance such that the L2 norm of each vector is equal to 1
and the phase of the first channel was equal to zero.

Experimental Results

As shown in Fig. 4.4(b), when N = M = 2, we observed the expected corre-
spondence, i.e., the estimated result of uf1 was closest to af13 (60 degree) and
that of uf2 was closest to af1 (0 degrees). Note that the estimated result of uf1

was also closest to af61 (300 degrees) because of the front-back ambiguity of the
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straight-shape microphone array. We also confirmed that the estimated result
of g̃1f was close to [1, ε]T and that of g̃2f was close to [ε, 1]T, where ε indicates
a small value. As shown in Fig. 4.4(c), when N = 2 andM = 4, we found the
estimated result of uf3 was closest to af13 (60 degrees) and that of uf4 was closest
to af1 (0 degree), and those of uf1 and uf2, which did not correspond to any of
{afd}Dd=1, were considered to represent the reverberation of the two sources. In
fact, the estimated result of g̃1f was close to [ε, ε, 1, ε]T and that of g̃2f was close
to [ε, ε, ε, 1]T, and they indicated the large weights of the two clear directions
(the third and fourth dimensions corresponding to 60 and 0 degrees) and the
small weights of the two vague directions (the first and second dimensions corre-
sponding to the reverberation). This result clearly supports our hypothesis on
the directivity awareness of FastMNMF1 and justify the inter-frequency weight
sharing of FastMNMF2.

4.7.2 Basic Configurations for Speech Separation

We compared the separation performances and computational efficiencies of
FastMNMF, ILRMA [28], and MNMF [27] in a speech separation task. We
randomly selected 100 simulated echoic three-speaker mixture signals (Ntrue =

3,M = 8) from the evaluation dataset of spatialized WSJ0-mix [144], where the
positions of sources and microphones had been randomly determined for each
mixture. The average SDR of the inputmixture signals (the first channel) was−3.1

dB. FastMNMF and MNMF were directly tested with the overdetermined setting
(N = 3,M = 8). In addition, all methods were tested with the determined setting
(N = M = 8). For evaluation, Ntrue sources were selected from N estimated
sources in a retrospective manner such that the SDR was maximized. Although
this strategy was advantageous for the determined setting, we aimed to eliminate
the impact of an arbitrary selection method and show the maximum potential
of determined BSS methods including ILRMA. For the low-rank source model,
K ∈ {2, 4, 16, 64, 256}was used, and W and H were initialized randomly.

FastMNMF was initialized with the circular or gradual initialization methods
(Sections 4.5.3 and 4.5.4). For ILRMA, the demixing matrices D were initialized
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Table 4.1: Elapsed times [sec] per iteration for processing 8ch signals of 10 [sec]
on CPU (Intel Xeon W-2145 3.70 GHz).
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to identity matrices. Alternatively, ILRMA was initialized with the gradual
initialization method because it was a special case of FastMNMF. For MNMF,
the SCMs G were initialized to identity matrices. Alternatively, MNMF was
initialized with ILRMA, i.e., the SCM of each dominant source n (1 ≤ n ≤ Ntrue)

was given by Gnf = anfa
H
nf + εI, where anf is a steering vector such that

Af , [a1f , . . . , aNf ] , D−1
f and ε = 10−2 is a small number to make Gf a full-rank

matrix. In all methods, the total number of iterations (including 50 iterations for
initial FastMNMFwithK = 2 in the gradual initializationmethod or 50 iterations
for ILRMA in the initialization of MNMF) was set to 200.

The signal-to-distortion ratio (SDR) [136, 137] was used for evaluating the
separation performance. To investigate the convergence speed of each method,
the SDR evolution was monitored. The elapsed time per iteration for processing
a 10-s mixture signal was measured on Intel Xeon W-2145 (3.70 GHz).

4.7.3 Comparison of FastMNMF with ILRMA and MNMF

Table 4.1 lists the elapsed times per iteration. There was no significant difference
between FastMNMF1 and FastMNMF2. FastMNMF was more than 10 or 5
times faster than MNMF for K = 2 or K = 256, respectively. An interesting
finding was that ILRMA with N = 8 was 1.5 times faster than FastMNMF
with N = 8 regardless of K, but was almost as fast as FastMNMF with N = 3.
Especially, FastMNMF withN = 3 with largerK tended to be faster than ILRMA.
This indicates the effectiveness of considering only Ntrue sources for saving the
computational cost under an overdetermined condition (N < M ).

Fig. 4.5 shows the SDR evolutions of FastMNMF, ILRMA, andMNMFaveraged
over the 100 mixtures, and Fig. 4.6 shows the evolutions of the log-likelihoods,
which is the objective function for the parameter estimation. In FastMNMF
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Figure 4.5: The evolutions of average SDRs [dB]. Crosses and triangles indicate
the determined and overdertermined settings, respectively.
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Figure 4.6: The evolutions of average log-likelihoods. Crosses and triangles
indicate the determined and overdertermined settings, respectively.
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and ILRMA with larger K, which did not necessarily work better, the SDRs
converged faster, whereas the log-likelihoods converged slower. In ILRMA,
among all the parameters, only the time-invariant demixing matrices were used
for source separation based on Wiener filtering. The faster SDR convergence
indicates that the demixing matrices got stuck at local optima within several tens
of iterations, and the slower log-likelihood convergence indicates that only the
NMF parameters W and H were updated continuously. In FastMNMF, although
Wiener filtering was affected by all the parameters, the diagonalizers Q, which
had a similar role as the demixing matrices of ILRMA, are considered to be
particularly important for separation performance. The convergence results
indicate that Q got stuck at local optima quickly, and W, H, and G̃ were updated
continuously, as observed in ILRMA. Comparing the SDRs and log-likelihoods
of the determined and overdetermined configurations of FastMNMF, the same
problem occurred in the determined configurations. A possible reason why the
demixing filters and the diagonalizers Q easily got stuck at local optima was
that ỹftm ,

∑
n,k wnkfhnktg̃nm tended to overfit x̃ftm , |qH

fmxft|2 before Q was
sufficiently optimized because of the richer expressive power of NTF with larger
K or N .

While FastMNMF1 achieved higher log-likelihoods than FastMNMF2, FastM-
NMF2 achieved better SDRs than FastMNMF1, especially for K = 2, 4. The
higher log-likelihoods of FastMNMF1 were reasonable because in general, a
probabilistic model with a higher degree of freedom can achieve a higher like-
lihood in maximum likelihood estimation. To investigate the characteristics of
FastMNMF1, we fully optimized W, H, G̃, and Q until convergence via FastM-
NMF2 with 200 iterations and then further optimized them via FastMNMF1 with
200 iterations As shown in Fig. 4.5 and Fig. 4.6, the log-likelihoods restarted to
increase when FastMNMF1 switched to FastMNMF2 as expected theoretically,
especially for smaller K. On the other hand, the SDRs started to decrease for
K = 2, otherwise remained unchanged. This indicates that higher log-likelihoods
did not always mean higher SDRs in FastMNMF1, probably because physically-
inconsistent parameters can fit more precisely the observed data and give higher
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log-likelihoods. Note that the global optimum of FastMNMF1 is not always
included in the parameter space of FastMNMF2. Nonetheless, the experimental
fact that FastMNMF2 stably achieved better SDRs than FastMNMF1 indicates
that the direction-weight sharing over all frequency bins effectively eliminates
physically-inconsistent parameters from the solution space of FastMNMF2 and
improved the consistency between SDRs and log-likelihoods.

In terms of the SDR, FastMNMF2 worked best for K = 2, 4, whereas FastM-
NMF1 worked best forK = 16. Note that the model complexities of FastMNMF1
and FastMNMF2 are relatively closer to those of MNMF and ILRMA, respectively
(Fig. 4.1). Because even the excessively low-rank PSDs of the source model
gave useful clues for estimating the constrained SCMs, FastMNMF2 and ILRMA
worked better for smaller K. Because the precise estimate of source PSDs is
required for estimating the SCMs with higher degrees of freedom, FastMNMF1
and MNMF tended to work better for larger K. The separation performance,
however, was limited because of the insufficient optimization of Q.

4.7.4 Comparison of Model Complexities for FastMNMF

In the speech separation task, we comprehensively investigated the SDRs and
log-likelihoods obtained by FastMNMF with different complexities. Specif-
ically, we tested FastMNMF with N ∈ {3, 4, 8} sources, M ∈ {3, 4, 8} mi-
crophones (N = M or N = Ntrue = 3), K ∈ {2, 4, 16, 64, 256} bases, and
F ∈ {129, 257, 513, 1025, 2049} bins, where STFT with a Hann window of 2(F −1)

points and a shifting interval of (F − 1)/2 points was used. In a determined
setting, Ntrue sources were selected from N estimated sources for evaluation, as
noted in Section 4.7.2. To draw the full potential of FastMNMF, it was initialized
with the gradual initialization method described in Section 4.5.4.

Figs. 4.7(a) and4.7(b) show theSDRsof FastMNMF1andFastMNMF2averaged
over the 100 mixtures, respectively, and Fig. 4.7(c) shows the gaps. FastMNMF2
with N = 3,M = 8, K = 64, and F = 1025 attained the best SDR (10.2 dB). For
K ∈ {64, 256}, FastMNMF2 achieved higher log-likelihoods than FastMNMF1 in
all cases except forM = 8 and N = 3. This means that FastMNMF1 got stuck
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(a) SDRs obtained by FastMNMF1.
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(b) SDRs obtained by FastMNMF2.
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(c) SDR gaps between FastMNMF1 and FastMNMF2 (positive values indicate the
superiority of FastMNMF2).

Figure 4.7: The average SDRs obtained by FastMNMF1 and FastMNMF2 with
gradual initialization.

at local optima because the parameter space of FastMNMF1 includes that of
FastMNMF2 and the log-likelihood at the global optimum of FastMNMF1 is the
same as or better than that of FastMNMF2.

Figs. 4.8(a) and 4.8(b) show the log-likelihoods of FastMNMF1 and FastM-
NMF2 averaged over the 100mixtures, respectively, and Fig. 4.7(c) shows the gaps.
ForK ∈ {2, 4, 16}, FastMNMF2 had lower log-likelihoods, but achieved higher
SDRs than FastMNMF1 in almost all settings. For largerM and F , FastMNMF2
tended to outperform FastMNMF1 by a larger margin. Since the spatial models
of FastMNMF1 and FastMNMF2 have FM2 +FNM and FM2 +NM parameters,
respectively, the solution space of FastMNMF1 become increasingly wider than
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(b) Log-likelihoods obtained by FastMNMF2.
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(c) Log-likelihood gaps between FastMNMF1 and FastMNMF2 (positive values indicate
the superiority of FastMNMF2).

Figure 4.8: The average log-likelihoods obtained by FastMNMF1 and FastMNMF2
with gradual initialization.

that of FastMNMF2 asM and F increase. This makes FastMNMF1 easy to get
stuck at physically-inconsistent local optima, as discussed in Section 4.7.3.

4.7.5 Comparison of Initialization Methods for FastMNMF

In the speech separation task, we further investigated the SDRs obtained by
FastMNMF with the random, diagonal, circular, and gradual initialization
methods described in Section 4.5. The model complexities were set to N = 3,
M = 8, K ∈ {2, 4, 16, 64, 256}, and F = 1025.

Fig. 4.9 shows the average SDRs over the 100 mixtures. FastMNMF2 with
K = 64 and the gradual initialization method achieved the highest SDR (10.2

85



CHAPTER 4. FAST MULTICHANNEL SPEECH SEPARATION BASED ON A
JOINTLY-DIAGONALIZABLE SPATIAL MODEL

FastMNMF1
(random init)

FastMNMF1
(diagonal init)

FastMNMF1
(circular init)

FastMNMF1
(gradual init)

FastMNMF2
(random init)

FastMNMF2
(diagonal init)

FastMNMF2
(circular init)

FastMNMF2
(gradual init)

0

2

4

6

8

10

SD
R

 [d
B

]

K = 2
K = 4
K = 16
K = 64
K = 256

Figure 4.9: SDRs obtained by FastMNMF with the four initialization methods.

dB). For any K, FastMNMF1 with the circular initialization method significantly
outperformed FastMNMF1 with the random or diagonal initialization method.
The same can be said for FastMNMF2. While FastMNMF2 with the circular
initialization method worked better for smallerK, FastMNMF2 with the gradual
initialization method worked better for largerK. This indicates that FastMNMF2
with K = 2 was effectively used for mitigating the initialization sensitivity of
FastMNMF2 with larger K in the gradual initialization method.

4.7.6 Comparison with State-of-the-Art BSS Methods

We compared the proposed FastMNMF with the IP method and another FastM-
NMF with the FPI method (FastMNMF1-FPI [44] and FastMNMF2-FPI). We also
tested ILRMA with the component clustering mechanism [78], where ILRMA
withM = 8 was used for estimatingM components that were hardly clustered
to N = 4 sources in advance (P = 2 components each). Moreover, we tested
the soft-clustering version of [78] called two-step FastMNMF that fixes Qf to Df

estimated with ILRMA and estimates only W, H, and G̃.

Fig. 4.10 shows the average SDRs, SIRs, and SARs over the 100 mixtures.
Because these three measures were consistent, we henceforth focus on the
SDRs only. FastMNMF2 (10.2 dB) outperformed two-step FastMNMF1 (9.1
dB), two-step FastMNMF2 (7.8 dB), and ILRMA with the clustering mechanism
(6.8 dB). This indicates that Q estimated by ILRMA was not optimal under the
overdetermined condition and that the joint component separation and clustering
was effective for improving the performance. A reasonwhy two-step FastMNMF1
outperformed two-step FastMNMF2 was that when Q was fixed to one estimated
by ILRMA, there was more room for performance improvement in FastMNMF1
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Figure 4.10: SDRs, SIRs, and SARs obtained by FastMNMF, FastMNMF-FPI,
Two-step FastMNMF, ILRMA, and MNMF in speech separation.
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Figure 4.11: The evolutions of the average log-likelihoods obtained by FastM-
NMF1, FastMNMF2, FastMNMF1-FPI, and FastMNMF2-FPI with the circular
initialization.

with a higher degree of freedom in the subsequent step.

Comparing FastMNMF with FastMNMF-FPI, FastMNMF1-FPI (7.9 dB) per-
formed slightly better than FastMNMF1 (7.4 dB), while FastMNMF2-FPI failed
in all cases (1.1 dB). Fig. 4.11 shows the evolutions of the average log-likelihoods
obtained by FastMNMF and FastMNMF-FPI with the circular initialization. The
log-likelihoods of FastMNMF1 were almost the same as those of FastMNMF1-FPI
and higher than those of FastMNMF2 because FastMNMF1 has larger model com-
plexity than FastMNMF2. While the log-likelihoods of FastMNMF1, FastMNMF1-
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FPI, and FastMNMF2 increased monotonically, those of FastMNMF2-FPI tended
to decrease because the FPI method has no guarantee to increase the likelihood.

4.7.7 RC-FastMNMF for Speech Enhancement

We evaluated the effectiveness of rank-constrained FastMNMF in speech enhance-
ment.

Experimental Conditions

We used the evaluation dataset of CHiME3 [135], which contains 1320 noisy
speech signals simulated for a tablet with six microphones in four types of noisy
environments: bus (BUS), cafe (CAF), pedestrian area (PED), and street junction
(STR). 25 utterances were selected randomly for each environment (100 utterances
in total). The average SDR of the input noisy signals (the fifth channel) was 7.5
dB.M = 5 channels excluding the second channel behind the tablet were used
and N = 5 sources (one speech source and four noise sources) were assumed to
exist. In this experiment, STFT with a shifting interval of 256 points and a Hann
window of 1024 points was used (F = 513).

We evaluated the rank-constrained FastMNMF, named RC-FastMNMF(1,M)

(Section 4.6.2), where the SCMs of source 1 (directional speech) were restricted to
rank-1matrices and those of source n ∈ {2, · · · , N} (diffuse noise) were left as full-
rank matrices. For comparison, we tested RC-FastMNMF(1,M−1) with the rank-1
SCMs of source 1 and the rank-(M − 1) SCMs of source n ∈ {2, · · · , N} obtained
by initializing g̃n(≥2)f with [0, 1, . . . , 1]. We also tested a speech enhancement
method based on ILRMA [79]. Specifically, the rank-1 SCMs of speech and the
rank-(M − 1) SCMs of noise were estimated with ILRMA and the missing rank-1
SCMs of noise and the PSDs of speech and noise were then estimated in an
independent step. In addition, we tested two-step RC-FastMNMF, where Q was
estimated with ILRMA and W, H, and G̃ were then estimated (Section 4.2.4).
Note that [79] is similar to two-step RC-FastMNMF1. A main difference is that
in [79] an inverse gamma prior distribution with a shape of 0.7 and a scale of
10−16 was put on the speech PSDs. These methods have the same advantage that
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Figure 4.12: SDRs, SIRs, and SARs obtained by RC-FastMNMF, FastMNMF,
ILRMA, and MNMF in speech enhancement.

the rank of the SCMs of each source can be specified explicitly according to its
directivity.

As general-purpose BSS methods, we tested vanilla FastMNMF with the
gradual initialization method, MNMF with ILRMA-based initialization, and
ILRMA with the diagonal or gradual initialization method. For evaluation, the
most dominant source in terms of the average power was selected as target speech
from N estimated sources.

Experimental Results

Fig. 4.12 shows the SDRs, SIRs, and SARs of the compared methods averaged
over the 100 utterances. In almost all versions of rank-constrained FastMNMF,
the SDRs and SARs were maximized when K = 16, and the SIRs were maxi-
mized when K = 2. RC-FastMNMF2(1,M) achieved the highest SDR (17.8 dB)
and outperformed RC-FastMNMF2(1,M−1) (15.6 dB) and ILRMA with K = 16

and the gradual initialization method (15.8 dB). Similarly, RC-FastMNMF1(1,M)

(17.2 dB) outperformed RC-FastMNMF1(1,M−1) (15.2 dB). This indicates that
the full-rankness of the noise SCMs was important for speech enhancement.
RC-FastMNMF2(1,M) outperformed vanilla FastMNMF2 with K = 4 and the
gradual initialization method (17.3 dB). When g̃n of each source nwas initialized
to a one-hot-like vector, the noise SCMs estimated by FastMNMF2 were often
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Figure 4.13: SDRs, SIRs, and SARs obtained by RC-FastMNMF-DSP and
FastMNMF-DSP in speech enhancement.

close to rank-deficient matrices. RC-FastMNMF2(1,M) outperformed two-step
RC-FastMNMF1 withK = 16 (17.3 dB) and two-step RC-FastMNMF2 withK = 4

(16.8 dB). This indicates the importance of jointly estimating Q, W, H, and G̃, as
reported in Section 4.7.6.

We also evaluated FastMNMF-DSP (Section 4.4) with sampling and backprop-
agation algorithms for estimating latent variables and their rank-constrained
variants called RC-FastMNMF-DSP. The deep speech generative model was
trained in the same way as the experiment in Section 3.5. Fig. 4.13 shows the
SDRs, SIRs, and SARs of these methods. RC-FastMNMF2-DSP with K = 16 and
sampling algorithm achieved the highest SDR (19.2 dB), and RC-FastMNMF1-
DSP with K = 4 or K = 16 and sampling algorithm achieved almost the same
performance (19.1 dB). Because of the powerful speech model, even the methods
based on FastMNMF1 was able to avoid bad local optima.

4.7.8 RC-FastMNMF for Speech Separation

We evaluated the effectiveness of rank-constrained FastMNMF in speech separa-
tion using a dataset recorded in a real environment.
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Figure 4.14: Recording condition of the real data in Section 4.7.8.

Experimental Conditions

An eight-channel microphone array (M = 8) and three loudspeakers corre-
sponding to two speech sources and one noise source were put in a spacious,
heavily-echoic room with RT60 = 800 ms (Fig. 4.14). The loudspeaker placed
far away from the microphones was used for emitting a noise signal to the wall
to simulate diffuse noise. We randomly selected 20 clean speech signals from
the WSJ-0 corpus and four noise signals from the CHiME3 evaluation dataset.
To obtain ground-truth images, these signals were recorded individually and
20 mixtures were synthesized by superimposing randomly-selected speech and
noise signals, where the signal-to-noise ratio (SNR) was set to 0 dB. The average
SDR of the input mixture signals (the first channel) was -4.1 dB.

We tested RC-FastMNMF, FastMNMF with the gradual initialization method,
and two-step RC-FastMNMF,whereN = 8 sources were assumed to exist in order
to deal with heavy reverberation (a number of virtual sources were considered).
In RC-FastMNMF and two-step RC-FastMNMF, the SCMs of two speech sources
were restricted to rank-1 matrices and those of six noise sources were full-rank
matrices. For comparison, we tested ILRMA with the diagonal or gradual
initialization method, MNMFwith ILRMA-based initialization, and ILRMAwith
the clustering mechanism [78]. For evaluation, two dominant sources in terms of
the average power were selected from N sources as target speech sources.
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Figure 4.15: SDRs, SIRs, and SARs obtained by RC-FastMNMF, FastMNMF,
ILRMA, and MNMF in speech separation.

Experimental Results

Fig. 4.15 shows the SDRs, SIRs, and SARs averaged over the 20 mixtures. In
FastMNMF and RC-FastMNMF, the SDRs were maximized when K = 4. In
this experiment, we found no significant difference between RC-FastMNMF2
and FastMNMF2 (4.1 dB) because the rank-1 assumption on the SCMs of speech
was violated by the heavy reverberation, which was much longer than the STFT
window size. In contrast, RC-FastMNMF1 (4.2 dB) outperformed FastMNMF1 (3.1
dB) because the inter-frequency weight sharing in two speech sources (g̃1f = en

and g̃2f = e2 for any f ) helped parameter estimation as in FastMNMF2. Two-step
RC-FastMNMF1 with K = 4 (4.3 dB) outperformed RC-FastMNMF2 (4.1 dB),
although Q estimated by ILRMA was considered to be sub-optimal, as discussed
in Sections 4.7.6 and 4.7.7. This indicates that RC-FastMNMF1 with g̃nf might be
more suitable than RC-FastMNMF2 with g̃n for representing strong diffuse noise
in a highly reverberant environment.

4.8 Summary

In this chapter, we proposed a versatile and computationally-efficient BSSmethod
called FastMNMF based on directivity-aware jointly-diagonalizable full-rank
SCMs. FastMNMF is a special case of MNMF based on unconstrained full-rank
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SCMs [27]. More specifically, at each frequency bin, we represent the full-rank
SCMs of sources as the weighted sums of common rank-1 matrices corresponding
to different directions, resulting in FastMNMF1. Given that the directional
feature of each source should be consistent over frequency bins, we make the
weights of FastMNMF1 shared over frequency bins, resulting in FastMNMF2. To
avoid bad local optima in iterative parameter optimization, we proposed and
experimentally compared four initialization methods. To explicitly consider the
directivity or diffuseness of each source, we further derived rank-constrained
FastMNMF that enables us to individually specify the ranks of SCMs.

In a speech separation experiment, we confirmed that FastMNMF2 outper-
formed FastMNMF1, especially for larger numbers ofmicrophones and frequency
bins. We found that the circular and gradual initialization methods worked well.
In a speech enhancement experiment, RC-FastMNMF2 with rank-1 speech SCMs
and full-rank noise SCMs achieved the best performance.
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Chapter 5

Joint Multichannel Speech
Separation and Dereverberation
Based on an ARMA Model

5.1 Introduction

In Chapters 3 and 4, we proposed extensions of MNMF using a DNN-based
speech model and a jointly-diagonalizable (JD) full-rank spatial model. The
goal of these methods is to extract source images xnft, and reverberations are
included in the extracted source images. Since the reverberation is known to be
harmful for speech intelligibility and ASR performance [115, 116], in this chapter,
we tackle joint source separation and dereverberation that outputs direct signal
of each source given reverberant mixtures.

We propose a joint blind source separation and dereverberation method
called ARMA-FastMNMF2 that extends FastMNMF2 by explicitly modeling
reverberations. Reverberations are often represented by a moving average (MA)
model [15, 17]. When the reverberation time is long, however, the number of
parameters becomes quite large. To alleviate this problem, an autoregressive
(AR) model [18, 19] is introduced to represent the late part of the reverberation
(late reverberation), and the MA model is used to mainly represent the early
part (early reflection), resulting in the ARMA model [46]. The AR model can
represent infinitely-long reverberations with a finite tap length in theory, and has
been used in one of the most successful dereverberation methods called weighted
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prediction error (WPE) [47]. If the AR model is used for representing the early
reflections, however, it may also represent the direct speech signals because of
the correlations inherent in the speech signals. Since ARMA-FastMNMF2 is
based on the JD full-rank spatial model, it can be used even in an overdetermined
case and deal with diffuse noise unlike independent low-rank matrix analysis
(ILRMA) [28] and its extension called AR-ILRMA [118,148], which integrates the
AR model with ILRMA.

To derive an efficient update rules for the AR coefficients, we introduce the
joint-diagonalization constraint on the MA model. Although the joint source
separation and dereverberation methods based on the ARMA model and full-
rank spatial model have already been proposed in [46,120], the computational
cost for estimating the AR coefficients is quite expensive due to the unconstrained
SCMs, especially when the tap length of the AR model is long. The joint-
diagonalization constraint makes it possible to jointly estimate the AR coefficients
and diagonalizers in a computationally highly efficient manner as in [148].
Because the MA model may also represent a part of the direct speech signals, we
further introduce the rank-constraint to the SCMs of the MAmodel to keep them
away from those of the direct signals. Moreover, we derive ARMA-FastMNMF2-
DSP by integrating a DNN-based speech model into ARMA-FastMNMF2. In our
experiments, we confirmed the effectiveness of ARMA-FastMNMF2 compared
to MA-, and AR-FastMNMF2 in speech separation tasks, and that of ARMA-
FastMNMF2-DSP in speech enhancement tasks.

5.2 ARMAModel for Reverberation

When the reverberation is longer than the window size of short-time Fourier
transform (STFT), we assume that the image of source n, xnft, is written using a
moving average (MA) model as follows:

xnft =
L−1∑
l=0

anflsn,f,t−l = anf0snft +
∆−1∑
l=1

anflsn,f,t−l +
L−1∑
l=∆

anflsn,f,t−l (5.1)

, dnft + r
early
nft + rlatenft, (5.2)
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where L is the length of the impulse response and ∆ indicates the boundary
between early reflections and late reverberations and is called delay as in [19]. anfl

is the STFT coefficients of the impulse response of source n at frequency f and
time l. dnft, rearlynft , and rlatenft correspond to the direct signal, early reflections, and
late reverberations of source n, respectively. When the reverberation time is long,
the parameter L becomes large, resulting in a large number of parameters. To
alleviate this problem, we represent the late reverberationswith an autoregressive
(AR) model. As in [47], rlatenftm, them-th element of rlatenft, is rewritten using anflm,
them-th element of anfl, as follows:

rlatenftm =
L−1∑
l=∆

anflmsn,f,t−l = âT
nfmŝn,f,t−∆ (5.3)

= âT
nfm(ÂT

nfÂnf )
−1ÂT

nfÂnf ŝn,f,t−∆ (5.4)

= âT
nfm(ÂT

nfÂnf )
−1ÂT

nf x̂n,f,t−∆ (5.5)

= b̂T
nfmx̂n,f,t−∆ =

∆+LAR−1∑
l=∆

b̂T
nflmxn,f,t−l, (5.6)

where ânfm , [anf∆m, . . . , an,f,L−1,m,0
T
LAR+∆−1]T ∈ CL′ , ŝnft ,

[snft, . . . , sn,f,t−L′+1]T ∈ CL′ , L′ = L + LAR − 1, and LAR is the tap length
of the AR model. b̂nfm, b̂nflm, x̂nft and Ânf are given by

b̂nfm , âT
nfm(ÂT

nfÂnf )
−1ÂT

nf (5.7)

, [bnfm1∆, . . . , bn,f,m,1,∆+LAR−1, . . . , bnfmM∆, . . . , bn.f,m,M,∆+LAR−1]T

∈ CMLAR , (5.8)

b̂nflm , [bnfm1l, . . . , bnfmMl]
T ∈ CM , (5.9)

x̂nft , [xnft1, . . . , xn,f,t−LAR+1,1, . . . , xnftM , . . . , xn,f,t−LAR+1,M ]T ∈ CMLAR , (5.10)

Ânf , [ÂT
nf1, . . . , Â

T
nfM ]T ∈ CMLAR×L′ , (5.11)

Ânfm ,


anf0m · · · an,f,L−1,m 0 · · · 0

0 anf0m · · · an,f,L−1,m 0 · · · 0
... . . . ...
0 · · · 0 anf0m · · · an,f,L−1,m


∈ CLAR×L′ , (5.12)
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where Ânf ∈ CMLAR×L′ has to be a full column rank matrix (MLAR ≥ L′ =

L+ LAR − 1) to make ÂT
nfÂnf a non-singular matrix, i.e., LAR ≥ (L− 1)/(M − 1).

When there are multiple sound sources, we assume xft is written using the
MA model as follows:

xft =
N∑
n=1

(
anf0snft +

∆−1∑
l=1

anflsn,f,t−l

)
+

N∑
n=1

L−1∑
l=∆

anflsn,f,t−l (5.13)

,
N∑
n=1

(dnft + r
early
nft ) + rlateft , (5.14)

where rlateft is the late reverberation of all the sources. As in Eq. (5.6), rlateftm is
rewritten as follows:

rlateftm =
N∑
n=1

L−1∑
l=∆

anflmsn,f,t−l = âT
fmŝf,t−∆ (5.15)

= âT
fm(ÂT

f Âf )
−1ÂT

f Âf ŝf,t−∆ (5.16)

= âT
fm(ÂT

f Âf )
−1ÂT

f x̂f,t−∆ (5.17)

= b̂T
fmx̂f,t−∆ =

∆+LAR−1∑
l=∆

b̂T
flmxf,t−l (5.18)

where ŝft , [ŝT1ft, . . . , ŝ
T
Nft]

T ∈ CNL′ and âfm , [âT
1fm, . . . , â

T
Nfm]T ∈ CNL′ . ĉfm,

ĉflm, Âf , and x̂ft are given by

b̂fm , âT
fm(ÂT

f Âf )
−1ÂT

f (5.19)

, [bfm1∆, . . . , bf,m,1,∆+LAR−1, . . . , bfmM∆, . . . , bf,m,M,∆+LAR−1]T ∈ CMLAR ,
(5.20)

b̂flm , [bfm1l, . . . , bfmMl]
T ∈ CM , (5.21)

Âf , [Â1f , . . . , ÂNf ] ∈ CMLAR×NL′ , (5.22)

x̂ft = [xft1, . . . , xf,t−LAR+1,1, . . . , xftM , . . . , xf,t−LAR+1,M ] ∈ CMLAR , (5.23)

where Âf ∈ CMLAR×NL′ has to be a full column rank matrix to make ÂT
f Âf

a non-singular matrix, that is, LAR ≥ N(L − 1)/(M − N). Fig. 5.1 shows the
relationship between ŝf,t−∆ and x̂f,t−∆.

Using Eq. (5.18) and B̂fl , [b̂fl1, . . . , b̂flM ]T ∈ CM×M , Eq. (5.14) is rewritten
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Figure 5.1: The relationship of ŝf,t−∆ and x̂f,t−∆.

as follows:

xft =
N∑
n=1

(
anf0snft +

∆−1∑
l=1

anflsn,f,t−l

)
+

∆+LAR−1∑
l=∆

B̂flxf,t−l. (5.24)

Since the early reflection is represented with the MA model and the late rever-
beration is represented with the AR model, Eq. (5.24) is called an ARMA model.
When N/(M −N) ≤ 1, according to Eq. (5.18), xft represented by the MAmodel
with a certain L can be represented by the ARMA model with LAR < L. Thus,
although the AR model apparently represent the late reverberation of all the
sources as a whole, it can represent the source-wise reverberations as the MA
model. When B̂fl is not limited to one calculated with Eq. (5.19), the ARMA
model does not always correspond to an MA model, and it represents long
reverberations even if LAR is small. If ∆ = 1 is used, all the reverberations can be
represented by the AR model in theory. This, however, causes over-whitening
of the direct signals. Thus, ∆ = 2 or 3 is used in practice, and the MA model
represents the remaining reverberations.

5.3 FastMNMF2 with an ARMA Model (ARMA-
FastMNMF2)

This section explains the joint separation and dereverberation method based on
the weight-shared jointly-diagonalizable (WJD) spatial model and auto regressive
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moving average (ARMA) model.

5.3.1 Formulation

We formulate the observed reverberant mixture xft using the ARMA-based
reverberation model as follows:

xft =
N∑
n=1

anf0snft +
N∑
n=1

LMA∑
l=1

anflsn,f,t−l +

∆+LAR−1∑
l′=∆

Bfl′xf,t−l′ , (5.25)

=
N∑
n=1

∑
l∈LMA

anflsn,f,t−l +
∑
l′∈LAR

Bfl′xf,t−l′ , (5.26)

where LMA (≥ 1) is the tap length for the MA model, LMA , {0, 1, . . . , LMA}, and
LAR , {∆, . . . ,∆+LAR−1}. Although in Eq. (5.24) theMAmodel represents only
the early reflections and the AR model represents only the late reverberations,
here, the MAmodel is also used to represent the residual late reverberations that
cannot be represented by the AR model by setting LMA ≥ ∆.

From Eq. (1.2) and the reproductive property of the Gaussian distribution,
we have

N∑
n=1

∑
l∈LMA

anflsn,f,t−l ∼ NC

(
0,

N∑
n=1

∑
l∈LMA

λn,f,t−lGnfl

)
, (5.27)

whereGnfl = anfla
H
nfl. Here, we assume that {Gnfl}n,l areWJD full-rankmatrices

to derive the update rule as follows:

∀n ∈ {1, . . . , N}, ∀l ∈ LMA, QfGnflQ
H
f = Diag (g̃nl) , (5.28)

where g̃nl = [g̃nl1, . . . , g̃nlM ] ∈ RM
+ is shared over all frequency bins as in FastM-

NMF2. Thus, we call this method ARMA-FastMNMF2. The joint diagonalization
constraint indicates that N(LMA + 1) matrices {Gnfl}n,l are represented by the
weighted sum ofM rank-1 matrices {ufmuH

fm}Mm=1, where ufm is them-th column
vector of Uf = Q−1

f . From Eqs. (5.26), (5.27), and (5.28), we have

xft | {xf,t−l}l∈LAR ∼ NC

( ∑
l′∈LAR

Bfl′xf,t−l′ ,Q
−1
f

(
N∑
n=1

∑
l∈LMA

λn,f,t−lDiag(g̃nl)

)
Q−Hf

)
(5.29)
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, NC

( ∑
l′∈LAR

Bfl′xf,t−l′ ,Q
−1
f Diag(ỹft) Q−Hf

)
(5.30)

, NC

( ∑
l′∈LAR

Bfl′xf,t−l′ ,Yft

)
, (5.31)

where ỹft , [ỹft1, . . . , ỹftM ]T and ỹftm ,
∑N

n=1

∑
l∈LMA

λn,f,t−lg̃nlm.
To avoid the scale ambiguity, we put normalization constraints on Q, G̃, and

W as follows:

tr(QfQ
H
f ) = M, (5.32)∑

l∈LMA

M∑
m=1

g̃nlm = 1, (5.33)

F∑
f=1

wnkf = 1. (5.34)

5.3.2 Optimization

The parameters Θ , {W,H,Q, G̃,B} are estimated such that the log-likelihood
log p(X|Θ) is maximized. From Eq. (5.29), it is given by

log p (X|Θ) =

F,T∑
f,t=1

log p (xft|Θ, {xf,t−l′}l′∈LAR) (5.35)

∝ −
F,T,M∑
f,t,m=1

|qH
fm(xft −

∑
l′∈LAR

Bfl′xf,t−l′)|2

ỹftm

−
F,T,M∑
f,t,m=1

log ỹftm + T

F∑
f=1

log |QfQ
H
f |, (5.36)

= −
F,T,M∑
f,t,m=1

(
|qH
fmd̄ft|2

ỹftm
+ log ỹftm

)
+ T

F∑
f=1

log |QfQ
H
f | (5.37)

= −
F,T,M∑
f,t,m=1

(
d̃ftm
ỹftm

+ log ỹftm

)
+ T

F∑
f=1

log |QfQ
H
f |, (5.38)

where d̄ft , xft −
∑

l′∈LAR
Bfl′xf,t−l′ and d̃ftm , |qH

fmd̄ft|2.
On condition that B is given, since Eq. (5.38) has the same form as the log-

likelihood of FastMNMF2 given by Eq. (4.22), Q, W, H, and G̃ can be updated
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by almost the same way as FastMNMF2. Qf is updated using the IP method as

Vfm ,
1

T

T∑
t=1

d̄ftd̄
H
ft

ỹftm
, (5.39)

qfm ← (QfVfm)−1em, (5.40)

qfm ← (qH
fmVfmqfm)−

1
2 qfm, (5.41)

where em is a one-hot vector whose m-th element is 1. We use a minorization-
maximization (MM) algorithm to estimate W, H, and G̃. W, H, and G̃ depend
only on the first two terms of Eq. (5.38), and the lower bound is derived using a
Jensen’s inequality and first-order Taylor expansion as follows:

− d̃ftm
ỹftm

− log ỹftm (5.42)

≥ −
N,K∑
n,k=1

∑
l∈LMA

(
α2
ftmnlkd̃ftm

wnkfhn,k,t−lg̃nlm

)
− ỹftm
βftm

− log βftm + 1 (5.43)

, L, (5.44)

where the equality holds if and only if αftmnlk = wnkfhn,k,t−lg̃nlmỹ
−1
ftm and βftm =

ỹftm. Letting the partial derivatives of Lwith respect to W, H, and G̃ equal to
zero, the closed-form multiplicative update (MU) rules are obtained as follows:

wnkf ← wnkf

√√√√∑T,M
t,m=1

∑
l∈LMA

hn,k,t−lg̃nlmd̃ftmỹ
−2
ftm∑T,M

t,m=1

∑
l∈LMA

hn,k,t−lg̃nlmỹ
−1
ftm

, (5.45)

hnkt ← hnkt

√√√√∑F,M
f,m=1

∑
l∈LMA

wnkf g̃nlmd̃f,t+l,mỹ
−2
f,t+l,m∑F,M

f,m=1

∑
l∈LMA

wnkf g̃nlmỹ
−1
f,t+l,m

, (5.46)

g̃nlm ← g̃nlm

√√√√∑F,T,K
f,t,k=1wnkfhn,k,t−ld̃ftmỹ

−2
ftm∑F,T,K

f,t,k=1wnkfhn,k,t−lỹ
−1
ftm

. (5.47)

Bfl depends on only the first term of Eq. (5.36), and
∑

l′∈LAR
Bfl′xf,t−l′ can be

rewritten as follows: ∑
l′∈LAR

Bfl′xf,t−l′ = X̄ftb̄f . (5.48)
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b̄f and X̄ft are given by

b̄f , [bT
f :1, . . . ,b

T
f :M ]T ∈ CM2LAR (5.49)

bf :m , [bT
f,∆,m, . . . ,b

T
f,∆+LAR−1,m]T ∈ CMLAR (5.50)

X̄ft , IM ⊗ x̄T
ft ∈ CM×M2LAR , (5.51)

x̄ft , [xT
f,t−∆, . . . ,x

T
f,t−∆−LAR+1]T ∈ CMLAR , (5.52)

where bflm is the m-th row vector of Bfl. Substituting Eq. (5.48) into Eq. (5.36)
and letting the partial derivative of Eq. (5.36) with respect to b̄f equal to zero,
the update rule for b̄f is given by

b̄f =

(
T∑
t=1

X̄H
ftY

−1
ft X̄ft

)−1( T∑
t=1

X̄H
ftY

−1
ft xft

)
, (5.53)

Y−1
ft =

M∑
m=1

qfmqH
fm

ỹftm
. (5.54)

Since the first term accumulates T matrices of sizeM2LAR ×M2LAR, it requires a
huge memory and its computational cost is quite expensive. To reduce memory
usage and computational cost, the joint optimization method of Qf and B, which
was initially proposed for AR-ILRMA in [148], is applicable. First, qH

fmd̄ft is
rewritten by using x̌ft , [xT

ft, x̄
T
ft]

T ∈ CM(LAR+1) as follows:

qH
fmd̄ft = qH

fm

(
xft −

∑
l′∈LAR

Bfl′xf,t−l′)

)
(5.55)

= [qH
fm,−qH

fmBf,∆, . . . ,−qH
fmBf,∆+LAR−1]x̌ft (5.56)

, pH
fmx̌ft , eT

mPf x̌ft, (5.57)

where Pf , [Qf ,−QfBf,∆, . . . ,−QfBf,∆+LAR−1] , [pf1, . . . ,pfM ]H ∈
CM×M(LAR+1). Then, pfm is updated as follows:

cfm ,
(
(Q−1

f em)T,0T
MLAR

)T
=
(
uT
fm,0

T
MLAR

)T ∈ CM(LAR+1), (5.58)

Φfm ,
T∑
t=1

x̌ftx̌
H
ft

ỹftm
∈ CM(LAR+1)×M(LAR+1), (5.59)

pfm ← Φ−1
fmcfm(cH

fmΦ−1
fmcfm)−

1
2 , (5.60)
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where ufm is the m-th column vector of Uf , Q−1
f . In our experiment in

Section 5.5, Eq. (5.60) was used for updating Q and B.
To satisfy the normalization constraints given by Eqs. (5.32), (5.33), and (5.34),

we adjust the scales of Q, G̃, and W in this order in each iteration by using

µf ,
1

M
tr(QfQ

H
f ),

{
Pf ← µ

− 1
2

f Pf ,

wnkf ← µ−1
f wnkf ,

(5.61)

φn ,
∑
l∈LMA

M∑
m=1

g̃nlm,

{
g̃nlm ← φ−1

n g̃nlm,

wnkf ← φnwnkf ,
(5.62)

νnk ,
F∑
f=1

wnkf

{
wnkf ← ν−1

nk wnkf ,

hnkt ← νnkhnkt.
(5.63)

5.3.3 Rank-Constrained Extension

If the similar spectra continue for a few time frames ({λnft}Ff=1 ≈ {λn,f,t−l}Ff=1)
and the SCM of the direct signal, Gnf0, is close to the SCM of the early reflection,
Gn,f,l(>0), the distribution of the direct signal can be close to that of the early
reflection as follows:

NC (0M , λnftGnf0) ≈ NC (0M , λn,f,t−lGnfl) . (5.64)

As a result, a part of the direct signal can be included in the early reflection.
When g̃n0 is initialized with [ε, . . . , ε, 1, ε, . . . , ε], where the n-th element is one,

Gnf0 mainly consists of the n-th rank-1 matrix given by ufnu
H
fn, where ufn is

the n-th column vector of Q−1
f . To keep Gn,f,l(>0) away from Gnf0, we restricts

Gn,f,l(>0) by setting g̃n,l(>0) to [ε, . . . , ε, 0, ε, . . . , ε], where the n-th element is zero.
Because of the multiplicative update rule of g̃nl given by Eq. (5.47), once g̃nlm is
set to zero, it is kept to zero and the rank of Gn,f,l(>0) is kept toM − 1.

5.4 FastMNMF2 with an ARMA Model and a Deep
Speech Prior (ARMA-FastMNMF2-DSP)

ARMA-FastMNMF2-DSP can be derived by replacing NMF-based source model
for one of sources with DNN-based speech model as in FastMNMF-DSP.
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5.4.1 Formulation

We assume that the observed signals include only one speech and N ′ (, N − 1)

noise (N sources in total), and source 0 corresponds to speech and source
n (1 ≤ n ≤ N ′) corresponds to noise. Now {λnft}N

′
n=0 are given by

λnft =


ufvt[σ

2
θ(zt)]f (n = 0),

K∑
k=1

wnkfhnkt (1 ≤ n ≤ N ′).
(5.65)

The log-likelihood function of ARMA-FastMNMF2-DSP is obtained by substitut-
ing ỹftm =

∑
l∈LMA

ufvt[σ
2
θ(zt−l)]f g̃0ml+

∑N,K
n,k=1

∑
l∈LMA

wnkfhnktg̃nml into Eq. (5.38).
To avoid the scale ambiguity, we put the normalization constraints given by
Eqs. (5.32), (5.33), and (5.34) and

F∑
f=1

uf = 1 (5.66)

5.4.2 Optimization

To update the latent variables Z included in Eq. (5.65), we use backpropagation
such that the log-likelihood log p(X|W,H,U,V,Z, G̃,Q,B) is maximized with
respect to zt. As in the NMF-based source model, the MU rules of U and V are
given by

uf ← uf

√√√√∑T,M
t,m=1

∑
l∈LMA

vt−l[σ2
θ(zt−l)]f g̃0lmd̃ftmỹ

−2
ftm∑T,M

t,m=1

∑
l∈LMA

vt−l[σ2
θ(zt−l)]f g̃0lmỹ

−1
ftm

, (5.67)

vt ← vt

√√√√∑F,M
f,m=1

∑
l∈LMA

uf [σ2
θ(zt)]f g̃0lmd̃f,t+l,mỹ

−2
f,t+l,m∑F,M

f,m=1

∑
l∈LMA

uf [σ2
θ(zt)]f g̃0lmỹ

−1
f,t+l,m

(5.68)

W, H, G̃, Q, and B are updated in the same way as FastMNMF1 using Eqs. (5.45),
(5.46), (5.47), and (5.60).

To satisfy the normalization constraints given by Eqs. (5.32), (5.33), (5.34), and
(5.66), we adjust the scales of Q, G̃, U, and W in this order in each iteration by
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using

µf ,
1

M
tr(QfQ

H
f ),


Pf ← µ

− 1
2

f Pf ,

uf ← µ−1
f uf ,

wnkf ← µ−1
f wnkf (1 ≤ n ≤ N ′),

(5.69)

φn ,
∑
l∈LMA

M∑
m=1

g̃nlm,


g̃nlm ← φ−1

n g̃nlm,

uf ← φ1uf ,

wnkf ← φnwnkf (1 ≤ n ≤ N ′),

(5.70)

ψ ,
F∑
f=1

uf ,

{
uf ← ψ−1uf

vt ← ψvt,
(5.71)

and Eq. (5.63).

5.5 Evaluation

This section reports comparative experiments conducted for evaluating the
effectiveness of ARMA-FastMNMF2. To draw the full potential of ARMA-
FastMNMF2, first, we comprehensively investigated the configuration of M ,
K, LMA, LAR, and ∆. Then, we tested ARMA-FastMNMF2-DSP for speech
enhancement. Through all experiments, audio signals were sampled at 16 kHz
and processed by STFT with a shifting interval of 256 points and a Hann window
of 1024 points (F= 513).

5.5.1 Comparison of Model Complexities

In the speech separation task, we comprehensively investigated the SDRs obtained
by ARMA-FastMNMF2 with different complexities.

Experimental Conditions

We prepared a dataset of eight channel reverberant mixture signals using the
simulationdata ofREVERBChallengedataset [149]. Eachmixture signal consisted
of two reverberant speech signals synthesized by convolving dry speech signals
with real impulse responses from the development and evaluation subsets of
REVERB Challenge dataset. The impulse responses were recorded in three rooms
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with the reverberation times RT60 of 250 ms, 500 ms, and 700 ms. The distances
between sound sources and microphones were set to 0.5 m (near) and 2.0 m
(far). We thus tested six conditions in total, where 20 signals were used for each
condition. Audio signals were sampled at 16 kHz and processed by STFT with a
Hann window of 1024 points (F = 513) and a shifting interval of 256 points.

We tested ARMA-FastMNMF2 with M ∈ {3, 8} microphones, N = 2

sources, K = 16 bases, LMA ∈ {0, 2, 4, 8, 16}, and LAR ∈ {0, 2, 4, 8, 16}. ARMA-
FastMNMF2 with LMA = 0 and LAR = 0 is equivalent to vanilla FastMNMF2,
one with LMA 6= 0 and LAR = 0 is equivalent to MA-FastMNMF2, and one with
LMA = 0 and LAR 6= 0 is equivalent to AR-FastMNMF2. We tested ∆ ∈ {2, 3, 4}
for AR-FastMNMF2. For ARMA-FastMNMF2, we decided to use ∆ = 2 when
M = 3 and ∆ = 3 when M = 8 based on the results of AR-FastMNMF2. To
draw the full potential, Q and G̃ of MA-FastMNMF2 were initialized to those
estimated by FastMNMF2 with K = 2 and 50 iterations as the gradual initial-
ization method described in Section 4.5.4. Q, G̃, and B of AR-FastMNMF2 and
ARMA-FastMNMF2 were initialized to those estimated by AR-FastMNMF2 with
K = 2 and 50 iterations. W and H were initialized randomly. MA-FastMNMF2,
AR-FastMNMF2, and ARMA-FastMNMF2 were then updated 100 times.

We used the signal-to-distortion ratio (SDR) [136, 137] for evaluating the
source estimation and dereverberation performance. Dry speech signals without
reverberation were used as reference signals. The elapsed time per iteration for
processing a 3-s signal was measured on Intel Xeon W-2145 (3.70 GHz).

Experimental Results

Table. 5.1 shows the elapsed times per iteration for processing a 3-s signal on
CPU. LMA = 0 and LAR = 0 corresponds to vanilla FastMNMF2, LMA 6= 0 and
LAR = 0 corresponds to MA-FastMNMF2, and LMA = 0 and LAR 6= 0 corresponds
to AR-FastMNMF2. When M = 3, the computational cost for estimating the
AR filters was equivalent to that for estimating the MA filters. However, when
M = 8, the computation of the AR filters took much longer time especially when
LAR was large.
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Table 5.1: The elapsed times [sec] per iteration for processing a 3-s signal on CPU
(Intel Xeon W-2145 3.70 GHz).

0 2 4 8 16

0 0.406 0.537 0.951 2.14 6.58

2 0.824 0.974 1.26 2.59 6.99

4 1.24 1.40 1.67 2.99 7.39

8 2.06 2.23 2.57 3.80 8.24

16 3.63 3.82 4.07 5.42 9.76

(a)M = 3

0 2 4 8 16

0 0.962 4.52 11.9 36.4 115

2 1.69 5.27 12.8 37.4 115

4 2.43 6.05 13.4 38.0 116

8 3.87 7.50 14.9 39.9 117

16 6.71 10.4 17.7 42.5 120

(b)M = 8

Table. 5.2 shows the SDRs of FastMNMF2 averaged over the 20 mixtures for
each condition. In four conditions out of six conditions, FastMNMF2 withM = 3

outperformed one withM = 8. This is probably because reverberations make it
difficult to estimate a larger number of parameters of FastMNMF2 withM = 8.

Tables. 5.3 and 5.4 show the average SDRs ofMA-FastMNMF2withM = 3 and
M = 8, respectively. When RT60 = 500ms or 700ms, longer LMA achieved better
performances, and the SDR improvements compared to vanilla FastMNMF2
withM = 3 were more than 1.8 dB. The same tendency was observed in MA-
FastMNMF with M = 8, but, in far conditions with RT60 = 500ms or 700ms,
the SDR improvements compared to vanilla FastMNMF2 were more than 3.9

dB. Since the joint-diagonalization constraint given by Eq. (5.28) indicates that
N(LMA + 1) SCMs consist ofM rank-1 matrices, whenM is small, this constraint
strongly restricts SCMs, resulting in the limited performances.

Figs. 5.2 and 5.3 show the average SDRs of AR-FastMNMF2 with M = 3

andM = 8, respectively. In all cases except for the near condition withM = 8

and RT60 = 250 ms, AR-FastMNMF2 with the best parameters outperformed
MA-FastMNMF2, especially when the reverberation time was long, because the
AR model is suitable for representing the long reverberations. One drawback
of AR-FastMNMF2 is the sensitivity to LAR. When LAR was too long compared
to the actual reverberations, its performance drastically degraded as in the near
condition withM = 8 and RT60 = 250 ms.
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Table 5.2: The average SDRs [dB] of vanilla FastMNMF2 withM = 3.

Distance
RT60

far
250ms

far
500ms

far
700ms

near
250ms

near
500ms

near
700ms

M = 3 8.8 1.9 2.0 12.4 7.9 8.6
M = 8 6.7 2.4 1.3 14.1 5.9 6.8

Table 5.3: The average SDRs obtained by MA-FastMNMF2 withM = 3.

Distance
RT60

far
250ms

far
500ms

far
700ms

near
250ms

near
500ms

near
700ms

LMA = 2 9.7 2.9 2.8 13.2 9.1 10.0
LMA = 4 9.6 3.2 3.2 13.3 9.4 10.4
LMA = 8 9.4 3.5 3.7 13.4 9.6 10.5
LMA = 16 9.4 3.7 4.0 13.3 9.6 10.6

Table 5.4: The average SDRs obtained by MA-FastMNMF2 withM = 8.

Distance
RT60

far
250ms

far
500ms

far
700ms

near
250ms

near
500ms

near
700ms

LMA = 2 8.0 3.8 2.8 16.1 7.8 9.2
LMA = 4 8.3 5.0 3.9 16.6 8.4 9.8
LMA = 8 8.6 5.9 4.9 16.7 8.6 10.3
LMA = 16 8.6 6.3 5.3 16.8 8.6 10.5

Figs. 5.4 and 5.5 show the average SDRs of ARMA-FastMNMF2 withM = 3

and M = 8, respectively. In all cases, ARMA-FastMNMF2 outperformed AR-
FastMNMF2 with the same ∆ (∆ = 2 when M = 3 and ∆ = 3 when M = 8),
although the SDR improvements from AR-FastMNMF2 was small whenM = 3

because of the joint diagonalization constraint in theMAmodel. WhenM = 8, one
advantage of ARMA-FastMNMF2 compared to AR-FastMNMF2 is that ARMA-
FastMNMF2 with small LAR and large LMA worked as well as AR-FastMNMF2
with larger LAR. For example, in the far condition with RT60 = 500 ms, ARMA-
FastMNMF2 with LAR = 2 and LMA = 16 outperformed AR-FastMNMF2 with
LAR = 8. Thus, ARMA-FastMNMF2 often achieved better performance with
lower computational cost as shown in Table 5.1b.
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Figure 5.2: The average SDRs obtained by AR-FastMNMF2 withM = 3.
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Figure 5.3: The average SDRs obtained by AR-FastMNMF2 withM = 8.
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Figure 5.4: The average SDRs obtained by ARMA-FastMNMF2 withM = 3.
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Figure 5.5: The average SDRs obtained by ARMA-FastMNMF2 withM = 8.
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5.5.2 Comparison with the State-of-the-Art BSS Methods in
Speech Separation and Denoising on Simulated Data

We compared ARMA-FastMNMF2 with the conventional BSS methods and
sequential methods in separation of reverberant noisy speech mixtures.

Experimental Conditions

We prepared a dataset of eight channel noisy reverberant mixture signals using
the simulation data of REVERB Challenge dataset [149]. Each mixture signal
consisted of diffuse noise recorded in real environments and two reverberant
speech signals synthesized by convolving dry speech signals with real impulse
responses from the development and evaluation subsets of REVERB Challenge
dataset. The signal-to-noise ratio (SNR) between dry mixture images and noise
was set to 0 dB.

For comparison, we tested ILRMA, FastMNMF2, the sequential use ofWPE [19,
113] and ILRMA [28], that of WPE and FastMNMF2 [43], that of WPE and MA-
FastMNMF2, AR-ILRMA [118], MA-FastMNMF2, AR-FastMNMF2, and ARMA-
FastMNMF2. The number of microphone was set toM ∈ [3, 8], All methods were
configured with N = M , and K = 16. WhenM = 3, ∆ was set to 2, and when
M = 8, ∆ was set to 3. The tap length for the MA model was set to LMA = 8,
and the tap length for the AR model was set to LMA = 4. In the sequential
methods, WPE was updated 10 times, and then ILRMA, FastMNMF2, or MA-
FastMNMF2 was updated 150 times. MA-, AR-, and ARMA-FastMNMF2 were
initialized by the same way as the previous experiment. Similarly, AR-ILRMA
was initialized using AR-ILRMAwithK = 2. MA-FastMNMF2, AR-FastMNMF2,
ARMA-FastMNMF2, and AR-ILRMA were then updated 100 times.

We used the SDR [136,137] for evaluating the source estimation and derever-
beration performance.

Experimental Results

Figs. 5.6 and 5.7 show the average SDRs of the proposed and conventional
methods withM = 3 andM = 8, respectively. ForM = 3, ARMA-FastMNMF2
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Figure 5.6: The average SDRs in speech separation of simulated data (M = 3).
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Figure 5.7: The average SDRs in speech separation of simulated data (M = 8).

114



5.5. EVALUATION

(4.8 dB on average) and WPE+MA-FastMNMF2 (4.8 dB) outperformed ILRMA
(0.2 dB), FastMNMF2 (2.6 dB), WPE+ILRMA (2.4 dB), WPE+FastMNMF2 (4.0
dB), AR-ILRMA (2.7 dB), MA-FastMNMF2 (3.3 dB), and AR-FastMNMF2 (4.1 dB).
ForM = 8, ARMA-FastMNMF2 (9.7 dB on average) outperformed ILRMA (5.3
dB), FastMNMF2 (7.2 dB), WPE+ILRMA (7.1 dB), WPE+FastMNMF2 (9.0 dB),
AR-ILRMA (7.6 dB), MA-FastMNMF2 (8.2 dB), AR-FastMNMF2 (9.3 dB), and
WPE+MA-FastMNMF2 (9.5 dB). Since the methods based on FastMNMF2 can
dealwith diffuse noise because of the JD full-rank spatialmodel, the performances
of MA-, AR-, and ARMA-FastMNMF2 were better than those of AR-ILRMA and
WPE+ILRMA based on the rank-1 spatial model. In this experiment, we showed
the effectiveness of jointly optimize the MAmodel-based dereverberation and
source separation. However, the effectiveness of jointly optimize the AR model-
based dereverberation and source separation was very small. This was probably
because of the difficulties of jointly optimize a large number of parameters. One
possible way to alleviate this problem is to restrict the SCMs of the direct signals
to rank-1 matrices as in rank-constrained FastMNMF described in Section 4.6 to
reduce the degree of freedom.

5.5.3 Comparison with the State-of-the-Art BSS Methods in
Speech Separation and Denoising on Real Data

We compared the proposed ARMA-FastMNMF2 using a dataset recorded in a
real environment.

Experimental Conditions

We used almost the same dataset as the one used in Section 4.7.8. An eight-
channel microphone array (M = 8) and three loudspeakers corresponding to
two speech sources and one noise source were put in a spacious, heavily-echoic
room with RT60 = 800 ms. We randomly selected 20 clean speech signals from
the WSJ-0 corpus and four noise signals from the CHiME3 evaluation dataset.
To obtain ground-truth images, these signals were recorded individually and
50 mixtures were synthesized by superimposing randomly-selected speech and
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Figure 5.8: The average SDRs in speech separation of real recordings.

noise signals, where the signal-to-noise ratio (SNR) was set to 0 dB. The number
of microphone was set toM ∈ [3, 8]. We tested the same methods with the same
configurations as the experiment in Section 5.5.2. We used the SDR [136, 137] for
evaluating the source separation and dereverberation performance.

Experimental Results

Figs. 5.8(a) and 5.8(b) show the average SDRs of the proposed and conventional
methods with M = 3 and M = 8, respectively. We got the similar results as
the experiment in Section 5.5.2. For M = 3, ARMA-FastMNMF2 (−0.2 dB)
outperformed ILRMA (−3.2 dB), FastMNMF2 (−2.2 dB), WPE+ILRMA (−2.5

dB), WPE+FastMNMF2 (−1.2 dB), WPE+MA-FastMNMF2 (−0.5 dB) AR-ILRMA
(−2.2 dB), MA-FastMNMF2 (−1.1 dB), AR-FastMNMF2 (−0.9 dB). For M = 8,
ARMA-FastMNMF2 (3.4 dB) outperformed ILRMA (0.4 dB), FastMNMF2 (2.1
dB), WPE+ILRMA (1.6 dB), WPE+FastMNMF2 (3.1 dB), WPE+MA-FastMNMF2
(3.3 dB), AR-ILRMA (1.9 dB), MA-FastMNMF2 (2.4 dB), and AR-FastMNMF2
(3.3 dB). Since the reverberation time was longer than that of the simulated data
used in the experiment in Section 5.5.2 and the noise was more complicated, the
SDR of each method was lower than that of the experiment in Section 5.5.2.

The performance of AR-FastMNMF2 and ARMA-FastMNMF2 did not sig-
nificantly differ, especially whenM = N = 8. ForM = N = 8, two out of eight
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separated signals of AR-FastMNMF2 included the direct signals, and other two
signals often included the reverberations that could not be removed by the AR
model. In ARMA-FastMNMF2, the amount of reverberations included in the
separated signals that did not correspond to the direct signals was smaller than
that of AR-FastMNMF2, because the reverberations that could not be removed by
the AR model were removed by the MA model. Since the SDRs were calculated
using only the separated signals of the direct signals, the SDRs of AR-FastMNMF2
and ARMA-FastMNMF2 were equivalent. When some of the separated signals
include only the reverberations, the estimation of the number of actual sound
sources from the eight separated signals is often difficult. The incorrect estimation
might result in a severe problem in real applications.

5.5.4 Comparison with the State-of-the-Art BSS Methods in
Speech Enhancement

We evaluated the effectiveness of the DNN-based speech model (Section. 5.4)
and the rank constraint (Section. 5.3.3) in speech enhancement.

Experimental Conditions

We made eight-channel noisy reverberant signals using the simulation data of
REVERB Challenge dataset [149]. Each mixture signal consisted of diffuse noise
recorded in a real environment and a reverberant speech signal synthesized by
convolving dry speech signals with real impulse response from the evaluation
subsets of REVERB Challenge dataset. The signal-to-noise ratio (SNR) between
dry images and noise was set to 0 dB.

For comparison, in addition to the methods used in Section 5.5.2, we tested
FastMNMF2-DSP (Section 4.4), ARMA-FastMNMF2-DSP (Section 5.4), and the
rank-constrained version of ARMA-FastMNMF2 and ARMA-FastMNMF2-DSP
called RC-ARMA-FastMNMF2 and RC-ARMA-FastMNMF2-DSP. We used the
same parameters as those used in Section 5.5.2. The deep speech generative
model was trained in the same way as the experiment in Section 3.5. Q, G̃, and
B of ARMA-FastMNMF2-DSP and RC-ARMA-FastMNMF2-DSP were initially
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estimated by ARMA-FastMNMF2 whose Q was initialized with the eigenvectors
of the mixture SCMs andK = 2. The latent variables Z were initially estimated
from the source spectra estimated by ARMA-FastMNMF2 by using the decoder
of the VAE. FastMNMF2-DSP was also initialized similarly by using FastMNMF2.
The other methods were initialized in almost the same way as the experiment
in Section 5.5.2 except for Q, which was initialized with the eigenvectors of the
mixture SCMs. Weused the SDR [136,137] for evaluating the speech enhancement
and dereverberation performance.

Experimental Results

Figs. 5.9 and 5.10 show the average SDRs of the methods withM = 3 andM = 8,
respectively. As to themethods based on theNMF-based sourcemodel, the results
were consistent with those in Section 5.5.2. ForM = 3, ARMA-FastMNMF2 (9.4
dB on average) and WPE+MA-FastMNMF2 (9.4 dB) outperformed ILRMA (3.9
dB), FastMNMF2 (7.1 dB), WPE+ILRMA (5.6 dB), WPE+FastMNMF2 (9.2 dB),
AR-ILRMA (6.0 dB), MA-FastMNMF2 (8.3 dB), and AR-FastMNMF2 (8.8 dB).
ForM = 8, ARMA-FastMNMF2 (12.3 dB) and WPE+MA-FastMNMF2 (12.3 dB)
outperformed ILRMA (7.7 dB), FastMNMF2 (10.4 dB), WPE+ILRMA (9.3 dB),
WPE+FastMNMF2 (12.2 dB), AR-ILRMA (9.6 dB), MA-FastMNMF2 (10.8 dB),
and AR-FastMNMF2 (11.8 dB).

When RT60 = 500 ms or 700 ms, ARMA-FastMNMF2-DSP outperformed the
other methods by a large margin forM = 3, and the gain became small forM = 8.
In contrast, when RT60 = 250 ms, ARMA-FastMNMF2-DSP underperformed
the NMF-based methods. In ARMA-FastMNMF2-DSP, we found that not only
reverberation but also a part of the direct signal were represented with the
MA model, probably because of the reason discussed in Section 5.3.3. Thanks
to the rank constraint discussed in Section. 5.3.3, RC-ARMA-FastMNMF2-DSP
significantly outperformedARMA-FastMNMF2-DSP, especially when RT60 = 250

ms. For ARMA-FastMNMF2, in contrast, the rank constraint was not effective,
because of the limited representation power of the NMF-based source model and
the difference of parameter estimation.
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(f) near RT60 = 700ms

Figure 5.9: The average SDRs in speech enhancement (M = 3).
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(f) near RT60 = 700ms

Figure 5.10: The average SDRs in speech enhancement (M = 8).
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5.6 Summary

In this chapter, we proposed a joint source separation and dereverberation
method called ARMA-FastMNMF2, which is an extension of FastMNMF2 based
on the AR and MA models. The MA model represents the early reflection of
each source, where the SCMs corresponding to the direct and reflection paths
are restricted to jointly-diagonalizable matrices to reduce the computational cost,
as in FastMNMF2, The AR model represents the late reverberation of the mixture
as the weighted sum of the previous time frames. The long reverberation can be
represented with a small tap length.

In the experiment using reverberant mixtures of two speech sources, AR-
FastMNMF2 with M = 3, 8 worked well, but the performance was degraded
when a longer tap length was used in a less-reverberant environment. Although
the performance of MA-FastMNMF2 with M = 3 was limited because of the
joint diagonalization constraint in the MA model, its computational cost is
smaller than that of AR-FastMNMF2, and MA-FastMNMF2 with M = 8 and
a long tap length worked well regardless of the reverberation time. We thus
conclude that ARMA-FastMNMF2 with a short tap length of the AR model and
a long tap length of the MA model worked robustly in many situations. In the
experiment using noisy reverberant mixtures, ARMA-FastMNMF2 outperformed
the conventional BSS methods and the sequential methods that use WPE and BSS
methods sequentially. In the speech enhancement task, ARMA-FastMNMF2-DSP
did not work well when the reverberation time was short because not only the
reverberation but also the direct signal were represented by the MA model and
suppressed. The rank constraint on the MA model alleviated this problem,
and RC-ARMA-FastMNMF2-DSP outperformed ARMA-FastMNMF2 and other
comparative methods in all cases.
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Chapter 6

Conclusion

This thesis has addressed multichannel speech enhancement, source separation,
and dereverberation. This chapter reviews the contributions of this thesis and
addresses the future directions.

6.1 Contributions

In Chapter 3, we presented a new statistical framework that integrates a physically-
founded linear model (multichannel spatial model) with a powerful deep speech
generative model (single-channel speech model) in a principled manner. As a
spatial model, we tested full-rank and rank-1 models. Note that MNMF [27] with
richer expressive power often underperforms ILRMA [28] because MNMF is
known to be sensitive to the initialization of SCMs and tends to get stuck at local
optima. Interestingly, our full-rank model outperforms the rank-1 version even
when the SCMs are initialized randomly. This indicates that the precise source
model helps the estimation of SCMs and alleviates the initial value sensitivity.

One drawbacks of the full-rank spatial model is the heavy computational
cost due to the high degree of freedom. In Chapter 4, we presented a jointly-
diagonalizable (JD) full-rank spatial model and its application to MNMF called
FastMNMF1 to reduce the computational cost of the full-rank spatial model.
Then, taking the interpretation of the JD full-rank spatial model into account, we
presented a well-behaved constrained version of FastMNMF1 called FastMNMF2
that shares the directional feature of each source over all frequency bins, and
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rank-constrained version of FastMNMF1 and FastMNMF2. In the experiments,
we showed that FastMNMF2 almost always outperformed FastMNMF1 and other
conventional methods.

The recorded signals in real applications include reverberations in addition
to environmental noise and non-target signals, while reverberations were not
taken into account in the previous chapters. We presented joint source separation
and dereverberation methods called MA-, AR-, and ARMA-FastMNMF2 in
Chapter 5. These methods are extensions of FastMNMF2 that integrate either
or both of an autoregressive (AR) process and moving-average (MA) process.
In the experiment, MA-FastMNMF2 with a larger M worked well efficiently.
AR-FastMNMF2 achieved better performance than MA-FastMNMF2 in many
cases, with higher computational cost. ARMA-FastMNMF2 with a small tap
length of the AR model and a long tap length of the MAmodel worked as well as
AR-FastMNMF2 with a longer tap length with lower computational cost. Thus,
ARMA-FastMNMF2 can be said to be robust and computationally-efficient blind
method for joint source separation and dereverberation.

6.2 Future Work

This section describes several open problems regarding the methods developed
in this thesis and future research directions.

• All the proposed methods assume that the number of sound sources is
known in advance. One promising approach to estimating the number of
sources or speakers at run-time is audio-visual integration based on object
detection and lip reading. One may introduce time-varying latent variables
that indicate whether each source is active or not, and put sparse priors on
the variables for Bayesian inference.

• Another assumption is that the length of the observed signals is limited,
and the number of sound sources and their positions are unchanged. For
real-time applications, it is thus important to develop an online extension
that can sequentially process the observed noisy reverberant mixtures with
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small latency in a memory-efficient manner. The naive online extension
based on mini-batches would suffer from the permutation problem because
the speakers or their positions might be different between mini-batches. It
is thus necessary to investigate an effective way of (partially) passing and
adapting the current estimate of parameters to the next mini-batch.

• In this thesis, the powerful representation capability of deep learning was
leveraged for improving only the source model, resulting in the deep speech
prior. Recently, under an determined condition, independent vector analysis
based on the normalizing flow (NF) called NF-IVA [93] was proposed for
formulating a DNN-based spatial model with time-varying linear demixing
matrices. Combining these approaches together, it would be possible to
formulate a DNN-based integrated generative model whose parameters
can be optimized jointly with gradient descent. While the spatial and
source models have been considered separately in this thesis, it is worth
investigating a way of directly formulating a unified model without clear
distinction of the source and spatial models.
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