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PARABOLIC TRANSMISSION EIGENVALUES-FREE REGIONS FOR 
MAXWELL EQUATIONS 

VESSELIN PETKOV 

1. INTRODUCTION 

Let E, E, H, fI E H 1(fl : C3 ) be vector-valued functions in open bounded domain fl c JR.3 

with C 00 boundary r satisfying the system 

{
curl E = i>.µH, 
curlH = -i>.,E, 

with boundary conditions 

{
curl~= i>.µH,, 

X E fl, 
curlH = -i>.i'E, 

v A E = v A E, v AH= v A if, x Er. 

(1.1) 

(1.2) 

Here v( x) is the exterior unit normal vector of r at x E r, and 1 ( x), i'( x), µ( x), µ( x) are pos­
itive smooth functions. The values>. EC\ {0} for which (1.1)-(1.2) has a non-trivial solution 
(E, E, H, H) -/- 0 are called interior transmission eigenvalues (ITE). These eigenvalues play 
a crucial role in the linear sampling and factorization methods in inverse scattering. We refer 
to [2] for the results of these topics and related references. 

The (ITE) for the wave equation are studied very intensively in the last 20 years in many 
works. The main problems were the discreteness of the (ITE) in C and their location in the 
complex plan. A more difficult problem is the existence of (ITE) and the Weyl asymptotic 
of the counting function N ( r) = H Aj E C : I Aj I ~ r} as r --+ oo ( see [8]). For the location of 
the transmission eigenvalues the reader may see [10], [ll], [12] and the reference cited there. 
The analysis of the (ITE) for Maxwell equations attired the attention of many researchers. 
Under different assumptions the discreteness of the (ITE) has been established in [4], [l], [7], 
[3]. The location of the (ITE) has been examined in [3] and under the hypothesis 

d(x) = ,(x)µ(x) -i'(x)µ(x)-/- 0, ,(x)-/- i'(x), µ(x)-/- µ(x), Vx Er, 

the authors prove that for any E > 0 there are no (ITE) in the domain 

{>.EC: I Im>.I 2: El Re>.I, I Re>.I 2: Cc> 0}. 

As c '\c 0, one could have Cc /' oo and the region, where I Re >.I is bounded, is not covered 
in [3]. As in the case of wave equation [10], we expect that if (µ(x) - µ(x))d(x) < 0, x Er, 
then there exist an infinite number of (ITE) with I Re >.I ~ 1 converging to the imaginary 
axis. On the other hand, in the case studied in [3] the celebrated complementing condition 
of Agmon, Douglas and Nirenberg is satisfied. 
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Here we discuss transmission eigenvalues-free regions in (C in the isotropic case with 
analogy with the results in [10]. Notice that in this case the complementing condition men­
tioned above is not satisfied. In a recent paper under the condition 

µ(x) = P,(x), 1 (x) =/- i'(x), Vx Er 
G. Vodev proved in [13] that there are no transmission eigenvalues in the region 

{>.EC: I lm.\l 2: C1(l + I Re>.1)517}, C1 > 0 

(1.3) 

(1.4) 

with a constant C1 > 0 independent of.\. Under stronger assumptions we improve [9] the 
above result in the following 

Theorem 1. Assume the conditions: 

µ(x) = P,(x), 811 µ(x) = 811µ,(x), 1 (x) =/- i'(x), Vx Er, 
grad(log,)(x) = grad(logi)(x), Vx Er. 

(1.5) 

(1.6) 

Then there exists a constant C1 > 0 independent of >. such that there are no transmission 
eigenvalues in the region 

(1.7) 

The condition (1.6) is related to our argument and it is not clear if it is possible to obtain 
the eigenvalues-free region (1.7) without it. On the other hand, it is natural to conjecture 
that under the assumption (1.5) one has an eigenvalues-free region {>. E (C : I Im >-I 2: C0 > O} 
with a suitable constant C0 > 0 (see [11] for the results concerning the wave equation). 

2. PRELIMINARIES 

From (1.1) one deduces 

curl curl E = >. 21 µE + grad (µ) I\ curl E. 
µ 

On the other hand, div (,E) = div ffE) = 0 and 

div E + (grad (,), E) = 0, div E + (gra~ (i'), E) = 0. 
r r 

Therefore, E satisfies the system 

L(E) = -1:lE - .\2,µE - grad (grad (log 1 ), E) - grad (logµ)/\ curlE = 0, 

while E satisfies the system 

L( E) = -1:lE - .\2i' P,E - grad (grad (log i'), E) - grad (log p,) I\ curl E = 0. 

For E = (E1 , E 2 , E3 ) consider the operator 

grad ( (grad (log I)' E)) = grad (L Oxk (log I )Ek) = (L Oxk (log I )oxj Ek) ._ 
k k J-1,2,3 
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and set 

mojk(x,ox;,) = o;.Xk(log,), Mo(x;,) = {mojk(x,ox;,)} . 
' ' 1 ' ' j,k=l,2,3 

In the same way we get 

We can write the equation for E close to the boundary as 

and similarly, one has 

Here M 1(x, ox; 1 ), M 1(x, ox;µ) are first order matrix-valued differential operators, while 
M 0 (x; 1 ) is a smooth matrix. We use similar notations for the equation for E. 

Introduce the sets 

Z1 .- {zE<C: Rez=l, 0<llmzl:::;1}, 

Z2 ·- {zE<C:Rez=-1, 0:::;IImzl:::;1}, 

Z3 ·- {z E <C: IRezl:::; 1, IImzl = 1}. 

Set ,\.2 = f,, z E Z1 U Z2 U Z3 , 0 < h ::; 1. Then we obtain the system 

{ -h:l:::,.E} - h(M1(x, hox; ~) + M1(x, hox; ~))E} + h:Mo(x; ~)E}- z~~E} = 0, x E w 

-h !::,.E - h(M1(x, hox; 1 ) + M 1(x, hox; µ))E + h M 0 (x; ,)E - z,µE = 0, 
(2.1) 

with boundary conditions 

Eltan = Eltan, VI\ (tcurlE) =VI\ GcurlE), X Er. (2.2) 

Here w c O is a small neighborhood of the boundary r. Let Dx; = -iax;, j = 1, 2, 3, grad f = 
{DxJh=l,2,3· Consider the geodesic normal coordinates (Y1,Y') E 1R3 on a neighborhood of 
a point x0 Er determined as follows. For a point x E w, y'(x) is the closest point in rand 
y1 = dist (x, r). Let v(x) be the unit normal in the direction of increasing y1 to the surface 
y1 = constant through x. Thus v( x) is an extension of the unit normal vector to a unit vector 
field. The boundary r becomes y1 = 0 and 

x = a(y1, y') = /3(y') + Y1v(y'). 

Therefore, setting Dv = -iav, one has 

1 1 1 . 1 
VI\ ~curlElt = --(DvEtan)ltan + (grad (-Enor)ltan - igo(-Eltan)ltan, iµ an µ µ µ 



20

V.PETKOV 

where Enor := (E, v), Enar := (E, v). From (2.2) we get for x Er the boundary conditions 

Etan - Etan = 0, 
1 1 1 A 1 A 

;;:(DvEtan)ltan - ;;:(gradEnar)ltan - p:(DvEtan)ltan + p:(gradEnar)ltan 

= -i(½-i;)(Etan,OxV)ltan, (2.3) 
div E + (grad (log,), E) = 0, 

div E + (grad (logi), E) = 0, 

Next for a vector-valued function u = (u1,u2,u3) E (C3 we have the equality 

divu := ;divu(a(y1,y')) = (Dy1 u(0:(y1,Y')),v(y')) 
I 

3 3 

+ LL iYi Dy;uk(0:(y1,y')) (2.4) 
k=l j=2 Xk 

3 

= Dy, ( Unar(t, y')) + L\ Dy; Utan(0:(y1, y')), ~~) - iUnardiv v, 
j=2 

where (u(a(y1, y')), v(y')) := Unor(Y1, y'). 
Below we introduce some notations for h-pseudo-differential operators (see [6] for more 

details). Let X be a c= smooth compact manifold without boundary with dimension d ~ 2. 
Let (x, ~) be the coordinates in T*(X) and let a(x, ~' h) E c=(T*(X)). Given£ E JR, 8 > 0 
and a function, one denotes by Sj the set of symbols so that 

lo~ofa(x,~,h)I s Ca,11h£-J(lal+IJ31), 'va,\/(3, (x,~) E T*(X). 

The h-pseudo-differential operator with symbol a(x, ~' h) is defined by 

(Oph(a)J)(x): = (21rh)-d f ei(y-x,f,)/ha(x,~,h)J(y)dyd~. 
lr•x 

Also, as in [10], we introduce for k E lR, 0 S c5 S 1/2, the class of symbols S} such that 

loao11a(x,~)I S Ca,/'h-o(lal+ll'l)(~)k-l/11, Va, \/(3. 

We will recall some results for the Dirichlet-to-Neumann map (see [10], [5]). Setting 
n = 1 > 0, consider the operator 

P(M1, Mo; h)F = (-h2b,.x - hM1(x, hox) + h2 Mo(x))F. 
In the geodesic normal coordinates (y1 , y') close the boundary it has the form 

2 2 · - 2-P(M1, Mo; h) = h Dy,+ r(y, hDy,) + h(q1(Y), hDy) - ihM1(Y, hDy) + h Mo(Y) 

with r(y,r/) = (R(y)r/,rl), q1(y) E c=. Here 
3 

R(y) = {~ oym oyi }3 = {fOYm, oyi)}3 
L..,, OXk OXk m,j=2 \ OX OX m,j=2 
k=l 

is a symmetric (2x2) matrix and r(O, y', r]') = r0(y', 771), where r0 (y', 771) is the principal symbol 
of the Laplace-Beltrami operator -h2,6.r on r equipped with the Riemannian metric induced 



21

EIGENVALUE-FREE REGION 

by the Euclidean one in JR.3 . We use the notation P(M1 , M 0 ; h) to precise the dependence 
on the matrix-valued operators M 1(y, hDy), M 0 (y). Clearly, if 7, i, µ,µ,are constants, we 
have M 1 =Mo= 0 and one obtains the vector-valued Laplacian -h2/l. For z E Z1 UZ2 UZ3 

introduce Pn(Y', r7', z) = J µnz - r0 (y', rl') E C00 (T*r) as the root of the equation 

p2 + ro(y', r/) - µnz = 0 

with Im Pn(Y', r7', z) > 0. For z E Z1 U Z3 we have (see [10]) 

Impn(Y',rl,z) 2 II~zl, IPnl 2 c~, (2.5) 

while for ro 2 2µn we have C1 ✓ro + 1 2: 2Im Pn 2 IPnl 2: C2✓ro + 1. For z E Z2 the last 
inequalities hold if r0 2 0. Similarly, let Pn(Y', r,', z) be the root of the equation p2+r0 (y', r!')­
P,nz = 0 with n = !y, Im Pn(Y', r!', z) > 0. Let u E (('.3 be the solution of the Dirichlet problem 

(P(M1, Mo; h) - µ7z)u = (-h2 flx - hM1(x, hax) + h2 Mo(x) - µ7z)u = 0, in S1, (2.6) 

u = gonr. 

Consider the semi-classical Sobolev spaces Hk(r) with norm 11(1 - h2/l)s/2ullL2(r) and 
introduce the semi-classical Dirichlet-to-Neumann map 

N(nz, h) : H~(r) 3 g-----+ hDvulr E H~-1 (r). 

G. Vodev [10], [12] established for bounded domains S1 c JRd, d 2 2, with C 00 boundary 
and scalar solutionsu of the problem (-h2!l-µnz)u = 0, ulr = g the following approximation 
of the Dirichlet-to-Neumann map. 

Theorem 2 ([12]). For every 0 < E « 1 there exists 0 < h0 (E) « 1 such that for z E 

Z1(1/2 - E) := {z E Z1, IIm zl 2: h½-•} and 0 < h :S ho(E) we have 

Ch 
llhDvulr - Oph(Pn + hb)gllHk(r) :S IIm zl 3; 2 ll9IIL2(r), (2.7) 

where b E S8(r) does not depend on (µn)lr- Moreover, (2.7) holds for z E Z2 U Z3 with IImzl 
replaced by 1. 

The result of Theorem 2 holds for vector-valued solutions G of the equation (-h2 !l -
µnz)G = 0 (see [5]). For a more general operator P(M 1 , M 0 ; h) with matrix-valued lower or­
der terms given above some modifications in the construction of the parametrix are necessary 
(see [9]). For the problem (2.6) with g = Ea = Elr, Enorlr = (Eo, v), with a matrix-valued 
symbol b E S8(r) which depends onµ, n we obtain an analog of (2.7) 

llh(DvE)lr - Oph(Pn + hb)EallHk(r) :S II~;3; 2 IIEollL2(r), (2.8) 

llh(DvE, v)lr - (Oph(Pn + hb)Eo, v) tk(rJ :S II~;3; 2 IIEollL2(r) 

with the same improvement for z E Z2 U Z3 . For E one has the same result with symbols 
Pn, b which depend on µ, !y. The important point is that exploiting the assumptions (1.5), 
(1.6), we show that b = b. 
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Obviously, (DvG,v)lr = Dv((G,v))lr so we have an approximation for the derivative 
Dv((G,v))lr- Notice that for z E Z1(1/2- E) we have Pn E st12_<, while for z E Z2 U Z3 
one has Pn E SJ. More precisely, the following properties have been proved in [10]. Let 
</; E C0 (JR) be such that </;(t) = 1 for ltl :::; 1, </;(t) = 0 for ltl ?: 2. Set 

17(x',() = </;(6oro(x',()), M1 := Z1,o x supp77, 

M2 := ( Z1 x supp (1- 77)) u ( Z2 x T*(r)) u ( Z3 x T*(r)), 

where O < 250 :::; µn. Then (see [10]) 

la:,af,pnl :::; Ca,,61 Im z1 112-lal-l,6I for (z, x', () E M1, lo:1 + ltJI ?: 1, (2.9) 

la:,af,pnl :::; Ca,!'llPl1-l,6I for (z, x', () E M2, (2.10) 

The commutator [Oph(Pn), v(x)] is a pseudo-differential operator with symbol in sr Clearly, 

To simplify the terms involving b, let b have the form b = {bk,jH,j=l· Then 

3 3 

(Oph(b)Enorlrv, v) = L vk[Oph(bk,j), Vj](Enarlr) + L VkVjOph(bk,j)Enarlr 
k,j=l k,j=l 

= Oph(b)Enorlr + Oph(b-1)Enarlr, 

where b, b_ 1 are scalar symbols in S8, S01 , respectively, and we deduce 

llhDv(Enar)lr - Oph(Pn + hb)(Enarlr) - ([Oph(Pn),v]ltan,Etanlr) (2.11) 

-h(Oph(b)Etan,v)II :::; ell h13;2IIEallu(r)· 
Hk(r) mz 

The same result holds for DvEnarlr with Pn replaced by of Pn• For the components Etan, Etan 
we obtain 

h(DvEtan)ltan - h(DvEtan)ltan = ( ( Oph(Pn) - Oph(Pn) )Etanlr) I tan 

+ ( [Oph(Pn), v]Enorlr) I tan - ( [Oph(Pn), v]Enorlr) I tan (2.12) 

+h((oph(b)(Enar - Enor)vlr) ltan -Ti 

with 

(2.13) 
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3. PSEUDO-DIFFERENTIAL SYSTEM ON THE BOUNDARY 

We return to the system (2.3) and we suppose the conditions (1.5), (1.6) fulfilled. Set 

X = Etanlr, y = Enarlr, y = Enarlr, Z = y - Y, X = (X1, X2, X3), R = Pn - Pn· 

According to (1.6), the matrix-valued operators M 1(x, ox; 1), M 1(x, ox; i) coincide for x Er. 
On the other hand, the condition (1.5) implies that for x E r we have M(x, ox;µ) = 

M(x, ox;µ), \/x Er. Since the matrix-valued symbols b, b involved in the approximation of 
hDvElr and hDvElr coincide, we have 

with scalar symbols 9k E S8. For x E r we write 

olog(,) 
(grad(log 1 ),E) = (grad(log,)ltan,Eltan) +,vEnar, 1'v = OV · 

In the system (2.3) some terms cancel and the system modulo terms whose Hl(r) norms are 
estimated by 

Ch ( A ) 

I lmzl 3; 2 IIEollv(r) + IIEollv(r) 

becomes 

Oph(R)Xk - (bk - hfn,k - hgk)Z = Bk - hOph(Jn,k - fn,k)Y = Fh, k = l, 2, 3, 

L]=l Oph(bj + hfn,j)Xj + h(Oph(b)X, v) + h(grad (log,)ltan, X) 

(3.1) 

+Oph(Pn + hb - ihdiv v)Z + Oph(Pn + hb - ihdiv v)Y + h,vY = D1, (3.2) 
L]=I Oph(bj + hfn,j)Xj + h(Oph(b)X, v) + h(grad (log 1 )ltan, X) 

+Oph(Pn + hb - ihdiv v)Y + h,vY = D2. 

Here 

bk= L i!j Dy,, fn,k = i L D1;.1(Pn)Dx,vk, fn,k = i L D1;.1(Pn)Dx,vk, k = 1,2,3, 
j=2,3 k j=2,3 j=2,3 

fn,k - fn,k = i L D1;.1(Pn - Pn)Dx,Vk, k = l, 2, 3, 
j=2,3 

and 11.BkllHk(r), IIDillHk(r), k = l, 2, 3, j = 1, 2, are estimated by (3.1). In fact the terms 
hllOPhUn,k - fn,k)Xj IIHt(r), k = l, 2, 3 can be estimated since 

f f . °"' ( ) µz(, - i) 5-1 n,k - n,j = I L., D1;.; Pn - Pn Dx,Vk, R = Pn - Pn = + _ E 1/2-E 
j=2,3 Pn Pn 
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In the following we denote by C some positive constants which may change from line to 
line. Taking the difference of the last two equations in (3.2), one obtains the system 

Oph(Pn + h(b + f'vj - ihdiv v)Z + Oph(R)Y _ (3.3) {

Oph(R)Xk - (bk - hfn,k - hgk)Z = Fh, k = 1, 2, 3, 

= D1 - D2 - h Lk=l Oph(fn,k - fn,k)Xk = Di, 

L!=l Oph(bk + hfn,k)Xk + Oph(Pn + h(b + ,'v) - ihdiv v)Y = D2. 

Notice that the norm IID1 IIHk(rJ has also an estimate by (3.1). The determinant of the symbol 
Q on the left hand side of (3.3) becomes 

detQ = 
0 
0 
R 

-(b1 - hfn,1 - hg1) 
-(b2 - hfn,2 - hg2) 0 
-(b3 - hfn,3 - hg3) 0 . det ( f ~ 

0 0 0 
b1 + hf n,1 b2 + hfn,2 b3 + hf n,3 

Pn + h(b + !'v) - ihdiv v 
0 

0 ) 

Pn + h(b + ~) - ihdiv v 

Set b = b + !'v· A simple calculus yields 
3 

det Q = R3(pn + hb - ihdiv v)(pn + hb - ihdiv v) - R3 l)bk - hfn,k - hgk)(bk + hfn,k) 
k=l 

3 

= R 2(RPnPn - R Lb~)+ hR2(b - idiv v)µz(,'- i) + h2 R3(b - idiv v) 2 

j=l 

3 

+hR3 L bk((fn,k - fn,k) + 9k) + h2 R3q3, 

where q1 = µz(,' - i)(b - idiv v), q2 = (b - idiv v) 2 E sg are zero order symbols and 

3 

L bk(fn,k - fn,k), q3 E Sf;2-e 
k=l 

On the other hand, L]=1 bJ = ro(y', rl), since 

and 

3 3 

" " 8ym ayj ( / ') L., L., 8 aT/mT/j = ro y , TJ 
k=l m,j=2 Xk Xk 

(Pn - Pn)PnPn = Pn(wz - ro) - Pn(iµz - ro) 

= µ(,'pfi - i'Pn)z + Rro. 

According to the above calculus, one has 
3 

det Q = R2 [µz(,'pfi - i'Pn) + h( q1 + R L bk((fn,k - fn,k) + 9k)) 
k=l 
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Here 
q(x', (; h) := R2 + h(a1 + hRa2), R2 := µz(,p"' - iPn) 

with zero order symbols a1, a2. Concerning R2, we obtain 

"r2P~ - /y2p'; "y2(iµz - ro) - 12 (,yµz - ro) 
&=~ - =~ -

'"YPn + '"YPn '"YPn + '"YPn 

_ ( _ .)'"'(/yµz - (, + i)ro 
- µz '"Y '"Y • • 

'"YPn +'"YPn 
Consequently, since '"Y -/- i, for z E Z1 U Z2 U Z3 the symbol 

p(x', (; z) := µz(, - i) ( '"'fiµz - (, + i)ro) 

is not vanishing. Moreover, 

IR2(x',(;z)I?: C2(e) for 1(1?: A» l. 

Since ir!zl ::; h112 for z E Z1(1/2 - E) and '"Y-/- /y, one deduces that for small h we have 

lq(x', (; h)I ?: c2I Imzl, c2 > 0 for WI ::; A, z E Z1(1/2 - E), 

while lq(x', (; h)I ?: c2 > 0 for 1(1 ::; A, z E Z2 U Z3. 
Set µ1 = µ'"'(/y. As in [10], we conclude that for (z, x', () E M1, lµ1 Re z - (, + !y)rol ::; 61 , 

small h and Im z -/- 0 we have 

1a~,of,q-1(x1,(;h)I::; Ca,/31Imzl-l-lal-l/3I, lo:I + l/31?: 1, (3.4) 

while for (z, x', () E M 1, 1µ1 Re z - (, + !y)rol ?: J', small h and Imz-/- 0 we have 

18~,of,q-l(x',(;h)I::; Ca,f31Imzl-1/2-lal-l/31, lo:I + l/31?: 1. 

For z E Z2 U Z3 these estimates hold with I Imzl replaced by 1. Moreover, 

1a~,of,q-1 (x'' (; h) I ::; Ca,/3(()-l-l/31 

for 1(1 » 1. 
Now we pass to the analysis of the inverse matrix Q-1. Let 

Q = {o:;,j}L=1, (coQ)tr = {,B;,j}f,j=l, Q-1 = {d;,j}f,j=l 

with d;,j = ~- A straightforward calculus yields 

,B;,i = R2b;bi + R2(hL;,i + h2 M;,j), i, j = 1, 2, 3, i-/- j, 

,8;,; = R2(PnPn - ro + b;) + R2(hL;,; + h2 M;,;), i = 1, 2, 3, 

,B;,4 = R2pnbi + R2(hL;,4 + h2 M;,4), ,84,i = R3 (b; + hfn,;), i = 1, 2, 3, 

,84,4 = R3(Pn + hM4,4), /34,5 = -R4, 
,B;,5 = -R3 (b; - hfn,i), /35,i = -R2(pnbi + hL5,; + h2 M5,;), i = 1, 2, 3, 

,85,4 = R2(ro + hL5,4 + h2 M5,4), ,85,5 = R3 (Pn + hM5,5). 

(3.5) 

(3.6) 

Here L;,j are symbols of first order operators, while M;,j are symbols of zero order opera­
tors. Therefore, we may cancel R2 in d;,j = ~ and d;,j become symbols of pseudo-differential 
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operators of order K S 1. In particular, d;,5 , i = 1, ... , 5, contain the factor R and they are 
symbols of operators of order -1. For the analysis in the next section it is important to 
estimate the derivatives 8':,af,d;,j- To do this, taking into account the form of q, we write 

d;,j= 'Y:,jb~n+7Pn) , (l+(ha1+h2Ra2)R21)-1, 
µz('y - ry)('yryµz - ('y + ry)ro) 

where 'Yi,j = /3;,jR-2 • Therefore by using the estimates (2.5), (2.6), (3.4)-(3.6) , one gets 

l f)a,EJf3d· ·I< C. f31Imzl-1-lal-lf31(C')m-l/31 Va V/3 (3.7) 
X (;,' i,J - i,J,a, <-:, , , 

with m = 0 or m = 1. 

4. LOCATION OF TRANSMISSION EIGENVALUES 

We use the notation of the previous section and we assume the conditions on µ, fl, ry, /y 
introduced in the beginning of the previous section fulfilled. Set 

V = (X1, X2, X3, z, Y), W = (Bi, B2, B3, Di, D2)-

As we have mentioned in the previous section, we have the system Oph(Q)V = W. We have 
for z E Z1(1/2 - c) 

h 
II0Ph(Q-1)Wll£2crJ S Cl Imzl-1IIWIIH~(r) SC I Imzl 512 IIVll£2(r), (4.1) 

where for z E Z2 U Z3 the factor I Im z I must be replaced by 1. Here we have used the estimate 
by (3.1) of the H~(r) norms of the components of W. Also dealing with d;,j, the factor q-1 

has been estimated by c21 Imzl-1 for z E Z1,, and by c2 for z E Z2 U Z3 • Next 

v = (Id- ovh(Q-1)ovh(Q))v + ovh(Q-1)w. 

The principal symbol of the product Oph( Q-1 )Oph( Q) is Id and we must study the symbol 

N-1 ("h)j N-1 . 

( = L L -1 
.-, D't,(Q-1)D':,Q +RN= L(ih)1(j + RN-

j=l lal=j J · j=l 

It is important to examine the term (1 since (j, j 2'. 2, are symbols of lower order operators. 
Our purpose is to bound II0Ph((1)Vll£2(r) by IIVIIL2(r) multiplied by a small factor. The 
difficulty here is caused by the symbols axkQ, since some components axkai,j of the matrix 
axk Q are symbols of first order operators. More precisely, these terms are 

f}xk(a,5,j), j = 1,2,3,5, f}xk(a;,4), i = 1,2,3,4. 

The other components in axkQ are equal to axkR or to 0. Recall that we have 

18':,af,RI s Ca,/31 Imz1 112-lal-lf3I, lal + l/31 2: 1 (4.2) 

for (z,x',t) E M1 and 
18':,af,RI s Ca,f3(O-l-l/3I 

for (z,x',t) E M 2 • Thus we obtain 

hllovh( D~k(di,j)Dxk(aj,m)) vt2(r) s ci,j,m I Im~1s12 IIVIIL2CrJ 

(4.3) 

(4.4) 
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for the components of [)~k ( Q-1 )oxk Q containing Oxk R. 
Now consider the symbols 

e;,j = L[){k(d;,s)oxk(as,j)­
k 

As we have mentioned above, d;,5 are of order -1. Then applying the estimates (3.4)-(3.6), 
(4.2), (4.3), we deduce 

l aa,a~e- ·I< C. f31 Imzl-5/ 2-lal-l/31 
X e t,J - 't,J,a, 

for (z, x', t) E M1 and 

1a~,8f,ei,jl ::::: ck,l,a,(3(0-l-l/31 

for (z, x', t) E M 2. For j = 1, 2, 3 we have a better estimate since a 5,j = bi + hfn,j· Con­
sequently, by using once more (2.2), these operators will produce again terms having the 
estimate (4.4). 

It remains to handle the terms 
4 

Pi,4 = LL[)~k(d;,m)Oxk(am,4), i = 1, ... ,5 
k m=l 

for which no simplifications are possible, hence these symbols are related to first order opera­
tors. Here O'.m,4, m = 1, 2, 3, have classical principal symbols and this simplifies the expression 
of their derivatives. The same is true for the principal part of the symbols d;,4. Thus for 
(x', t, z) E M1 we deduce the estimates 

laa,a~p·4I < C f31Imz1-z-lal-lf3I (4.5) 
X e i, - i,o:, , 

while for (x', t, z) E M 2 we have 

18~,of,p;,41 :S Ca,13((). 

The problem is reduced to obtain a bound 

( h h2 ) 
hllOPh(P;,4)Zll£2(I') :SC I Imzls/z + I Imzl4 IIVllu(r), i = 1, ... , 5. 

We prove the above estimate exploiting the system (3.3). Combining the estimates obtained 
above, we conclude that for z E Z1(1/2 - E) we have 

( h h2 ) 
IIVll£2(r) :SC I Imzl 5; 2 + I Imzl 4 IIVllu(r)-

For z E Z2 U Z3 one obtains the same estimate with I Imzl replaced by 1. Consequently, for 
llmzl 2": C1h2/5 > C1h1/2+< with a large constant C1 > 0 as well as for z E Z2 U Z3 with 

0 < h :S Jo and Jo > 0 small enough one deduces IIVll£2(r) = 0. This implies E1r = E1r = 0 

which leads to E = E = H = fI = 0 and this completes the proof of Theorem 1. 



28

V.PETKOV 

REFERENCES 

[1] F. Cakoni, H. Haddar, and S. Meng, Boundary integral equations for the transmission eigenvalue problem 
for Maxwelt s equations, J. Integral Equations Appl. 27 (3) (2015), 375-406. 

[2] F. Cakoni, D. Colton, and H. Haddar, Inverse scattering theory and transmission eigenvalues, CBMS­
NSF Regional Conference Series in Applied Mathematics, 88, Society for Industrial and Applied Math­
ematics (SIAM), Philadelphia, PA, 2016. 

[3] F. Cakoni and H-M. Hguyen, On the discreteness of the transmission eigenvalues for the Maxwell equa­
tions, SIAM J. of Math. Analysis, to appear (arXiv: 2004.14670). 

[4] L. Chesnel, Transmission eigenvalue problem for Maxwelt s equations: the T -coercivity as an alternative 
approach, Inverse Problems 28 (6) (2012), 065005. 

[5] F. Colombini, V. Petkov and J. Rauch, Eigenvalues of the Maxwell's equations with dissipative boundary 
conditions, Asymptotic Analysis, 99 (2016), 105-124. 

[6] M. Dimassi and J. Sjostrand, Spectral asymptotics in semi-classical limits, London Mathematical Society, 
Lecture Notes Series, 268, Cambridge University Press, 1999. 

[7] H. Haddar and S. Meng, The spectral analysis of the interior transmission eigenvalue problem for 
Maxwelt s equations, J. Math. Pures Appl. 120 (9) (2018), 1-32. 

[8] V. Petkov and G. Vodev, Asymptotics of the number of the interior transmission eigenvalues, J. Spectral 
theory, 7 (1) (2017), 1- 31. 

[9] V. Petkov, Parabolic transmission eigenvalues-free regions for Maxwell equations, in preparation. 
[10] G. Vodev, Transmission eigenvalue-free regions, Commun. Math. Phys. 336 (2015), 1141-1166. 
[11] G. Vodev, High-frequency approximation of the interior Dirichlet-to-Neumann map and applications to 

the transmission eigenvalues, Anal. & PDE. 11 (1) (2018), 213-236. 
[12] G. Vodev, Parabolic transmission eigenvalues-free regions in the degenerate isotropic case, Asymptotic 

Analysis 106 (2018), 147-168. 
[13] G. Vodev, Semiclassical parametrix for the Maxwell equation and applications to the electromagnetic 

transmission eigenvalues, arXix: Math.AP: 2102.08662. 

UNIVERSITE DE BORDEAUX, INSTITUT DE MATHEMATIQUES DE BORDEAUX, 351, COURS DE LA 

LIBERATION, 33405 TALENCE, FRANCE 


