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Abstract

This thesis describes a statistical approach to automatic chord estimation (ACE)
for music signals. The chord is an important mid-level representation of poly-
phonic music that lies between the musical intentions of humans and actual
musical sounds, and the ACE task has been one of the fundamental research
topics in the music information retrieval (MIR) community.

There are two major approaches to ACE. The discriminative approach is based
on a chord classification model implemented by a deep neural network (DNN)
that directly estimates a chord sequence from a music signal. The performance of
this approach is bounded by the amount of annotated data used for supervised
training. In contrast, the generative approach is based on a probabilistic latent
variable model that represents the generative process of a music signal from a
chord sequence. To solve the inverse problem analytically, only classical models
such as hidden Markov models (HMMs) have mainly been used.

To overcome these limitations, we propose two techniques for neural ACE.
First, we make effective use of an sufficient amount of external MIDI data for
better representation of music signals. Second, we propose a unified generative
and discriminative approach that connects a deep classification model to a deep
generative model through a latent chord sequence following a chord language
model in a variational autoencoding manner. This enables semi-supervised
training of the classification model regularized by the generative model.

In Chapter 3, we propose a DNN-based feature extraction method that pre-
dicts the existence of twelve pitch classes (chroma vectors) in higher (vocal),
lower (bass), and wider (accompaniment) frequency ranges as acoustic features
fed to a chord classification model. Specifically, we train a DNN in a supervised
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manner by using a large amount of MIDI-formatted music scores and the corre-
sponding synthesized music signals as input-output pairs. We experimentally
show that a chord classification model trained with the proposed chroma vectors
outperforms the one trained with conventional chroma vectors.

In Chapter 4, we propose a unified generative and discriminative approach
on the basis of amortized variational inference (AVI). Specifically, we formulate a
deep generative model that represents the generative process of chroma vectors
from discrete labels and continuous features. Given chroma vectors as observed
data, the posterior distributions of the latent labels and features are computed
approximately by using deep classification and recognition models, respectively.
These three models form a variational autoencoder (VAE) and can be trained
jointly in a semi-supervised manner. We experimentally show that the regular-
ization of the classification model on the basis of the language model of chord
labels and the generative model of chroma vectors improves the performance of
ACE even under a fully supervised condition.

In Chapter 5, we integrate the VAE-based regularized training method with
multi-task learning for joint chord and key estimation. Specifically, we introduce
key labels as additional latent variables and formulate a hierarchical generative
model of keys, chords, and chroma vectors reflecting the typical process of mu-
sic composition. We comprehensively investigate possible architectures of each
component of the VAE: the separated, shared, and hierarchical architectures
of the chord and key classification models, and the uniform, Markov, and au-
toregressive architectures of the language model. Through the comparison of
different combinations, we experimentally show that the VAE-based multi-task
learning improves chord estimation as well as key estimation.

Chapter 6 concludes this thesis and briefly discusses future work. The lim-
ited expression capability of chroma vectors and the limited performance im-
provement obtained by the VAE-based semi-supervised training are the main
remaining issues of this study. We therefore discuss the potentials of higher-
dimensional feature representations, advanced temporal models, higher-level
language models, and latent variable disentanglement.
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Chapter 1

Introduction

This chapter describes the research background of automatic chord estimation
from music signals and explains our approach.

1.1 Background

When composing, enjoying, playing, or studying music, we treat music under
various levels of abstraction. The actual audio, often recorded as a waveform,
is the lowest-level representation of music. The musical symbols, which we
usually see in musical scores, are the higher-level abstraction of music. The
musical concepts in western music theory, namely beats, chords, and musical
keys, act as the mid-level representations of polyphonic music that lie between
the highly abstract musical intentions of humans and actual musical sounds.

Automatic music transcription (AMT), which aims to infer the symbolic
representations behind a music signal, has been the fundamental research topic
in the field of music information retrieval (MIR). For example, it forms the basis
of music content visualization (e.g., Songle [1]), and higher-level MIR tasks such
as genre classification [2] and cover song retrieval [3]. Recently, AMT methods
have also been used for creative applications such as automatic DJ or mashup
creation [4].

Among the symbolic music representations, the chord sequence is a domi-
nant mid-level representation. In the Western music tradition, chords are the
main components of music annotations that describe the harmony, the simulta-
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Figure 1.1: The lead sheet of Autumn Leaves.

neous sound of different pitches played in the music. A chord symbol represents
a certain combination of multiple pitches. Unlike musical notes, chords do not
tell the actual pitches, but abstractly represent the harmonic content evolving
over time. For example, in lead sheets (Fig.1.1, a form of music notation con-
sisting of melody, chords, and lyrics), chords are shown to musicians to roughly
suggest the intentions of how musical notes should be arranged and played in
each bar. How chords are used is highly dependent on the music style; Chord
progression in jazz music is often highly complicated, and in popular and rock
music it tends to be more straightforward and repetitive.

This thesis addresses automatic chord estimation (ACE), a sub-task of AMT
that aims to estimate the chord sequence behind a music signal. The diversity
and complexity of the acoustic characteristics of music signals make the ACE
task very challenging. To address the problem, previous studies have focused
on two main aspects of the chord transcription process:

1. Extracting a sequence of audio features from a music signal
2. Estimating a sequence of chord labels from a sequence of audio features

audio feature extraction aims at transforming a raw audio signal into a compact
representation that emphasizes the property of the audio signal that is relevant to
chords. The mainstream of audio features for ACE is the chroma representation,

2
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which is usually calculated by combining various signal processing techniques.
To estimate a chord sequence, a classification model that represents the relations
between audio features and chord labels is designed and trained in a supervised
manner using various machine learning techniques

1.2 Data Representations

We explain acoustic and symbolic representations of the tonal aspects of music
used for ACE.

1.2.1 Chords

A chord is defined as a group of several notes that sound simultaneously. Al-
though some researchers regard a combination of two notes as a chord, in most
cases a chord is supposed to contain at least three notes. The combination of the
notes is specified with a chord label, which is the combination of the root note,
the lowest note in the stacked notes, and the quality, the position of notes in
relation to each other.

A chord with three notes is called a triad. A triad is the most basic category in
chord theory. In particular, the triads that consist of three notes that are stacked
in thirds are the most important, namely the major triads, minor triads diminished
triads, and augmented triads. In a major triad, the interval between the root note
and the second note is a major third, and the interval between the second and
the third note is a minor triad; In a minor triad, the two intervals are a minor
third and a major third, respectively. A diminished triad consists of two minor
thirds, and an augmented triad consists of two major thirds. In addition, the
suspended chords, which consist of a major second and a perfect fourth interval,
is also used occasionally in popular musics.

Chord with four notes is called a tetrad. Generally, tetrad chords are defined
on the basis of the triad chords, i.e., stacking an additional note above the triad
chord. For example, the seventh chord is defined by stacking a third interval
above a triad chord. Because the additional note brings instability to the har-

3



CHAPTER 1. INTRODUCTION

Triads

Tetrads

Chord 
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Figure 1.2: The definitions of triad and tetrad chords, and chord inversions.

mony, tetrad chords have richer acoustic characteristics than triad chords, and
is often used as an accent in jazz and pop music.

When the bass note of the harmony is not the root note, an additional bass
note annotation is added after the chord symbol, forming a transposed chord.
Chord inversion is another technique of music composition that introduces in-
stability to a chord progression. Fig. 1.2 lists the definitions of different chord
labels with root note C. Since there are 12 possible root notes, the total number
of chord labels can be up to 216 if all of the qualities and transpositions are
considered.

1.2.2 Keys

The key is a musical concept that is closely related to the chord concept. Specif-
ically, a key is regarded as a set of notes that are often used in the music. These
notes are typically described using a musical scale, a sequence of notes within a
single octave that are ordered by ascending pitch (Fig. 1.3). Similar to chord
label, a key label is specified with the first note of the scale (or the key note) and
the scale type. Fig. 1.3 shows the major scale and the (natural) minor scale, the
two most basic types of musical scales.

Because the key specifies the notes used in the music, it is closely related to
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(a)

(b)

Figure 1.3: (a) C major scale. (b) C minor scale.

the usage of chords. Keys and chords are both necessary when analyzing the
structure and emotion of the music. The chords with notes that are included in
the scale (or the diatonic chords) are more likely to be used, and the non-diatonic
chords are less likely to be used [5]. Moreover, the key specifies the functionality
of each chord in the music. For example, the diatonic chord whose root note
is the same as the key note is called the tonic chord. The tonic chord creates a
stable feeling, and is usually used at the beginning and end of the music (or the
musical sentence). The diatonic chords whose root notes are the fifth and fourth
note of the musical scale are called the dominant and subdominant chords. These
chords create different levels of tension; The arrangement of chords that evolve
between tension and release can create a sense of drama to the music.

Key transitions occur much less frequently than chord transitions. In most
popular songs, the keys remain unchanged during the whole songs, and thus
the functionality of the chords also remain unchanged in these songs. When
the key transition occurs, the possibility and functionality of the chords would
change correspondingly.

1.2.3 Representations of Chord and Key Labels

In conventional studies on ACE, the chord progression of a musical piece is
represented as a series of chord labels that is time-synchronized with the music
audio. Each label represents the harmony inherited in a specific section of the
piece. In the common datasets used for ACE, the chord information of a musical
piece is annotated as a list of chord labels and the corresponding timestamps
with respect to the music audio (Fig. 1.4). In a typical music processing situation
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Figure 1.4: The original score of the intro of the Beatles song "Let it be" and the
chord annotation with respect to its original recording.

where the audio signal is transformed to a frame-level representation (e.g., a
sequence of chroma vectors), the annotations are given at the frame level as
well, so that each label is assigned to an audio frame.

Similarly, the key can also be represented as a label sequence. If we assume
that the key always remains unchanged during a song, the key can be annotated
using a single label. Otherwise, the time-synchronized representation should
be used as well.

In a computational formulation, a chord/key label is often represented with
a binary vector. The most common form of the chord label representation is
the one-hot vector, a D-dimensional vector (D is the total number of chords),
where the dimension corresponding to the represented chord is set to 1, while the
other dimensions are set to 0. Another representation focuses on the hierarchical
structure of the definitions of chords, and represents a chord with multiple one-
hot vectors that tell the root note, triad type, additional notes, transposition,
and so on [6, 7]. Alternatively, one can also use a template vector [8], a multi-
hot binary vector whose dimensions represent the activation states of the notes
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(pitch classes). One problem of using the template vector-based representation
is the ambiguity of chord labels; Different chords might be represented with the
same template vector when the chords share the same set of pitch classes.

1.2.4 Representations of Music Signals

Because the ACE task focuses on the pitches in the music audio, a common
ACE system transforms the audio signal of the music into a 2-dimensional time-
frequency representation (such as short-time Fourier transform spectrogram),
which represents the evolution of sound energy on each frequency bin along
time. More specifically, the time-frequency representation is a time series of
spectrum vectors, each spectrum representing the energy of each frequency in
a short snippet of the audio signal (as known as audio frame). Typically, it is still
difficult to distinguish chords from the raw spectrogram of music audio, for it
may contain various elements that are irrelevant to chords, such as percussive
sounds, overtones, main melodies and other decorative pitches. Therefore,
ACE studies try to extract higher-level audio representation from the audio
spectrogram.

The chroma vector [9] is the most commonly-used audio feature representa-
tion for ACE methods. The main idea of chroma vector is to aggregate all pitch
salience information in the music audio into 12 pitch classes. The motivation of
calculating chroma vectors is related to human’s auditory characteristics on the
chromatic scale; Notes that belong to the same pitch class are perceived as similar,
while notes that belong to different pitch classes are perceived as dissimilar.
Practically, when we recognize a chord from the sound of multiple notes, we
often focus on the pitch classes of the notes, and take less interest in the vertical
placement of the notes in relation to each other (known as the voicing). There-
fore, chroma vectors can preserve sufficient information on the harmonic state
of music audio with a small number of dimensions.

7
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1.3 Approaches

In this thesis, we present two approaches to ACE that make effective use of
existing non-paired music data (MIDI files and non-annotated music signals).
First, we introduce a data-driven audio feature extraction method that signif-
icantly enhances the pitch salience information crucial for ACE. Second, we
propose a unified discriminative and generative approach to ACE that enables
both supervised and unsupervised training.

1.3.1 DNN-Based Chroma Vector Extraction

In Chapter 3, we propose a data-driven method for effective audio feature ex-
traction. Transforming the raw audio signal into audio feature representation is
the first step of chord estimation. As discussed in Chapter 2, the chroma repre-
sentation, which describes how the salience of the 12 pitch classes vary across
the duration of the audio, has been commonly employed as the audio feature
representation in the related studies. A variety of techniques were proposed for
precisely extracting the pitch class information in the music audio. The earlier
methods were based on expert knowledge on frequency-domain audio signal
analysis, combining multi-pitch estimation, sound source separation, and noise
compression techniques. Due to the diversity and complexity of the acoustic
characteristics of music signals, designing a good feature extraction method that
is useful for ACE has been very challenging.

The proposed data-driven method omits these feature engineering tech-
niques. Instead of careful feature engineering, we implement a feature extraction
model using a deep neural network that directly outputs the pitch class salience
from audio spectrogram. The feature extraction model is intended to automati-
cally learn the optimal feature extraction process using a large amount of training
data. We find that music data in Musical Instrument Digital Interface (MIDI)
format is very suitable for constructing a large-scale training dataset for such
purpose. More specifically, from the note information in a general MIDI music
data, both the music audio and its target chroma vectors can be automatically
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obtained. Compared with spectral analysis-based feature extraction methods,
the data-driven feature extraction method is robust to disturbances by unrelated
sound such as percussive sound, and the pitch class salience is more distinct. As
a result, the proposed feature extraction method can improve ACE performance
of chord classification models without collecting additional annotated music
data.

1.3.2 VAE-Based Joint Generative and Discriminative Model-
ing

In Chapter 4, we propose a new training methodology for DNN-based ACE
method on the basis of the variational autoencoder (VAE). Conventional DNN-
based ACE methods take a discriminative approach; A deep model is trained to
directly convert audio features into the posterior of chord labels. Discriminative
approach makes chord label inference very straightforward, but also oversim-
plifies how a person transcribes music. In such methods, the classifier is usually
trained for learning a frame-wise audio-to-label mapping without considering
the characteristics of chord label sequences and the generative process of music.
In addition, the classifier needs to be trained in a fully supervised manner, and
the performance of ACE heavily depends on the amount, diversity, and quality
of annotated music signals because of the nature of supervised training.

We formulate ACE from a generative approach. More specifically, we formu-
late a deep generative model that represents the complex generative process of
audio feature (observed variables) from the discrete chord labels and continuous
latent features (latent variables). The deep classification and recognition models
are then introduced for inferring the distributions of the latent variables given
the observation, in the manner of variational inference. These three compo-
nents forms a variational autoencoder (VAE) [10], which can be jointly trained
in a (semi-)supervised manner where the generative model acts as a regularizer
for the classification model.
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1.3.3 Multi-Task Learning-Based Joint Chord and Key Estima-
tion

In Chapter 5, we extend the VAE proposed in Chapter 4 to introduce key labels
and present a joint chord and key estimation method. The main limitations of
existing work on joint estimation of multiple musical elements are the lack of
sufficient supervised data, and the absence of a solid formulation representing
the relations between different musical concepts. Chapter 4 shows the advantage
of VAE-based training that the prior of the latent variables could act as a language
model that effectively regularizes the label classification model during unsuper-
vised training. On the basis of this finding, we further examine whether the
proposed method can apply to automatic estimation of multiple music concepts
that are semantically related.

Specifically, we add latent variables representing the musical key labels, and
formulate a hierarchical generative model representing the generative process
from keys to chords and that from chords to chroma vectors. The deep classifi-
cation model and the language models that represent the relations of multiple
musical labels are then introduced. When formulating the VAE, we consider var-
ious approaches to implement the classification model and the language models.
By comparing the combinations of different implementations, we evaluate the
effectiveness of the joint estimation method.

1.4 Organization

Chapter 2 reviews related work on automatic chord estimation for music signals.
Chapter 3 presents a deep feature extraction model trained with large-scale
MIDI data, and also presents a large-vocabulary ACE method on the basis of
the extracted features. Chapter 4 presents a semi-supervised ACE method on
the basis of a VAE. Chapter 5 presents a joint chord and key estimation method
on the basis of an extended VAE. Chapter 6 concludes this thesis with future
directions.
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Chapter 2

Literature Review

This chapter reviews related works on automatic chord estimation. Generally,
ACE studies focus on different aspects of ACE systems (Fig. 2.1), including
audio feature extraction, model formulation and training, chord label inference,
and performance evaluation. We first review the methods for audio feature
extraction, and then discuss different approaches to formulating and training
a chord classification model. Finally, we discuss the evaluation metrics in the
ACE studies.

2.1 Audio Feature Extraction

This section discusses the very first step of ACE systems, namely feature extrac-
tion from audio signals.

2.1.1 Chroma Feature

The chroma vectors has been the standard audio representation for ACE research
since it was proposed by Fujishima [9]. Many variants of chroma vectors have
been proposed by earlier ACE studies. The Main steps for calculating chroma
vectors from music audio are shown in Fig. 2.2.

Like other audio processing methods, the first step of the calculation is
transforming the audio signal into the frequency domain to obtain the frequency
representation called spectrogram. Short Time Fourier Transform (STFT), which
computes the frequency magnitude in a sliding window across the signal, is the
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Figure 2.1: The components and workflow in typical ACE studies. Data are
shown as rectangles, and processes are shown as rounded rectangles.

standard way for frequency domain transformation. However, STFT does not
suit well to many music analysis tasks because of the fixed-length window; Short
windows will result in poor frequency resolution, which means frequencies with
long wavelengths cannot be distinguished, whilst long windows will result
in poor time resolution. Moreover, because human’s perception of pitches is
more closely related to the logarithmic frequency scale, the linear frequency
scale of STFT spectrogram is unsuitable for describing pitch-based information.
As a solution to the frequency scale issue, some studies further transform the
frequency range into logarithmic scale [11], by applying a certain log-filterbank
on the audio signal. Another way to obtain the log-scale spectrogram is Constant-
Q Transform (CQT) [12]. By making use of frequency-dependent window lengths,
CQT partially resolves the problem of fixed-length window, and becomes a
popular choice for frequency domain representation.

A key element of feature calculation is to filter out various irrelevant informa-
tion in music audio, such as percussive noise, overtones, or timbral variations.
Harmonic Percussive Source Separation (HPSS) algorithm [13, 14] is often used
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Figure 2.2: The common steps to convert music audio into chroma feature.

for filtering out the percussive components in the spectrogram. To deal with
the overtones, some musical pitch tracking techniques are used to transform the
magnitude spectrogram into pitch salience representations. For example, the
NNLS Chroma [11] is obtained by solving a Non-Negative Least Squares problem on
the log-scaled spectrogram of music audio. Similarly, the Harmonic Pitch Class
Profile (HPCP) [15] is computed from the pitch salience information estimated
by performing a peak tracking process on the spectrogram.

The pre-processed spectrogram or pitch salience is transformed into chroma
feature by octave summation. The summed values are often affected by the
dynamics of the spectrogram/salience values along time. To mitigate the effect
of the dynamics and enhance the active pitch classes, some feature processing
techniques can be applied to the summed vector, such as logarithmic compres-
sion.

In many cases, a single-octave chroma feature with only 12 dimensions is not
capable of expressing the harmonic state of the music. Especially, describing
harmony states with only 12 pitch classes may cause ambiguity when the chord
vocabulary includes complicated chord types. Some studies [11, 16] employed
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multi-channel chroma, which extends the chroma feature to represent the pitch
class salience of multiple frequency bands with 12n-dimension vectors (n ∈ N).
In particular, the bass chroma, which represents the pitch-class salience of the
lower frequency band, plays an important role in chord recognition, because the
bass note is an important basis for defining a chord.

2.1.2 Data-Driven Feature Representation

Instead of carefully designing the feature extraction process on the basis of
explicit knowledge, some studies tried to obtain a good feature representation
by training a machine-learning model with actual music data. Korzeniowski’s
deep chroma extractor [8] is a DNN-based chroma feature estimator that takes log-
scaled spectrogram as input and outputs 12-dimension vectors representing the
corresponding pitch class saliences. To train the DNN, the chord annotations for
music data are transformed into chord template vectors that tell the pitch classes
that the chords contain. The template vectors are then regarded as the ground-
truth chroma feature for training the DNN. Some recent studies even discarded
the explicit feature representation, and let the DNN implicitly learn a proper
feature representation at its hidden layers [17]. This approach usually requires
a larger amount of training data to guarantee the generalized performance. The
study of deep chroma extractor showed the advantage of data-driven feature
representations: it effectively discards the irrelevant information in music audio.
Therefore, the data-driven feature can significantly improve chord estimation
performance, compared with the hand-crafted features. Moreover, the data-
driven feature may also be useful in any other MIR applications that use similar
feature representations (e.g., structural segmentation, key estimation, and cover
song identification).

2.2 Automatic Chord Estimation

This section discusses the various approaches to formulating a chord classifica-
tion model in the existing ACE studies. Formulation of the chord classification

14



2.2. AUTOMATIC CHORD ESTIMATION

model, which defines how audio features and chord labels are related, is the
core of ACE studies. Practically, conventional ACE studies have been focus-
ing on data-driven methods on the basis of statistical models, and we roughly
categorize them into generative and discriminative approaches.

2.2.1 Generative Approach

Early studies took the generative approach on the basis of a classical probabilistic
latent variable model. In the probabilistic framework, inferring the chord label
sequence Y from observed sequence X is regarded as a maximum a posteriori
probability (MAP) estimation as follows:

Y = argmax
Y

p(Y|X). (2.1)

When p(Y|X) is intractable, we can transform the formulation using the Bayes’
theorem:

p(Y|X) =
p(X|Y)p(Y)

p(X)
∝ p(X|Y)p(Y), (2.2)

where p(X|Y)p(Y) represents the generative process from Y to X. Therefore,
Eq. 2.1 is formulated as follows:

Y = argmax
Y

p(X|Y)p(Y). (2.3)

In particular, Hidden Markov model (HMM) [18] has been the most common
method for assigning chord labels to audio frames [19]. In an HMM, the latent
variables (i.e., chord labels) are represented as discrete latent states. At every
time step, it emits an instance of the observed variable under the current latent
state, and then transits from the current state to another state following first- or
higher-order Markov process. The frame-wise emission probability of the latent
states formulates the posterior p(X|Y) in (2.3) as follows:

p(X|Y) =
N∏

n=1

p(xn|yn), (2.4)
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and the transition probability between the latent states formulates the prior p(Y)

as follows:

p(Y) = p(y1)
N∏

n=2

p(yn|yn−1). (2.5)

As is shown in the formulations, an HMM contains two assumptions on the
observed and latent variables: the hidden variables form a Markov chain, and
each observed variable is conditionally independent to all others.

Various techniques have been proposed to improve chord estimation by
HMM. For example, according to musical theory, the usage of chords and the
tendency of chord transition depends on the keys [5]. Therefore, it is reason-
able to introduce an additional latent variable representing musical s. Lee and
Slaney did this by training multiple HMMs corresponding to different keys [20].
Mauch and Dixon proposed a dynamic Bayesian network (DBN) that represents
the hierarchical structure over metrical positions, musical keys, bass notes, and
chords, and formulates the generative process of 2-channel chroma feature [21].
Similarly, Ni et al.proposed harmony progression analyzer (HPA) that uses a
DBN whose latetnt states represent chords, inversions, and musical keys [22].

Some studies have focused on the temporal characteristics of frame-level
chord labels. To represent repetitions of chord patterns, for example, multi-
order HMMs [23] and duration explicit HMMs [24] have been proposed, where
the results of ACE were found to be intensive to the frame-level transition proba-
bilities of chord labels. Although such a frame-level language model is incapable
of learning typical chord progressions at the symbol level, it is still effective for
encouraging the continuity of chord labels at the frame level.

2.2.2 Discriminative Approach

DNNs have intensively been used as a powerful discriminative model for directly
estimating the posterior probability p(X|Y). Humphrey and Bello [17] firstly
proposed to use a convolutional neural network (CNN) for learning an effective
representation of raw audio spectrograms, and provide the chord posteriors at
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the output layer. Since then, a number of DNN-based discriminative ACE meth-
ods have been proposed that use Convolutional Neural Networks [6], Recurrent
Neural Netoworks [7,25–27], or transformers [28]. In general, these DNN-based
methods have outperformed the HMM-based generative methods [29].

The limitation of the discriminative approach is that it often oversimplifies
the process that a person transcribes music. The transcription models simply
focus on learning the audio-to-label mapping, while the label-to-audio gener-
ative process is ignored. Consequently, the trained models often suffer from
estimation errors that obviously conflict with the common sense on musical
scores, e.g., over-frequent label transitions. To remedy this problem, chord lan-
guage models are usually integrated with the classification model to provide
temporally-coherent chord labels at the inference stage. An HMM or a condi-
tional random field (CRF) [29, 30], for example, can be used for estimating the
optimal path of chord labels from the estimated posterior probabilities. This
is similar to the DNN-HMM hybrid model for automatic speech recognition
(ASR) [31] that integrates a DNN acoustic model and an HMM language model.
Besides, recurrent neural networks (RNNs), which can represent longer-term
dependencies of label sequences, have also been used as language models [32].
Unlike HMMs, RNN-based language models do not have efficient algorithm to
infer the optimal label sequence; instead, beam-search algorithm is used in these
cases to infer a near-optimal sequence.

Chen [24] pointed out that in the frame-level formulation, the main effect
of HMM-based language model is simply smoothing the label sequence, i.e.,
reducing the label transitions. The transition probabilities between latent states,
which represent the tendencies of chord progression, have much less impact
on the chord estimation performance than the smoothing effect. Korzeniowski
et al.further pointed out that the frame-based temporal models, either HMM-
based or RNN-based models are incapable of expressing the musical structure
within the musical chords. RNN-based models are, nevertheless, better at mod-
eling chord sequence at the symbol level (i.e., the chord label transits at every
time step) [33,34]. Korzeniowski conjectured that chord estimation performance
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would be improved if the symbol-wise language model is applied to chord infer-
ence. In his later work [26], he tried to integrate the frame-wise acoustic model
with the symbol-wise language model by introducing another sequence model,
namely duration model, that predicts how long a chord symbol would repeat
itself at the frame level.

Furthermore, it is a critical issue for deep learning-based discriminative
methods to collect enough amount of training data with sufficient annotation
quality. Specific to the chord estimation field, time-synchronized ground-truth
chord labels are necessary for supervised training. However, annotating those
time-synchronized labels is not only time consuming and tedious, but also needs
professional music knowledge. Although the label quantity can be increased by
employing more annotators or applying data augmentation [29], the bias of keys,
chord types, and music genres may still affect the performance of supervised
training. To mitigate the annotation cost, Wu [27] proposed an HMM-based
forced alignment approach that estimates the timing information of the non-
aligned chord annotations.

2.2.3 Autoencoding Formulation

Autoencoding formulation is considered to be an effective approach for applying
generation-based formulation in DNN-based methods. Unlike the HMM-based
generative models, deep temporal models (e.g., recurrent neural networks) do
not assume that latent sequences are Markovian, or that the observed variables
are conditionally independent. In these cases, the posteriors of the latent vari-
ables with respect to the deep generative models are usually intractable. The
autoencoding formulation solves this problem by formulating a cyclic architec-
ture using a pair of deep models. More specifically, the latent variables are
firstly estimated from the observed variable by the recognition model (as known
as the encoder). Then, a learnable generator (as known as decoder) tries to cor-
rectly reconstruct the observed variable given the estimated latent variable. By
jointly optimizing the encoder and the decoder, the encoder is encouraged to
output the correct latent variable so that the decoder can correctly reconstruct
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the observation.
Integration of deep generative and discriminative models has actively been

explored in the context of unsupervised or semi-supervised machine learning.
In the field of Automatic Speech Recognition (ASR), some studies tried to jointly
train a speech-to-text model with a text-to-speech model to improve the per-
formance of ASR by using both annotated and non-annotated speech audio
signals [35]. For the MIR studies, Choi and Cho [36] proposed an unsupervised
drum transcription method which formulated a synthesizer with concrete drum
sound samples, and trains a deep transcription model to minimize the distance
between the observed and synthesized audio.

Specifically, the variational autoencoder (VAE) [10] have been the most popular
strategy to jointly optimize the two models. The original VAE formulates a latent
variable model as follows:

p(X,Z) = p(X|Z)p(Z), (2.6)

where X is the observed variable and Z is the latent variable. For the latent vari-
able’s posterior p(Z|X) = p(X|Z)p(Z)/p(X) is analytically intractable under the
DNN-based formulation, a recognition model q(Z|X) is introduced to estimate
the true posterior p(Z|X) in the framework of amortized variational inference
(AVI).

In a VAE, the joint optimization of the generative model p(X|Z) and the
recognition model q(Z|X) is done by optimizing the variational lower bound LX

of the log-marginal likelihood log p(X) defined as follows:

log p(X) = log

∫
p(X,Z)dZ

= log

∫
q(Z|X)

p(X,Z)

q(Z|X)
dZ

≥
∫

q(Z|X) log
p(X,Z)

q(Z|X)
dZ

def
= LX, (2.7)

where the equality holds, i.e., LX is maximized, if and only if q(Z|X) = p(Z|X).
Since the gap between log p(X) and LX in (2.7) is given as the KL divergence
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from q(Z|X) to p(Z|X), the minimization of the KL divergence is equivalent
to the maximization of LX. Practically, the target of training the generative
and recognition model is to maximize the following approximation of LX using
Monte Carlo integration:

LX = Eq(Z|X)[log p(Z)− log q(Z|X)]− Eq(Z|X)[log p(X|Z)] + log p(X)

≈ 1

I

I∑
i=1

log p(X|Zi)−KL(q(Z|X)||p(Z)), (2.8)

whereZi is a sample drawn from q(Z|X), and the number of samples I is usually
set to 1 in a typical VAE implementation.

Its extension, known as the Conditional VAE (CVAE) [37], enables semi-
supervised training for deep classification models by introducing the label as
an additional latent variable. By introducing the latent label Y, the generative
process is described as follows:

p(X,Y,Z) = p(X|Y,Z)p(Y)p(Z). (2.9)

Let q(Y|X) and q(Z|X) be the variational approximations for the latent variables
Y,Z. The training objective is to maximize the ELBO of both log p(X,Y) (super-
vised condition) and log p(X) (unsupervised condition), which is derived in the
similar way with (2.7) and (2.8):

LX,Y ≈ 1

I

I∑
i=1

log p(X|Zi,Y)−KL(q(Z|X)||p(Z)), (2.10)

LX ≈ 1

I

I∑
i=1

log p(X|Zi,Yi)−KL(q(Z|X)||p(Z))−KL(q(Y|X)||p(Y)), (2.11)

where Yi is the sample drawn from q(Yi|X), and the bound on the marginal
likelihood for the entire dataset is:

L =
∑
X

LX +
∑

XwithY

LX,Y. (2.12)
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The classification model q(Y|X) contributes only to the unsupervised objective
(2.11), and is not trained as a label estimator. To remedy this, the objective
function is extended to include the classification loss term:

L′ = L+
∑

XwithY

log q(Y|X). (2.13)

In this way, the classification model is optimized in two ways:

1. Under the supervised condition, the classification model is trained to maxi-
mize the likelihood of the ground-truth labels w.r.tthe model (the standard
maximum likelihood estimation framework);

2. Under the unsupervised condition, the classification model is trained so that
the generative model can correctly reconstruct the observed variable when
conditioned by the estimated label. In other words, the generative model
acts as a regularizer for the classification model to improve the classification
performance.

2.2.4 Multi-Task Learning

The key of multi-task AMT is to properly formulate the semantic relations be-
tween different musical elements. As is mentioned in this section, HMMs have
been extensively applied in earlier studies that model the hierarchical generative
process of labels and features. Lee and Slaney [20] proposed joint training of
multiple HMMs corresponding to different keys, for the likelihood and transi-
tion probabilities are considered to be dependent to keys. Given an unknown
sequence of chroma feature, the chord sequence and musical key can be jointly
determined by inferring the optimal sequences from all the HMMs, and select-
ing the one with the highest likelihood. In other studies, the relations between
the musical concepts are hierarchically formulated as the emission probabilities
conditioned by the latent states of HMMs [21, 22, 38]. This approach explicitly
reflects our basic musical knowledge, e.g., the usage of chord labels depend
on the key of the music [5], chord transitions are more likely to occur at beat
positions. Papadopoulo and Peeters [39] proposed a joint chord and downbeat
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estimation model which focuses on the relationship between downbeats and
chord transition positions.

For DNN-based methods, one common approach to deal with multiple mu-
sical elements is multi-task learning. In this approach, a DNN is trained to
jointly estimate the posteriors of multiple target variables, so that it can im-
plicitly learn the relations between different musical concepts, and improve the
prediction reliability. A typical approach to multi-task learning is to decompose
a single task into several sub-tasks. For example, Böck et al. [40] proposed a
multi-task approach for simultaneous estimation of tempo, beat, and downbeat.
Yang et al. [41] proposed a multi-task DNN that jointly estimates chords and root
notes. Similarly, Mcfee and Bello [6] employed a structured training strategy for
DNN-based music chord estimation, which jointly estimates root notes, bass
notes and pitch classes as well as chord classes. The harmony transformer pro-
posed by Chen and Su [28] jointly estimates chord sequence and chord transition
positions to improve the estimation performance.

Some studies have explored the application of multi-task learning for joint
estimation of different musical concepts. Böck et al. [42] used multi-task learning
for joint estimation of tempos and beats, and showed its benefit for beat tracking.
Jiang et al. [43] used crowd-sourced data to train a DNN-based multi-task clas-
sification model that jointly estimates keys, chords, beats, and melody scales.
In the MIREX2019 competition, the multi-task classification improved the key
estimation performance. These multi-task methods do not explicitly formulate
the hierarchical semantic structures of the musical symbols.

2.3 Evaluation Metrics

The performance of an ACE method is typically measured by the overlap rate
between the estimated and annotated chord labels. A standard metric employed
by Music Information Retrieval Evaluation eXchange (MIREX) is called chord
symbol recall (CSR):

CSR =
Toverlap

Tannotation

, (2.14)
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Table 2.1: Durations of Chord Qualities in the Common Datasets

Quality shorthand Duration [h]
maj 41.93
min 11.19
aug 0.16
dim 0.21
sus2 0.25
sus4 1.70
maj6 0.93
min6 0.28

7 6.72
maj7 2.24
min7 6.00

minmaj7 0.03

where Toverlap is the total duration of segments where the annotation equals the
estimation, and Tannotation is the total duration of annotated segments. Because
the length of music can have a wide variety, CSR is often weighted by the length
of the song when computing an average for a given corpus, which is referred
to as the weighted chord symbol recall (WCSR). Some automation tools have been
released for calculating the overlap rate [44].

The chord vocabulary is a key factor of chord estimation. The majority of
related works adopted the most basic vocabulary, which includes only major and
minor triads, plus a non-chord label. Because common annotation datasets use a
much larger chord vocabulary, the chord labels should be reduced to major and
minor triads following certain rules [45] when formulating and evaluating the
ACE methods on the basic vocabulary. Larger chord vocabularies, which include
rare triads, tetrads, and/or chord inversions, are very challenging evaluation
metrics. The main difficulty in ACE with such vocabulary is distinguishing
similar chords that share multiple pitch classes, or even the same roots (e.g.,
Cmaj and C7). These chords sound very similar, so they are often difficult
to distinguish on the basis of the audio feature; Moreover, the subjectivity of
annotators leads to the inconsistency of chord annotations [46]. Some studies
try to mitigate the difficulties by reflecting the musical knowledge about the
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consistent tones and taxonomy of chord labels [6, 7, 47] into objective functions
and/or by using an even-chance training scheme [48].

ACE studies use some common chord annotation datasets for evaluating the
effectiveness of the proposed methods:

1. Isophonics [45]: 217 songs from the albums by The Beatles, Queen, and
Zweieck;

2. RWC-Popular [49]: 100 Japanese and American style pop songs;
3. Robbie Williams Dataset [50]: 65 songs from the albums by Robbie Williams;
4. uspop2002 [51]: 186 songs of American popular songs
5. McGill Billboard Dataset [52]: 726 songs that are randomly selected from

Billboard charts.

In these datasets, the ground-truth chord progressions of these songs are anno-
tated with the label syntax specified in [45]. One important property of these
datasets is the imbalanced distribution of chord qualities: as shown in Table
2.1, the major and minor triads make up the majority of the duration, while the
duration of other chord qualities are much shorter. In machine-learning based
methods, the imbalance of label categories in training data has large impact
on recognition performance. Lack of samples of chord annotations other than
major and minor triads is another reason why large-vocabulary chord estimation
is challenging.
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Chapter 3

DNN-Based Chroma Vector
Extraction

This chapter presents the data-driven feature extraction method from music
audio. We construct a large set of time-synchronized MIDI-audio pairs to train
a DNN feature extraction model, which is then used to estimate the pitch class
saliences of real-world music audio recordings. The extracted multi-channel
chromagram is then used for implementing a higher performance ACE model.
Furthermore, we show a simple but effective approach for recognizing difficult
chord types on the basis of the proposed feature representation.

3.1 Introduction

Most of the recent works on ACE tend to rely on purely data-driven methods
on the basis of general purpose machine learning models. In these works,
data pairs of music recordings and corresponding (time-synchronized) chord
annotations are collected and used for supervised training. Thanks to DNN’s
high generalization capabilities, the trained chord classification models are able
to achieve good performance without careful feature engineering. However,
the performance is highly dependent on the amount of training data, which is
usually hard to annotate or collect in sufficient quantities.

To overcome the limitation, we try to make use of music data in Music
Instrument Digital Interface (MIDI) format as supplementary training data, to
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improve the performance of ACE model at low cost [30]. Raffel [53] pointed
out the potentials of MIDI files. A piece of music recorded as the MIDI format
can provide detailed annotations of transcription, keys and meters, as long as
they are matched to the corresponding audio recordings. Moreover, one can
automatically synthesize the music audio using any sound library that supports
General MIDI. In other words, MIDI music data can describe musical works
in both continuous signal domain and discrete musical symbol domain. We can
thus easily generate a large amount of audio-annotation pairs with guaranteed
annotation correctness, and use them for machine-learning models.

Specifically, we formulate a DNN-based feature extraction model that es-
timates the frame-wise pitch class salience given an audio spectrogram. This
model is trained using a large set of music audio synthesized from MIDI files,
and the ground-truth pitch class salience, which is calculated from the note
information. Although the model is trained on synthesized music data, it works
well on real-world music recordings. We experimentally show in this chapter
that the proposed data-driven model can introduce a strong domain knowl-
edge into the chord classification model, and is able to effectively improve chord
estimation performance.

The idea of using MIDI-synthesized music data for ACE task is also employed
in Lee’s work [19]. In his method, a symbolic music harmony analysis tool is
used to transform the note information in the MIDI files to chord annotations.
The generated annotations are used for training the HMM chord classification
model, together with the synthesized music audio. Similarly, we use the note in-
formation to obtain the annotation for the synthesized audio, but the annotation
format is the pitch-class salience representation.

3.2 Method

3.2.1 Preprocessing

Each audio signal (Either MIDI-synthesized audio or real-world recording) is
first downsampled to 22,050Hz and transformed into log-frequency spectro-
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gram via Constant-Q Transform (CQT), which is computed over 7 octaves (from
note C1 to B7) with 12 bins per octave (the distance of neighboring bins is one
semitone) and 2048 samples of hop size. CQT is calculated on the music au-
dio multiple times with different minimum frequencies that are harmonically
scaled: h · fmin to obtain a multi-channel spectral representation, so that the
harmonics are aligned across the channels. This stacked representation is called
Harmonic CQT (H-CQT) [54], which has been applied in DNN-based pitch
salience estimation task.

The calculated H-CQT spectrogram is normalized before it is used as model
input. We first transform it into the log scale:

Slog = ln(S+ ϵ), (3.1)

where S represents the raw CQT spectrogram and ϵ is a small number for
avoiding zero value in log calculation. We then apply global mean-variance
normalization to reduce the variance of overall spectral energy between different
music pieces.

Snorm =
Slog −mean(Slog)

var(Slog)
. (3.2)

Finally, the preprocessed H-CQT spectrogram is sent to the deep feature extrac-
tion model as the input matrix.

3.2.2 Target Representation

Our goal is to train a DNN that can transform the spectrogram Snorm into the
desirable chroma representation. We let X = {x1, ...,xN} be the sequence of
chroma vectors corresponding to the music spectrogram, where xn ∈ {0, 1}D

is a D-dimensional binary vector representing the existence of D pitch classes
at frame n. Specifically, we let xn include 3 different pitch class information
(D = 36): the pitch class of bass note, top note, and middle notes. To convert
a MIDI file into the ground-truth feature vector X, first the note information is
transformed into frame-wise piano-roll representation (the notes of percussive
instruments are discarded). Then, note activations at each frame are reflected in
the corresponding feature vector (Fig. 3.1):
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Figure 3.1: MIDI note activation of a time frame is represented in three 12-
dimension vectors, indicating the pitch classes of current bass note, middle
notes and top note, respectively.

• The pitch class of the highest note is assigned 1 in the top note channel;
• The pitch class of the lowest note is assigned 1 in the bass note channel;
• The pitch classes of all active notes except the highest and lowest notes are

alligned 1 in the middle note channel.

We make full use of the advantage of MIDI data to provide more meaningful
and far less error-prone annotations for feature learning.

Each value in the DNN’s output represents a Bernoulli distribution that tells
the probability whether the corresponding pitch class is present or not. The
training objective of the DNN is to minimize the cross entropy between the out-
put probabilities and the ground-truth values. After the DNN is trained, it can
be used to effectively estimate the pitch class information of music recordings.

3.2.3 DNN for Feature Extraction

We formulate a fully convolutional neural network to construct a learnable
pitch-class salience prediction model. As illustrated in Fig.3.2, the network is
constructed with 7 convolutional layers. The first layer takes the multi-channel
H-CQT spectrogram as the input, and convolves it with 64 learnable filters of
size 3× 11. Each kernel covers a pitch interval of 3 semitones, and a wider time
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Figure 3.2: The architecture of the CNN feature extraction model.

interval of 11 frames (about 1 second). The following layers have 64 filters of
size 5× 5. The output of each convolutional layer is batch-normalized, and then
activated with a rectifier linear unit (ReLU).

Two skip connections are introduced in the hidden layers, which means the
input values of the layers are added to the output. Skip connection is a network
design technique introduced in Resnet [55], which makes network training easier
by letting the nonlinear transform learn the residual mapping between input and
output, instead of direct mapping. The output layer has 36 filters, each filter
covers the whole range across the second axis of input, and maps the covered
area to an output channel which represents a single dimension of the feature.
Finally, the output layer, which is activated with sigmoid function, outputs an
array of size 36×N , where each value is ranged from 0.0 to 1.0.

3.2.4 Network Training

The DNN is trained to minimize the cross-entropy error between the network
output and the binary target vectors. The optimal parameters of the neural
network is estimated using stochastic gradient descent algorithm. In light of our
experience, the network is optimzed using AdaDelta optimization algorithm [56]
in our experiments. As is described in Fig. 3.3, the music audio and the ground-
truth feature representation for supervised training are both generated from the
MIDI files.
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Figure 3.3: The calculation pipeline of the CNN feature extractior trained with
the synthesized MIDI data.

For network training, we collected 6000 Standard MIDI files (SMFs) from
RWC Classical, Jazz and Genres dataset [49] and Lakh MIDI dataset [53]. When
synthesizing music audio, we used Chorium soundfont as the sound source of
the instruments. An example of the chromagram extracted from song Modoranai
Natsu in RWC-Popular dataset, in light of different extraction methods, is shown
in Fig. 3.5. The three subplots are (a) logarithmic-compressed normal chroma-
gram calculated from CQT spectrogram (b) chromagram calculated using the
deep chroma extractor [8], and (c) the one calculated using the CNN trained with
the proposed method (middle part), respectively. We also plot the "ground-
truth" chroma according to the time-synchromized MIDI file of the song for
reference.

Although the feature extraction model is trained on the synthesized music
audio, Fig. 3.5 shows that it is capable of dealing with real-world music record-
ings. The advantages of the feature extracted with data-driven methods can be
clearly observed from the examples: in (a), the percussion sounds often intro-
duce disturbing energy peak across a wide frequency range, but in (b) and (c)
they are effectively discarded. The feature (c) is obviously closer to the ground-
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Figure 3.4: Overview of the training procedure for the BLSTM-CRF decoder.
The BLSTM network is first trained as a classifier, then the CRF is trained with
the same dataset. On each forward computation the input feature sequences are
rolled along the pitch axis for a random number of times, and the ground truth
label sequences are also correspondingly adjusted.

truth feature than (b), showing that the MIDI-trained feature can more precisely
extract the actual pitch class information.

3.2.5 Chord Sequence Decoder

To complete the automatic chord estimation system, we design a decoding model
for pattern matching and decoding chord sequences when the proposed feature
sequence is given. The decoding model is consisted of a Bidirectional Long-
Short Term Memory (BLSTM) model that performs pattern matching, and a
linear chain Conditional Random Field (CRF) The overall architecture of the
proposed ACE method is illustrated in Fig. 3.6.

3.2.6 Decoder Training

The ordinary audio-chord annotation pair dataset is used for training the clas-
sifier and the decoder. More specifically, the training dataset is composed of
pairs of chroma vector sequences (obtained from above feature extraction stage)
and time-synchronized chord annotation data. As there is no need for the de-
coder to learn the dependency across the whole music, the BLSTM-CRF model
is trained by randomly taking a sequence of a fixed length (128 frames, or about
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Figure 3.5: Illustration of the chroma vector sequence calculated from an audio
snippet of song Modoranai natsu in RWC-Popular dataset, with different feature
extraction methods: (a) logarithmic-compressed normal chromagram computed
from the CQT spectrogram; (b) chromagram extracted with the deep chroma
extractor; (c) chromagram(the middle note part) extracted with the proposed
CNN extractor trained on the MIDI dataset. The bottom plot is the ground-
truth chromagram calculated from the time-synchronized MIDI file of the song.

10 seconds) each time.
As illustrated in Fig. 3.4, the classifier (BLSTM) and the decoder (CRF)

component are trained individually. First, we train the BLSTM network with the
output layer activated with softmax function, to classify the feature sequence
by itself. Then we fix the well-trained parameters of the BLSTM network and
use the same dataset to train the parameters of the CRF. To compensate for the
chord class imbalance within the dataset, on each forward computation in the
training stage, the bass, middle, and top note part of the input chroma vectors
are rolled along the pitch axis for a random number of time (from 0 to 11). The
target ground-truth sequences are also adjusted according to the shift amount.

3.3 Towards Large Vocabulary Chord Estimation

As is discussed in Chapter 1, major and minor triads are just a small part of
the chord vocabulary defined by the musical theory. Recognizing the chord
types that are less frequently used than major and minor triads is a challenging
problem in ACE researches. Most chord estimation methods, including the pro-
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Figure 3.6: Overview of the presented chord classification model. The model is
composed of a deep CNN feature extraction model trained with MIDI dataset,
a BLSTM sequence classifier and a CRF sequence decoder.

posed neural network architecture, are focused on recognizing the 24 major and
minor triads. The complex chords are generally quantized into the root triads
for simplicity. Typically, the estimation process is regarded as a quantization
process that assigns all observations to corresponding one-of-K representations,
built on the assumption that the 24 classes are mutually independent.

However, if we add the above complex chords into the vocabulary, this
assumption no longer holds, because there exist chords related hierarchically
[57]. In addition, as discussed in Chapter 1, there is a large imbalance between
the amount of normal triad chords and other chord types in the annotated
datasets. In the flat classification scheme, the chord vocabulary is essentially not
extendable: it is impossible to train the classifier to recognize some rare chord
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Figure 3.7: The flow chart of chord type decision process for seventh and chord
inversions. Given the estimated triads and the corresponding feature sequence,
the actual chord types are determined with simple thresholding rules and com-
parisons of the average values of the feature.

labels which definitely have explicit definitions but not used in the training
dataset. To make large vocabulary chord estimation systems extendable, it is
necessary that we go back to the explicit definitions of those complex chords at an
appropriate point, rather than following a flat classification scheme that regards
sevenths and inversions as new independent chords.

We experimentally design a two-stage complex chord estimation method to
verify the effectiveness of our approach. Specifically, we introduce an additional
post-processing step that modifies the quality and inversion of each recognized
chord signature. Given a chord signature (major or minor triad) and the feature
sequence of the corresponding time region, the mathematical means of the
feature values are calculated along the dimension of its third, fifth, seventh, and
major-seventh notes, and bass feature values of its root, third, and fifth notes.
Then the true quality and inversion are determined with an explicit thresholding
metric as described in Fig. 3.7. In this way, the chord estimation system is able
to support 60 types of chords if considering the seventh chords, and 180 types
of chords if taking first and second chord inversions into account. At the same
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time, the estimation accuracy in triads metric is not affected.

3.4 Evaluation

In this section, we first describe the training and testing datasets and give the
definitions of different evaluation metrics. Then we present the results of the
quantitative experiments to investigate the ACE performance of our proposed
system under various conditions.

3.4.1 Datasets and Evaluation Metrics

The proposed system and other variations is evaluated on a compound dataset
comprising the Isophonics and RWC-Popular dataset. We performed a 6-fold
cross-validations on the dataset, and computed the per-song weighted accuracy
of the estimated labels using mir_eval evaluation toolbox [44]. The accuracy is
calculated using the three metrics implemented in the library:

• Majmin, considers only major and minor triads, which is the most conven-
tional comparison metric;

• Sevenths, considers seventh, minor-seventh, and major-seventh qualities in
addition;

• Sevenths-inv, considers triads, sevenths and chord inversions.

The three metrics correspond to "majmin", "sevenths", and "sevenths-inv" metrics
in MIREX evaluation.

During the cross-validation process, the same feature extraction model that
is pre-trained on 6000 pieces of MIDI music data from Lakh MIDI dataset [53]
is used. Note that the two evaluation datasets do not contain any songs in
the training set used for the feature extraction model. We also compare our
system with the estimation results of MIREX2017 submissions for Audio Chord
Estimation task. The submitted systems are trained on different datasets, but
are evaluated on the same Isophonics and RWC-Popular datasets, using the
estimation results of the submissions which are available online.
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3.4.2 Experimental Conditions

To evaluate the deep harmonic feature extracted with the proposed CNN, we do
the same 6-fold evaluation on our proposed systems (denoted as CNN-BLSTM-
CRF) and its two alternatives:

• BLSTM-CRF: The CNN feature extraction model is removed and the BLSTM-
CRF decoder takes the raw CQT spectrum sequences as input;

• DC-BLSTM-CRF: The feature extraction model is replaced with a re-implementation
of the deep chroma extractor [8];

• DRN-BLSTM-CRF: The feature extraction model is replaced with the frame-
wise DRN model proposed in [58];

• CNN-CRF: The baseline ACE model proposed by Korzeniowski [29].

The compared MIREX submissions are:

• MIREX2017-KBK1/2: The pre-trained implementations of chord classifier
using the deep chroma extractor (KBK1) [8] and the CNN-CRF classifier
(KBK2) [29], designed specifically for (25-classes) triad chord estimation.
According to the abstract by the authors, the two submissions are pre-
trained with about 1000 tracks of annotated music audio, including the
Isophonics and RWC dataset, so the scores are not entirely comparable with
other methods, namely they might be higher than they should be;

• MIREX2017-JLW2: The chord estimation system on the basis of a random
forest classifier and integrated estimation of beat and chord sequence with
CRF. This model is trained on NNLS-Chroma sequences and their annota-
tions released by McGill Billboard Project [52];

• MIREX2017-CM2 The Chordino [11] system which is oriented to chord
estimation for large chord vocabulary.

3.4.3 Results and Discussions

Below we compare the proposed system with its variances and other related sys-
tems, in terms of major/minor triads and complex chords under the two public
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Table 3.1: Cross-validated WAOR in majmin metric

Isophonics RWC-Popular
CNN-CRF 84.3% 82.0%
BLSTM-CRF 82.0% 77.2%
DC-BLSTM-CRF 82.9% 79.3%
DRN-BLSTM-CRF [58] 84.1% 80.8%
CNN-BLSTM-CRF 85.3% 84.3%

Table 3.2: Majmin metric WAOR comparison with MIREX submissions

Isophonics RWC-Popular
MIREX2017-KBK1 82.7% 81.3%
MIREX2017-KBK2 82.0% 87.2%
MIREX2017-JLW2 80.9% 82.2%
CNN-BLSTM-CRF 85.3% 84.3%

datasets. Furthermore, we investigate the influence of deep feature extraction
and the size of the MIDI dataset on the chord estimation performance.

Major and Minor Traiads Estimation

The cross-validated scores in majmin metric are listed in Table 3.1. The last three
rows of Table 3.1 indicate that CNN-BLSTM-CRF achieved better performance
than its two variants BLSTM-CRF and DC-BLSTM-CRF on both the Isophonics
and RWC-Popular dataset. Concretely, when using the MIDI-trained feature ex-
traction model, the cross-validated WAOR improved by about 4− 7% compared
with the case where raw CQT was used, and about 2 − 5% compared with the
case where deep chroma extractor was used. Since the three systems used the
same decoding modules (the BLSTM-CRF architecture), this result verifies the
effectiveness of the proposed feature. Moreover, the proposed method achieves
higher performance than the frame-wise DRN [58], which shows the advantage
of employing the CNN architecture.

Compared with the CNN-CRF baseline system, CNN-BLSTM-CRF system
also showed the advantage. The cross-validation score improved by about 1−2%

compared with the CNN-CRF system, which verifies the effect of introducing
MIDI data for feature learning from another perspective.

37



CHAPTER 3. DNN-BASED CHROMA VECTOR EXTRACTION

Table 3.3: Larger vocabulary metric WAOR comparison with MIREX submis-
sions

Sevenths Sevenths-inv
Isophonics RWC-Popular Isophonics RWC-Popular

MIREX2017-CM2 54.8% 63.3% 52.4% 59.8%
MIREX2017-JLW2 67.3% 70.1% 65.8% 67.9%
DC-BLSTM-CRF 68.2% 64.2% 64.4% 61.5%

DRN-BLSTM-CRF [] 71.9% 66.5% 67.3% 63.7%
CNN-BLSTM-CRF 71.2% 67.9% 67.3% 65.1%

In Table 3.2, the cross-validated scores of CNN-BLSTM-CRF are compared
with the evaluation scores of the three MIREX2017 submissions. According to
Table 3.2, the proposed system, trained with large MIDI dataset and compar-
atively small annotated data, achieved competitive results compared with the
scores of the MIREX submissions. The scores of major/minor triads classifica-
tion were higher than the score of MIREX2017-KBK1 and MIREX2017-JLW2
system, but lower than the scores of MIREX2017-KBK2 system by about 2% for
each dataset. This comparison indicates that the amount of manually-annotated
training data is still a critical factor for deep-learning based chord estimation
system, but introducing MIDI data for feature training can help the chord es-
timation system to get much closer to those models trained with the larger
fully-annotated datasets.

Large Vocabulary Chord Estimation

We show the estimation scores of larger chord vocabulary in Table 3.3. In
this table, we again take the results from MIREX. The two MIREX submis-
sions represent the typical one-of-K learning and classification approach for
large-vocabulary chord estimation. The JLW2 submission is the state-of-the-art
system in large vocabulary chord estimation evaluation metric in MIREX chord
estimation task.

In this comparison, CNN-BLSTM-CRF achieved better overall evaluation
score than the CM2 submission and the DC-BLSTM-CRF algorithm. It outper-
formed JLW2 submission on Isophonics dataset, but achieved a lower score on
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RWC. This result indicates that the machine-learning based classification still has
advantages over the naive thresholding method, even though we are working
on a clearer harmonic representation.

Since the overall WAOR in the seventh or seventh-inv metric tends to be
correlated with WAOR in majmin metric, we need to further look into the es-
timation results to know the actual performance of complex chord estimation.
In Fig. 3.8 we present the confusion matrices of sevenths and chord inversion
estimation. The ratios in the matrices are computed on all intervals that are
correctly recognized in the triad chord level in each system.

For seventh chord estimation, it can be observed that the proposed method
tended to misclassify triads as seventh chords more frequently than JLW2. In
addition, JLW2 recognized major seventh chords more accurately than the pro-
posed method. This can be the main reason why our method ’s WAOR of
complex chord estimation was lower than JLW2 in RWC-Popular dataset, where
complex chord types appeared more frequently. On the other hand, the CM2
system resulted in better confusion matrix than our proposed method, even
though the WAOR score was lower. The difference in the accuracy of triad-level
classification was responsible for this result. For chord inversion estimation, the
proposed approach showed better performance than both MIREX submissions.
This result can be attributed to the high accuracy of bass note estimation with
the feature extraction model.

In summary, we tried to recognize complex chord types based on explicit
definition. The proposed method was able to achieve competitive performance
in complex chord estimation using the naive and extendable decision rules,
though there was still much room for improvement. We believe that definition-
based complex chord estimation is a promising approach for future research.

3.4.4 Influence of the Training Dataset Size

To extract the harmonic feature, the deep convolutional network was trained
on a large set (6000 pieces of music for the above experiments) of MIDI files
and their synthesized audio signals. The performance of a deep learning-based
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Sevenths Inversions

Isophonics RWC-Popular Isophonics RWC-Popular

MIREX2017-CM2

MIREX2017-JLW2

CNN-BLSTM-CRF

Figure 3.8: The confusion matrices of large vocabulary chord estimation by the
proposed method and the MIREX submissions.

system heavily depends on the amount of data amount used for training. To
examine the influence of data amount on ACE performance, we varied the MIDI
dataset size from 100 to 6000 tracks, and examined the relationship between the
estimation accuracy and different amount of training data. Fig. 3.9 shows the
relationship curve, where evaluation scores in majmin metric were calculated
again on Isopnonics and RWC-Popular dataset, respectively. It can be apparently
observed that with the increase of the training data, the estimation performance
simultaneously ascended. Especially, when the dataset size was below 1000,
the curve went up rapidly. When the dataset size increased from 1000 to 2000
and 3000, the curve tended to be converged, and the overall chord estimation
performance would no longer improve significantly.

From this analysis, we see that the performance came to an inflection point
when the training dataset size is around 2000. Since the chord estimation accu-
racy reflects a whole behavior of the front-end feature extraction model trained
on the MIDI dataset and the backend BLSTM-CRF decoder, it would be inter-
esting to investigate how the performance of the model itself changes with the
MIDI training dataset size. To this end, we designed another simple“ note
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Figure 3.9: The evaluation scores in majmin metric, with the feature extraction
model trained with the train set of different size.

transcription”evaluation on the MIDI dataset. More specifically, we randomly
chose 500 MIDI files as the test set, and observed how well the feature extraction
model (trained with various train set sizes) could reveal the pitch class acti-
vation states of each frame. The trained feature extraction model transformed
the spectrogram of each synthesized audio into the feature vector sequence.
The feature vector values were then quantized into binary values; If the vector
value was bigger than/less than 0.5, the corresponding pitch class is marked as
“ active/inactive”, and vice versa. We compared the quantized feature vector
sequence with the target vector sequence calculated from MIDI note information
and calculated the F-measures for note activation detection.

The estimation performances of the estimator under different conditions are
summarized in Fig. 3.10. It can be observed that the bigger the training set size
was, the higher the F-measure became. Unlike the overall performance, this
monotonically increasing tendency holds even when the training data amount
sent up to 6000 songs (though with regard to the top note vector, the estimation
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Figure 3.10: F-measures for bass note, middle notes and top note salience es-
timation, with the feature extraction model trained with train sets in different
size.

accuracy is at a relatively low level). This result indicates that with the increase
of MIDI training dataset, the extracted deep feature is able to describe the pitch
class salience more precisely.

To sum up the experiments on the feature extraction model, the overall chord
estimation accuracy quickly reached an upper bound when we keep the MIDI
train set increasing, even though the feature extraction model was providing bet-
ter extracting results. It reveals the fact that the bottleneck of our proposed sys-
tem comes from the sequence classification model. Essentially, this result shows
the limitation of the general approach in machine learning-based music content
analysis researches, which align the discrete symbol domain with the continu-
ous signal domain by cutting the symbols into short-time frame sequence. There
has been research work that reported the incompatibility of contemporary se-
quence models to properly model frame-level chord label sequences, and our
experiments resulted in supporting this conclusion from another perspective.

3.5 Conclusion

In this section, we mainly propose a novel feature learning procedure for ACE
task, which is based on the idea of training a CNN-based feature extraction
model using MIDI music data. We showed that the MIDI-trained feature ex-
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traction model is fully capable of extracting harmonic information from real-
world music audio recordings, and significantly improve the ACE performance.
Through the experiments, we show the flexibility of feature representation learnt
by the CNN, thanks to the complete and perfectly precise note information that
MIDI files provide. We believe that there are still potentials in this method to
further improve the performance with more carefully designed representations.
We also aim at improving the complex chord estimation process with machine-
learning based strategies, instead of the explicit thresholding metric. Moreover,
similar to the feature obtained by the deep chroma extractor, we believe that the
proposed feature (or the feature learning procedure) is compatible with other
MIR tasks that use chroma vectors.
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Chapter 4

VAE-Based Semi-supervised Chord
Estimation

This chapter describes a statitically-principled semi-supervised method of ACE
that can make effective use of deep generative models [59]. Different from con-
ventional DNN-based ACE methods that model the discriminative process only,
we propose a unified generative and discriminative approach in the framework of
amortized variational inference.

4.1 Introduction

As discussed in Chapter 2, conventional ACE methods only formulate the dis-
criminative process using DNNs, which oversimplifies the real-world music
transcription process. Music transcription is essentially an activity to guess the
composer’s intension (which is notated as the musical score) from the observed
music audio. From this point of view, a generative model that formulates the
probabilistic process of music composition is essential when formulating a mu-
sic transcription model: a good transcription is the one that maximizes the
likelihood of the observation (music audio) with respect to the generative model
conditioned by the transcription. In earlier AMT researches, the usage of tempo-
ral generative models on the basis of hidden Markov models (HMMs) [18] have
been extensively discussed. HMM-based formulations assume that the latent
variable sequences are Markov chains, and that the observed feature sequences
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Latent variables

Classification model

Recognition model

Generative model

𝑝𝜃(𝐗|𝐙, 𝐒)
𝑞𝛽(𝐙|𝐗)

𝑞𝛼(𝐒|𝐗)

𝐀𝐜𝐨𝐮𝐬𝐭𝐢𝐜 𝐟𝐞𝐚𝐭𝐮𝐫𝐞𝐬 𝐗
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Figure 4.1: The variational autoencoder consisting of a deep generative model
of chroma vectors, a deep classification model of chord labels, and a deep recog-
nition model of latent features. Dashed arrows indicate stochastic relations.
These three models are trained jointly in a semi-supervised manner by using
annotated and non-annotated music signals.

are conditionally independent w.r.teach time step, so the optimal latent variable
sequence, which maximizes the posteriors given an observed feature sequence
can be efficiently inferred using Viterbi algorithms.

In conventional methods, the generative and discriminative models are inte-
grated at the post processing stage: the optimal label sequence that maximizes
the product of label posteriors w.r.tthe discriminative model and the likelihood
w.r.tthe generative model is determined, using efficient path-finding method like
Viterbi algorithm or beam-search algorithm [32]. In contrast to these methods,
we propose a unified training methodology which jointly optimizes the deep
generative and discriminative models to effectively improve chord estimation
performance. More specifically, we formulate a deep generative model that
represents the generative process of chroma vectors (observed variables) from
discrete chord labels and continuous features (latent variables). To complete the
Bayesian formulation, we further introduce the prior distributions on the latent
variables: the chord labels are assumed to follow a first-order Markov model
favoring self-transition, and the latent features, which abstractly represent the
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fine structure of the chroma vectors, are assumed to follow a standard Gaussian
distribution. In the framework of amortized variational inference (AVI) [60],
DNN-based discriminative models are then introduced as variational posterior
distributions to approximate the posterior distribution of the latent variables
from an observed chroma sequence. The generative and discriminative models
can be trained jointly in a semi-supervised manner by using music signals with
or without chord annotations.

The VAE has two different latent variables corresponding to chord labels
(categorical variables) and latent features (continuous variables). This model is
similar to JointVAE [61] in a sense that both discrete and continuous representa-
tions are learned jointly. In our model, a Markov prior favoring self-transition is
put on chord labels for regularizing the classification model in the VAE training.
This is different from conventional studies where the Markov prior is used only
for smoothing chord labels estimated by a classification model.

The main contribution of the proposed method is to draw the potential
of the powerful deep discriminative model for ACE, by integrating it into the
principled statistical inference formalism of the generative approach. This is the
first attempt to use a VAE for semi-supervised ACE. We experimentally show
the effectiveness of regularization by the deep generative model and the Markov
prior on semi-supervised training.

4.2 Method

4.2.1 Problem Specification

For a simplified explanation, suppose that we have one musical piece. Let
X = {x1, · · · ,xN} be the sequence of observed variable of lengthN , representing
the audio feature of a piece of music. In our method, we use the MIDI-trained
feature extraction model described in Chapter 3 to obtain the observed variables
from music audio. The advantage of the proposed chroma feature is that it
is a highly abstracted representation of the music audio, and its generative
model is easy to learn, compared with other representations such as raw audio
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spectrogram or traditional chroma vectors.

Let S = {s1, · · · , sN} be a sequence of chord labels corresponding to X,
where sn ∈ {0, 1}K is a categorical variable (K-dimensional one-hot vector)
indicating the chord label of frame n. Here, the chord vocabulary consists of
all possible combinations of the twelve root notes with six types of triad chords
(with shorthands maj, min, dim, aug, sus2, and sus4) and two types of power
chords (with shorthands 1 and 5), and a no-chord label (with shorthand N), i.e.,
K = 12× 8 + 1 = 97.

Let Z = {z1, · · · , zN} be a sequence of latent features, where zn ∈ RL is a
continuous variable that abstractly represents how xn is deviated from a basic
chroma pattern specified by sn (L = 64). i.e., not only sn but also zn are needed to
fully describe xn. If a region of C:maj includes some passing notes with different
volumes, for example, the chroma vectors are deviated from a basic pattern that
take the value 1 at the dimensions corresponding to C, E, and G.

Our goal is to train a classification model p(S|X) and use it for estimating
chord labels behind unseen music signals. In an unsupervised condition, the
classification model should be trained from X without using the ground-truth
data of S. In a supervised condition, the classification model can be trained by
using paired data of X and S. In a semi-supervised condition, some part of S is
given as ground-truth data.

4.2.2 Generative Model

We formulate a probabilistic hierarchical generative model (joint probability
distribution) of chord labelsS, latent featuresZ, and chroma vectorsX as follows:

pθ,ϕ(X,S,Z) = pθ(X|S,Z)pϕ(S)p(Z), (4.1)

where pθ(X|S,Z) is a likelihood function of S and Z for X, pϕ(S) is a prior distri-
bution of S, p(Z) is the prior of Z, and θ and ϕ are model parameters. While the
standard HMMs used for ACE are represented as pθ,ϕ(X,S) = pθ(X|S)pϕ(S) [62],
we use both S and Z for precisely representing X, i.e., pθ(X|S,Z) is a deep gen-
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erative model represented as follows:

pθ(X|S,Z) =
N∏

n=1

D∏
d=1

Bernoulli(xnd|[ωθ(S,Z)]nd), (4.2)

where ωθ(S,Z) is the ND-dimensional output of a DNN with parameters θ that
takes S and Z as input and the notation [A]ij indicates the ij-th element of A.
Although xnd should take a binary value in theory, we allow it to take a real
value between 0 and 1 from a practical point of view.

If we have no prior knowledge on chord labels S, a natural choice of pϕ(S) is
a uniform distribution as follows:

pϕ(S) =
N∏

n=1

Categorical
(
sn|

[
1
K
, · · · , 1

K

])
. (4.3)

Since chord labels S have temporal continuity, i.e., change infrequently at the
frame level, we follow the common assumption on chord labels [63] and use a
first-order Markov model favoring self-transitions of chord labels as the chord
language model pϕ(S) as follows:

pϕ(S) = p(s1)
N∏

n=2

p(sn|sn−1)

=
K∏
k=1

ϕs1k
k

N∏
n=2

K∏
k′=1

K∏
k=1

ϕ
sn−1,k′snk

k′k , (4.4)

where ϕk is the initial probability of chord k and ϕk′k is the transition probability
from chord k′ to chord k. Since ϕk and ϕk′k represent probabilities,

∑K
k=1 ϕk = 1,∑K

k=1 ϕk′k = 1. In the ACE researches that use HMMs, the transition probabil-
ity matrices typically have high self-transition probability, which reflects the
continuity of chord label sequences [24]. In this paper, we set ϕkk = 0.9.

Since we have no strong belief about the abstract latent features Z, the prior
p(Z) is set to a standard Gaussian distribution as follows:

p(Z) =
N∏

n=1

N (zn|0L, IL), (4.5)

where 0L is the all-zero vector of size L and IL is the identity matrix of size L×L.

49



CHAPTER 4. VAE-BASED SEMI-SUPERVISED CHORD ESTIMATION

4.2.3 Classification and Recognition Models

Given chroma vectors X as observed data, we aim to infer the chord labels S and
the latent features Z from X and estimate the model parameters θ and ϕ in the
maximum-likelihood framework. Because the DNN-based formulation makes
the posterior distribution pθ,ϕ(S,Z|X) ∝ pθ,ϕ(X,S,Z) analytically intractable, we
compute it approximately with an AVI technique. More specifically, we intro-
duce a sufficiently expressive variational distribution qα,β(S,Z|X) parametrized
by α and β and optimize it such that the Kullback-Leibler (KL) divergence from
qα,β(S,Z|X) to pθ,ϕ(S,Z|X) is minimized. Considering that bothS andZmake an
effect on the generative model pθ(X|S,Z), they are assumed to be conditionally
independent in the inference model qα,β(S,Z|X) as follows:

qα,β(S,Z|X) = qα(S|X)qβ(Z|X), (4.6)

where qα(S|X) and qβ(Z|X) are classification and recognition models that in-
fer S and Z, respectively. In our study, (4.6) was found to work better than
qα,β(S,Z|X) = qα(S|X)qβ(Z|X,S) respecting the chain rule of probability as
in [37]. In this paper, these models are implemented with DNNs parameterized
by α and β as follows:

qα(S|X) =
N∏

n=1

Categorical(sn|[πα(X)]n), (4.7)

qβ(Z|X) =
N∏

n=1

N (zn|[µβ(X)]n, [σ
2
β(X)]n), (4.8)

whereπα(X) is theNK-dimensional output of the DNN with parameters α, and
µβ(X) and σ2

β(X) are the NL-dimensional outputs of the DNN with parameters
β. Similar to the deep generative model, the outputs of the DNNs represent the
parameters of probabilistic distributions.

4.2.4 Unsupervised Learning with Non-Annotated Data

Instead of directly maximizing the log-marginal likelihood log pθ,ϕ(X) with re-
spect to the model parameters θ and ϕ, we maximize its variational lower bound
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LX(θ, ϕ, α, β) derived by introducing qα,β(S,Z|X) as follows:

log pθ,ϕ(X) = log

∫∫
pθ,ϕ(X,S,Z)dSdZ

= log

∫∫
qα,β(S,Z|X)

qα,β(S,Z|X)
pθ,ϕ(X,S,Z)dSdZ

≥
∫∫

qα,β(S,Z|X) log
pθ,ϕ(X,S,Z)

qα,β(S,Z|X)
dSdZ

def
= LX(θ, ϕ, α, β), (4.9)

where the equality holds, i.e.,LX(θ, ϕ, α, β) is maximized, if and only if qα,β(S,Z|X) =

pθ,ϕ(S,Z|X). Note that this condition cannot be satisfied because pθ,ϕ(S,Z|X) is
hard to compute. Because the gap between log pθ,ϕ(X) and LX(θ, ϕ, α, β) in (4.9)
is equal to the KL divergence from qα,β(S,Z|X) to pθ,ϕ(S,Z|X), the minimization
of the KL divergence is equivalent to the maximization of LX(θ, ϕ, α, β).

To approximately compute LX(θ, ϕ, α, β), we use Monte Carlo integration as
follows:

LX(θ, ϕ, α, β)

= Eqα(S|X)qβ(Z|X)[log pθ(X|S,Z)]

+ Eqα(S|X)qβ(Z|X)[log p(Z)− log qβ(Z|X)]

+ Eqα(S|X)[log pϕ(S)− log qα(S|X)]

≈ 1

I

I∑
i=1

log pθ(X|Si,Zi)−KL(qβ(Z|X)||p(Z))

+ Entropy[qα(S|X)] + Eqα(S|X)[log pϕ(S)], (4.10)

where {Si,Zi}Ii=1 are I samples drawn from qα(S|X)qβ(Z|X). Following the
typical VAE implementation, we set I = 1 and hence the index i can be omitted.
To make (4.10) partially differentiable with respect to the model parameters θ, ϕ,
α, and β, we use reparametrization tricks for deterministically representing the
categorical variables S [64] and the Gaussian variables Z [10] as follows:

ϵsn ∼ Gumbel(0K ,1K), (4.11)

sn = softmax((log[πα(X)]n + ϵsn)/τ), (4.12)
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ϵzn ∼ N (0L, IL), (4.13)

zn = [µβ(X)]n + ϵzn ⊙ [σβ(X)]n, (4.14)

where (4.11) indicates the standard Gumbel distribution, 1K is the all-one vector
of size K, ⊙ means the element-wise product, and τ > 0 is a temperature
parameter that controls the uniformity of sn (τ = 0.1 in this paper).

We can now compute the four terms of (4.10) evaluating the fitness of S and
Z: a reconstruction term indicating the likelihood of S and Z for X and three
regularization terms making the posterior qβ(Z|X) close to the prior p(Z), in-
creasing the entropy of qα(S|X), and making S temporally coherent, respectively
(Fig. 4.2). More specifically, the first term is given by (4.2) and the second and
third terms are given by

KL(qβ(Z|X)||p(Z))

=
N∑

n=1

K∑
k=1

(
[σβ(X)]2nk+[µβ(X)]2nk−1

2
− log([σβ(X)]nk)

)
, (4.15)

Entropy[qα(S|X)]

= −
N∑

n=1

K∑
k=1

[πα(X)]nk log([πα(X)]nk). (4.16)

The last term Eqα(S|X)[log pθ(S)] can be calculated analytically. If pθ(S) is the
uniform distribution given by (4.3), we have

Eqα(S|X)[log pϕ(S)] = −
N∑

n=1

K∑
k=1

[πα(X)]nk logK. (4.17)

If pθ(S) is the Markov model given by (4.4), we use a dynamic program-
ming technique similar to the forward algorithm of the HMM. Let γ(sn) =

Eqα(S|X)[log p(s1:n)] be a forward message at frame n, which can be calculated
recursively as follows:

γ(s1) = log pϕ(s1), (4.18)

γ(sn) =
∑
sn−1

qα(sn−1|X)
(
γ(sn−1) + log pϕ(sn|sn−1)

)
, (4.19)

Eqα(S|X)[log pϕ(S)] =
∑
sN

qα(sN |X)γ(sN). (4.20)
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Figure 4.2: The computation flow of the unsupervised learning. The gray areas
correspond to the four terms in the target function LX given by (4.10)

We now have a VAE (Fig. 4.2) that consists of:

• The deep classification model qα(S|X) given by (4.7) with the reparametriza-
tion trick given by (4.11) and (4.12),

• The deep recognition model qβ(Z|X) given by (4.8) with the reparametriza-
tion trick given by (4.13) and (4.14), and

• The deep generative model pθ(X|S,Z) given by (4.2) with the prior distri-
butions pϕ(S) and p(Z) given by (4.4) and (4.5), respectively.

In the unsupervised condition, all models are jointly optimized in the framework
of the VAE by using a variant of stochastic gradient descent such that (4.10) is
maximized with respect to θ, α, and β.
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4.2.5 Supervised Learning with Annotated Data

Under the supervised condition that chroma vectors X and the corresponding
chord labels S are given as observed data, we aim to maximize the variational
lower bound LX,S(θ, β) of the log-likelihood log pθ(X|S), which can be derived
in a way similar to (4.10) as follows:

log pθ(X|S) = log

∫
qβ(Z|X)

qβ(Z|X)
pθ(X,Z|S)dZ

≥
∫

qβ(Z|X) log
pθ(X|Z,S)p(Z)

qβ(Z|X)
dZ

def
= LX,S(θ, β). (4.21)

Using Monte Carlo integration, LX,S(θ, β) can be approximately computed as
follows:

LX,S(θ, β)

def
= Eqβ(Z|X)(log pθ(X|S,Z) + log p(Z)− log qβ(Z|X))

≈ 1

I

I∑
i=1

log pθ(X|S,Zi) + KL(qβ(Z|X)∥p(Z)), (4.22)

where {Zi}Ii=1 are I samples drawn from qβ(Z|X,S) using the reparametrization
trick (I = 1 in this paper). Because the chord estimator qα(S|X), which plays a
central role in ACE, does not appear in (4.22), qα(S|X) cannot be trained only by
maximizing (4.22). As suggested in the semi-supervised learning of a VAE [37],
one could thus define an alternative objective function LX,S(θ, α, β) including α

by adding a classification performance term to (4.22) as follows:

LX,S(θ, α, β)
def
= LX,S(θ, β) + log qα(S|X). (4.23)

In this approach, the regularization terms (4.16) and (4.20) enhancing the entropy
of qα(S|X) (preventing the overfitting) and smoothing the output of qα(S|X),
respectively, are not taken into account. Therefore, we propose a new objective
function LX,S(θ, ϕ, α, β) by summing (4.10) and (4.23) as follows:

LX,S(θ, ϕ, α, β) = LX(θ, ϕ, α, β) + LX,S(θ, α, β). (4.24)
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In this function, the chroma vectors X with the annotations S are used twice as
unsupervised and supervised training data as if they were not annotated (first
term) and as they are (second term), respectively.

4.2.6 Semi-supervised Learning

Under the semi-supervised condition that partially-annotated chroma vectors
are available, we define an objective function by summing the objective functions
(4.10) and (4.24) corresponding to the unsupervised and supervised conditions,
respectively, as follows:

L′
X,S(θ, ϕ, α, β)

def
=

∑
X w/o S

LX(θ, ϕ, α, β) +
∑

X with S

LX,S(θ, ϕ, α, β)

=
∑
X

LX(θ, ϕ, α, β) +
∑

X with S

LX,S(θ, α, β). (4.25)

Note that qα(S|X) can always be regularized by pθ(X|S,Z) and pϕ(S) regardless
of the availability of annotations.

4.2.7 Training and Prediction

The model parameters θ, ϕ, α, and β can be optimized with a stochastic gra-
dient descent method (e.g., Adam [65]) such that the objective function (4.10),
(4.24), or (4.25) is maximized. Nonetheless, in this paper, ϕ is fixed (not op-
timized) because of its wide acceptable range (see Section 4.3.2). Under the
semi-supervised condition, each mini-batch consists of non-annotated and an-
notated chroma vectors (50%–50% in this paper) randomly selected from the
training dataset.

In the test phase, using the neural chord estimator qα(S|X), a sequence of
the posterior probabilities of chord labels S are calculated from a sequence of
chroma vectors X extracted from a target music signal. The optimal temporally
coherent path of chord labels is then estimated via the Viterbi algorithm with
the transition probabilities ϕ.
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4.3 Evaluation

This section reports comparative experiments conducted for evaluating the ef-
fectiveness of the proposed method. Specifically, we investigate the effectiveness
of the VAE-based regularized training, that of using the Markov prior on chord
labels, and, that of using external non-annotated data. The experiments are
implemented using PyTorch, and the source code is made public at GitHub 1.

4.3.1 Experimental Conditions

We here explain the compared ACE methods, network configurations, datasets,
and evaluation procedures and measures.

Compared Methods

As listed in Table 4.1, we trained a chord estimator qα(S|X) in five different ways:

• ACE-SL (baseline): As in most ACE methods, qα(S|X) was trained in a
supervised manner by minimizing the cross-entropy loss for the ground-
truth labels S, i.e., maximizing the following objective function:

LX,S(α) = log qα(S|X). (4.26)

• VAE-UN-SL: qα(S|X) was trained in a supervised manner by maximizing
(4.24) with the uniform prior (4.3).

• VAE-MR-SL: qα(S|X) was trained in a supervised manner by maximizing
(4.24) with the Markov prior (4.4).

• VAE-UN-SSL: qα(S|X) was trained in a semi-supervised manner by maxi-
mizing (4.25) with the uniform prior (4.3).

• VAE-MR-SSL: qα(S|X) was trained in a semi-supervised manner by maxi-
mizing (4.25) with the Markov prior (4.4).

For convenience, let ‘*’ denote the wild-card character, e.g., VAE-*-SL means
VAE-MR-SL or VAE-UN-SL.

1https://github.com/Xiao-Ming/VAEChordEstimation
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Table 4.1: Experimental conditions
Training Regularization Prior

ACE-SL (baseline) Supervised NA NA
VAE-UN-SL Supervised VAE-based Uniform
VAE-MR-SL Supervised VAE-based Markov
VAE-UN-SSL Semi-supervised VAE-based Uniform
VAE-MR-SSL Semi-supervised VAE-based Markov

Table 4.2: Durations of chord types in datasets used for evaluation
Chord type Duration [h]

maj 53.09
min 16.63
aug 0.15
dim 0.36
sus4 1.63
sus2 0.25

1 0.76
5 0.84

Comparing ACE-SL with VAE-*-SL, we evaluated the effectiveness of the
VAE architecture in regularizing qα(S|X). Comparing VAE-*-SSL with VAE-*-
SL, we evaluated the effectiveness of the semi-supervised learning. Comparing
VAE-MR-* with VAE-UN-*, we evaluated the effectiveness of the Markov prior
on S.

Network Configurations

Each of the classification model qα(S|X), the recognition model qβ(Z|X), and
the generative model pθ(X|S,Z) was implemented with a three-layered BLSTM
network [66] followed by layer normalization [67]. The final layer of qα(S|X)

consisted of softmax functions that output the frame-level posterior probabilities
of K chord labels. The final layer of qβ(Z|X) consisted of linear units that
output µβ(X) and logσ2

β(X). The final layer of pθ(X|S,Z) consisted of sigmoid
functions that output ωθ(S,Z). Each hidden layer of the BLSTM had 256 units.
Because the architecture of qα(S|X) was similar to that of a state-of-the-art chord
estimator [30], ACE-SL was considered a reasonable baseline method.

We used Adam optimizer [65], where the learning rate was first set to 0.001
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and then decreased exponentially by a scaling factor of 0.99 per epoch. Gradient
clipping with norm 5 was additionally applied to the optimization process. Each
minibatch consisted of 16 sequences, each of which contained 645 frames (1 min).
The parameter of the Markov prior ϕ was fixed as stated in 4.2.2, and θ, α and
β were iteratively updated. In all methods and configurations, the number of
training epochs was set to 300, which was sufficiently large to reach convergence
(early stopping was not used).

Datasets

We collected 1210 annotated popular songs consisting of 198 songs from Isophon-
ics [45], 100 songs from RWC-MDB-P-2001 [49], 186 songs from uspop2002 [51]2,
and 726 songs from McGill Billboard dataset [52]. As shown in Table 4.2, the six
types of triad chords and the two types of power chords are heavily imbalanced
in the chord annotations, where most of the annotated chord labels belong to the
major and minor triads. We also collected 700 non-annotated popular songs com-
posed by Japanese and American artists. To compensate for the imbalance of the
ratios of the 12 chord roots in the training data, chroma vectors and chord labels
were jointly pitch-rotated by a random number of semitones in each training
iteration. Pitch shifting of the multi-channel chroma vectors can be done by per-
forming vector rotation on each channel, and pitch shifting of chord annotations
can be done by changing the root notes.

Evaluation Procedures

To conduct five-fold cross validation, we divided the 1210 annotated songs into
five subsets (242 songs each). In each fold, one of the subsets was kept as test data
and the remaining four subsets were used as training data, in which I and 4− I

subsets were treated as annotated and non-annotated songs, respectively (I ∈
{1, 2, 3, 4}). Not only the classification model qα(S|X) but also the recognition
model qβ(Z|X) and the generative model pθ(X|S,Z) were trained jointly by

2The annotations for RWC-MDB-P-2001 and uspop2002 are provided by the Music and Audio
Research Lab at NYU.
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using all the training data (VAE-*-SSL) or only the annotated data (VAE-*-SL).
In ACE-SL, on the other hand, only the classification model qα(S|X) was trained
by using the annotated data.

VAE-*-SSL was additionally tested under extended semi-supervised con-
ditions that annotated 976 songs (four subsets) and M non-annotated songs
(M ∈ {250, 500, 700}) were used as training data in each fold. Note that the
performance was measured on the remaining 242 annotated songs, which did
not overlap with the 700 non-annotated songs.

Evaluation Measures

The chord estimation performance (accuracy) of each method was measured in
terms of the frame-level match rate between the estimated and ground-truth
chord sequences. The weighted accuracy for each song was measured with
mir_eval library [44] in terms of the majmin criterion considering only the major
and minor triads plus the no-chord label (K = 25) and the triads criterion with the
vocabulary defined in Section 4.2.1 (K = 97). The overall accuracy was given as
the average of the song-wise accuracies weighed by the song lengths.

4.3.2 Experimental Results

The overall accuracies of ACE-SL and VAE-*-* with respect to the numbers of
annotated and non-annotated songs (denoted as A+B) used for training are
shown in Fig. 4.3. To investigate the temporal continuity of S induced by the
Markov prior, we tested VAE-MR-SSL with a self-transition probability ϕkk ∈
{1/K, 0.3, 0.5, 0.7, 0.9}. The song-wise accuracies and average chord durations
at 976+0 and 976+700 are compared in Fig. 4.4. Examples of estimated chord
sequences estimated by ACE-SL, VAE-UN-SSL, and VAE-MR-SSL with ϕkk =

0.9 are shown in Fig. 4.5.

Evaluation of VAE-Based Regularized Training

We confirmed the effectiveness of the VAE-based regularized training of qα(S|X)

under all conditions. As shown in Fig. 4.3 and Fig. 4.4(a), VAE-*-SL clearly
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Figure 4.3: The experimental results of the five-fold cross validation using the
1210 annotated songs and the 700 external non-annotated songs.

outperformed ACE-SL by a large margin around 1 pts. qα(S|X) was regularized
effectively by considering its entropy, the Markov or uniform prior of S, and the
reconstruction of X from S and Z.

Evaluation of Semi-supervised Learning

We confirmed the effectiveness of the semi-supervised learning of qα(S|X). Un-
der the semi-supervised conditions at 244+732, 488+488, and 732+244 in the left
half of Fig. 4.3, VAE-MR-SSL and VAE-UN-SSL outperformed VAE-MR-SL and
VAE-UN-SL, respectively, where the proposed VAE-MR-SSL worked best. The
success of the semi-supervised learning was attributed to the fact that the musi-
cal and acoustic characteristics of the 976 songs used for training were consistent
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with those of the 244 songs used for testing in the five-fold cross-validation with
the 1210 songs. Under the supervised condition at 976+0, VAE-MR-SSL and
VAE-UN-SSL were equivalent to VAE-MR-SL and VAE-UN-SL, respectively.

Under the extended semi-supervised conditions at 976+250, 976+500, and
976+700 in the right half of Fig. 4.3, the performance dropped once and then
barely recovered as the number of non-annotated songs used for training in-
creased. The large difference in the musical and acoustic characteristics of the
annotated and non-annotated songs is considered to have hindered the semi-
supervised learning. More specifically, because the latent feature estimated by
the classification model is not disentangled from the chord labels, the regularized
training by the unsupervised training has little effect on improving the chord
classification model.

Evaluation of Markov Prior

We confirmed the effectiveness of the Markov prior onSunder all the conditions.
Under the semi-supervised conditions at 244+732, 488+488, and 732+244 and
the supervised condition at 976+0 in the left half of Fig. 4.3, VAE-MR-SL and
VAE-MR-SSL outperformed VAE-UN-SL and VAE-UN-SSL, respectively. The
Markov prior played a vital role under the extended semi-supervised conditions at
976+250, 976+500, and 976+700 in the right half of Fig. 4.3. While VAE-UN-SSL
at 976+250 significantly underperformed VAE-UN-SSL at 976+0, VAE-MR-
SSL did not experience large performance drop and achieved slightly better
performance at 976+700 by encouraging qα(S|X) to yield a temporally-smooth
estimate of S.

Fig. 4.4(b) shows that the Markov prior mitigated the negative effect of the
semi-supervised learning. VAE-UN-SSL (VAE-MR-SSL with ϕkk = 1/K) per-
formed better, but yielded shorter duration chord segments than ACE-SL be-
cause qα(S|X) was trained under the condition that chord labels were allowed
to change frequently for non-annotated songs such that the unsupervised learn-
ing objective (4.10) was maximized. By contrast, VAE-MR-SSL with a higher
self-transition probability yielded longer chord segments and the chord dura-
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Figure 4.4: The song-wise accuracies (in majmin criterion) and average durations
of chord labels estimated by ACE-SL and VAE-MR-SSL with different self-
transition probabilities (ϕkk ∈ {1/K, 0.3, 0.5, 0.7, 0.9}), where VAE-MR-SSL with
ϕkk = 1/K is equivalent to VAE-UN-SSL. The chord durations were measured
before the Viterbi post-filtering.

tions were distributed in a way similar to the ground-truth data. As shown in
Fig. 4.4(a), the choice of the self-transition probability between 0.3 and 0.9 had a
small impact on the overall chord estimation accuracy.

In Fig. 4.5, some errors made by ACE-SL (light-green segments) were cor-
rected by the VAE-based method. The chord label sequence obtained by VAE-
UN-SSL, however, included a number of incorrect short fragments caused by
the local fluctuations of the chroma vectors. As discussed above, qα(S|X) was
encouraged to frequently vary over time such that the fine structure of chroma
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Figure 4.5: An example of chord label sequences estimated by the supervised
and semi-supervised methods without the Viterbi post-filtering. For readability,
only the first 24 dimensions (bass and middle channels) of the chroma vectors
are displayed.

vectors could be reconstructed precisely in the VAE framework, while the chord
label sequence obtained by VAE-MR-SSL included fewer transitions and was
much closer to the ground-truth sequence.

4.3.3 Further Observations

Fig. 4.6 shows the confusion matrices obtained by ACE-SL and VAE-MR-SSL.
While the accuracies on the maj, min, aug and dim types were improved by VAE-
MR-SSL, the accuracies on other uncommon chord types were significantly
degraded. Rare chords tended to be wrongly classified to the maj and min
triads. Interestingly, the accuracies on the eight chord types were not necessarily
correlated to their ratios in the training data (Table 4.2), where the sus4 triads
were much more frequently used than the aug and dim triads. The same problem
occurred in VAE-UN-SSL because the unsupervised learning objective (4.10)
has no mechanism to prevent qα(S|X) from excessively yielding popular chord
types.

As shown in Fig. 4.7, the generative model pθ(X|S,Z) successfully recon-
structed chroma vectors, conditioned by the maj, min, aug, and dim triads, i.e.,
the reconstructed chroma vectors had high probability on the pitch classes of
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Figure 4.6: Confusion matrices with respect to chord types. Estimated chords
with wrong root notes are not taken into account to calculate the correct rates.

the chord notes. By contrast, pθ(X|S,Z) failed to reconstruct chroma vectors,
when conditioned by sus2 and sus4 triads and power chords. Comparing Fig.
4.6 with Fig. 4.7, we investigate the relationships between the estimation accu-
racy of chord labels and the reconstruction quality of the chroma vectors. The
generative model pθ(X|S,Z) failed to learn the pitch-class distributions of sev-
eral chord classes (e.g., sus2 and sus4) whose chroma vectors often had no clear
peaks on the chord notes. For such chroma vectors, pθ(X|S,Z) always gave a
lower probability even if S was the ground-truth chord classes corresponding
to X. Note that pθ(X|S,Z) was used for regularizing the classification model
qα(S|X) in the unsupervised learning objective (4.10), where qα(S|X)was trained
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Figure 4.7: The probability distributions obtained by pθ(X|S,Z) conditioned by
different chord labelsS. Only the first 24 dimensions (bass and middle channels)
of the chroma vectors are displayed.

to avoid sus2 and sus4 triads and favor maj triads to maximize pθ(X|S,Z).

4.4 Conclusion

This paper describes a statistical method that trains a neural chord estimator in
a semi-supervised manner by constructing a VAE with latent chord labels and
features. This is a new approach to ACE that unifies the generative and dis-
criminative methods. Our method incorporates a Markov prior on chord labels
to encourage the temporal continuity of chord labels estimated with the chord
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estimator. The comparative experiment clearly showed the effectiveness of using
the generative model of chroma vectors and the Markov prior on chord labels in
regularizing the chord estimator for performance improvement. The limitation
of the proposed semi-supervised learning is that the trained chord classification
model tends to mistakenly classify some specific chord types into popular types.
This may become more problematic when a larger chord vocabulary including
seventh chords and chord inversions is used.

The success of the semi-supervised VAE for ACE indicates the effectiveness
of unifying the deep generative and discriminative methods in automatic music
transcription (AMT). Using the AVI framework, we can explicitly introduce
prior knowledge on musical symbol sequences as a regularization term. Such
knowledge is hard to automatically extract from training data in supervised
discriminative methods. One way to improve the performance of ACE is to
replace the frame-level Markov prior of chord labels with a beat- or symbol-
level language model, which has been considered to be effective for solving the
ambiguity in audio features [26, 33]. We also plan to develop a comprehensive
AMT system on the basis of a unified VAE that can treat mutually dependent
musical elements such as keys, beats, and notes as latent variables.
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Chapter 5

VAE-Based Joint Chord and Key
Estimation

This chapter uses the unified deep generative and discriminative approach for
joint estimation of chords and keys from music signals.

5.1 Introduction

As described in Chapter 2, the chord sequence is merely one of the symbolic
representations of music. The musical key, which specifies a set of musical
notes used in the music, is also an important property of music, and thus key
estimation from music audio has also been a well-explored research theme.
According to western musical theories, different musical concepts that describe
the same piece of music are semantically related. For example, the usage of
chord labels is highly dependent to the key of the music [5]; The chord and
key transitions almost always occur at (down)beat positions [39]. In the context
of DNN-based AMT research, joint estimation of multiple kinds of musical
elements has scarcely been investigated so far.

The main practical problem of multiple music label estimation lies in the
limited amount of music data with complementary annotations [68]. DNNs are
scalable to large-scale training data due to their deep, complex structure, and
their performance highly depends on the amount of training data. However,
producing time-synchronized annotations of musical labels for music audio is
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a labor-consuming work, and thus the amount of music data with annotations
of multiple musical labels is even fewer. Therefore, a multi-task classification
model often underperforms a fully-trained single-task model.

To obtain a high-performance classification model for multiple music la-
bels, we propose to combine the VAE-based learning methodology described
in Chapter 4 with a multi-task learning technique [69]. More specifically, we
extend the deep hierarchical latent variable model to formulate the generative
process of chroma vectors (observed variables) from key classes, chord classes,
and continuous latent features, where the key and chord labels are assumed to
follow a certain language model. In the VAE framework, we introduce a deep
classification model that jointly estimates chords and keys from chroma vectors,
and another deep recognition model that infers latent features from chroma
vectors. All models are then trained jointly where the generative model acts as
a regularizer for the classification model.

In this chapter, we examine the effect of the extended VAE-based learning
method for improving the accuracy of joint key and chord estimation from music
audio. By comparing the key and chord estimation performances with different
models, we try to discover the optimal approach for applying the VAE-based
method to multiple musical labels.

5.2 Method

We explain the proposed method of joint chord and key estimation. There are
various choices in the classification and language models. To formulate the
classification model that predicts chord and key labels from chroma vectors,
we can use two separated single-task models, or a shared model that jointly
predicts the posteriors of the two labels. Furthermore, we can also consider a
hierarchical model that predicts the labels from chroma vectors to chords, and
chords to keys. To formulate the language model that defines the consistency
of the chord and key labels, we use an deep autoregressive model implemented
with a recurrent neural network, or a Markov language model proposed in
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Figure 5.1: The overview of the variational autoencoding framework for joint key
and chord estimation, consisting of multi-task classification model, recognition
model, language model, and generative model. Solid arrows indicate data input,
and dashed arrows indicate stochastic relations.

Chapter 4.

5.2.1 Generative Model

In addition to the variables defined in Chapter 4, we introduce a sequence of
key classes H = {h1, ...,hn} as the latent variable. hn ∈ {0, 1}KH is a discrete
variable represented by a one-hot vector of KH dimensions. The generative
model is formulated by decomposing the joint probability p(X,S,H,Z). Here
we assume that the observation X is generated by the following procedure:

1. The musical key of the music is first determined under the prior distribution
p(H).

2. Given the musical key, the chord progression is generated under the distri-
bution p(S|H).
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Figure 5.2: Calculation flow of the generative model.

3. The latent feature is generated under the prior distribution p(Z).
4. Given the chord progression sequence and the latent feature, the actual

pitch sequence is generated under the distribution p(X|S,Z).

To formulate such a process, the joint probability is decomposed as follows:

pθ(X,S,H,Z) = pθ(X|S,Z)p(S|H)p(H)p(Z), (5.1)

where pθ(X|S,Z) is a DNN that takesS andZ as input and output the distribution
of the chroma vectors X:

p(X|S,H,Z)θ =
N∏

n=1

D∏
d=1

Bernoulli(xnd|[ωθ(S,Z)nd]), (5.2)

where ωθ(S,Z)nd represents the output of the DNN. The DNN takes an N(KS +

KH+L)-dimensional vector as input and outputs a 36N -dimensional vector (Fig.
5.2).

5.2.2 Language Model

We consider three approaches to formulate the prior distributions of the discrete
variables S and H:

Deep Autoregressive Model

Instead of modelling p(H) and p(S|H) separately, we jointly model p(H,S) using
a deep temporal model. Specifically, we define an autoregressive temporal
model of S and H:

pϕ(S,X) = pϕ(s1,h1)
N∏

n=2

pϕ(sn|s1..n−1,h1..n−1)pϕ(hn|s1..n−1,h1..n−1), (5.3)
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Figure 5.3: Calculation flow of the language model pϕ(S,H) implemented as a
deep autoregressive model. < s > represents the start of sentence label.
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Figure 5.4: Calculation flow of language model implemented as a Markov model.
The solid arrows represent the emission probability pϕ(sn|hn), and the dashed
arrows represent the label transition probability pϕ(sn|sn−1).

pϕ(sn|sn−1,hn−1) = Categorical(sn|[ωϕ(s1..n−1,h1..n−1)]), (5.4)

pϕ(hn|sn−1,hn−1) = Categorical(hn|[ωϕ(s1..n−1,h1..n−1)]), (5.5)

where ωϕ(S,H) is the DNN-based temporal model that takes a pair of chord
and key labels on each time step, and outputs the distributions of the next time
step (Fig.5.3). The model parameter ϕ is estimated through supervised and
unsupervised learning, which will be described in the later sections.
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Markov Model

Similar to Chapter 4, we can use the Markov model to formulate the language
model. Specifically, we assume that the probability of a chord label sn depends
on the previous chord label sn−1 and the current key label hn (Fig. 5.4). The key
labels are generated from a uniform prior. Therefore, the priors of S and H are
defined as follows:

p(H) =
N∏

n=1

Categorical
(
hn| 1

KH
1KH

)
, (5.6)

pϕ(S|H) = pϕ(s1|h1)
N∏

n=2

pϕ(sn|hn, sn−1)

=
Ks∏
k=1

ϕh1,s1,k
k

N∏
n=2

Ks−1∏
k′=1

Ks∏
k=2

ϕ
hn,sn−1,k,sn,k

k′k , (5.7)

where ϕ is the parameter of the Markov models representing the state transition
probabilities and the label emission probabilities conditioned by the hidden
states. As is described later, the parameters ϕ are specified by the statistics of
the key and chord annotation dataset.

Uniform Distribution

Another simple approach to define the prior as uniform categorical distributions
as follows:

p(S|H) =
N∏

n=1

Categorical
(
sn| 1

KS
1KS

)
, (5.8)

p(H) =
N∏

n=1

Categorical
(
hn| 1

KH
1KH

)
, (5.9)

where 1K is the all-one vector of size L. In this case, the likelihoods of H and S

are always constant, regardless of the values.

5.2.3 Classification and Recognition Models

Given the chroma vectors X as observed data, we aim to infer the latent vari-
ables S, H and Z, and estimate the model parameters θ. Similar to Chapter 4, we
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use the amortized variational inference technique that introduces a variational
distribution qα,β(S,H,Z|X) to approximate the true posteriors of the latent vari-
ables: pθ(S,H,Z|X). Concretely, we consider three implementations for the
classification model of chords S and keys H.

Single-task Model

We assume that the posteriors of musical labels S, H and the latent features
Z are all inferred from X, and are conditionally independent. Therefore, the
variational posterior is decomposed as follows:

qα,β(S,H,Z|X) = qαs(S|X)qαh
(H|X)qβ(Z|X). (5.10)

The three terms represent three independent classification models for the latent
variables. They are implemented with DNNs parametrized by αs, αh and β,
respectively:

qαs(S|X) =
N∏

n=1

Categorical(sn|[παs(X)]n), (5.11)

qαh
(H|X) =

N∏
n=1

Categorical(hn|[παh
(X)]n), (5.12)

qβ(Z|X) =
N∏

n=1

N (zn|[µβ(X)]n, [σ
2
β(X)]n), (5.13)

where παs(X), παs(X) are the outputs of the DNN with parameters αs and αh,
µβ(X) and σ2

β(X) are the NL-dimensional outputs of the DNN with parameters
β.

Shared-parameter Model

We assume that the musical classes S and H are dependent, and can be jointly
inferred from X using a single model with shared parameters. In this case, we
decompose the variational posterior as follows:

qα,β(S,H,Z|X) = qα(S,H|X)qβ(Z|X). (5.14)
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The first term is implemented with a multi-task DNN parameterized by α:

qα(S,H|X) =
N∏

n=1

Categorical(sn|[πα(X)1..73]n)

N∏
n=1

Categorical(hn|[πα(X)74..97]n), (5.15)

where πα(X) is the N(KS + KH)-dimensional output of the multi-task DNN
with parameters α.

Hierarchical Model

We consider a hierarchical estimation process, where the chords are estimated
given the chroma vectors, and the keys are estimated given the chord labels.
Under this assumption, the variational posterior is decomposed as follows:

qα,β(S,H,Z|X) = qαs(S|X)qαh
(H|S)qβ(Z|X). (5.16)

The first two terms are implemented with two DNNs:

qαs(S|X) =
N∏

n=1

Categorical(sn|[παs(X)]n), (5.17)

qαh
(H|S) =

N∏
n=1

Categorical(hn|[παh
(S)]n). (5.18)

The implementations of the three classification models are illustrated in
Fig.5.5

5.2.4 Unsupervised Training

Under an unsupervised condition that only chroma vectors X are given as ob-
served data, we aim to jointly train the deep generative model and the classifica-
tion model such that the marginal log-likelihood log pθ(X) is maximized. Similar
to Chapter 4, this is done by maximizing the variational lower boundLX(θ, α, β).
By introducing the variational prior qα,β(Z,S,H|X), the lower bound is derived
as follows:

log pθ(X) = log

∫∫∫
pθ(X,Z,S,H)dZdSdH
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Figure 5.5: Calculation flows of the three types of classification models.

= log

∫∫∫
qα,β(Z,S,H|X)

qα,β(Z,S,H|X)
pθ(X,Z,S,H)dZdSdH

≥
∫∫∫

qα,β(Z,S,H|X) log
pθ(X,Z,S,H)

qα,β(Z,S,H|X)
dZdSdH

def
= LX(θ, α, β), (5.19)

where the gap between log pθ(X) and LX(θ, α, β) is equal to the KL divergence
from qα,β(S,H,Z|X) to pθ(S,H,Z|X), and thus maximizing LX(θ, α, β) is equiv-
alent to minimizing the KL divergence [10]. Using the generative model defined
in (5.14), the lower bound is approximately computed as follows:

LX(θ, α, β)

= Eq(Z|X)q(S|X)[log p(X|Z,S)]

+ Eq(Z|X)[log p(Z)− log q(Z|X)]

+ Eq(H|S)q(S|X)[log p(S|H)− log q(S|X)]

+ Eq(H|S)q(S|X)[log p(H)− log q(H|S)]

≈ 1

I

I∑
i=1

[log pθ(X|Zi,Si) + log p(Si|Hi) + log p(Hi)]

−KL(q(Z|X)||p(Z))

+ Entropy[q(S|X)] + Entropy[q(H|S)], (5.20)

where{Zi,Si,Hi}Ii=1 are I samples drawn from q(Z|X), q(H|S), and q(S|X).
Following the standard VAE implementation, we let I = 1 when calculating
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the expectation terms. Different from the method in Chapter 4, we do not
obtain the discrete variable samples using the gumbel-softmax method, for the
sampling method may provide label sequences that significantly differ from the
actual estimations by the classification model, especially when the entropy of
the predicted label posteriors is high. Instead, we take a simple approach that
takes the label sequence with maximum posterior probability as the sampled
labels:

S1 = argmaxSqα(S,H|X), (5.21)

H1 = argmaxHqα(S,H|X). (5.22)

To obtain the one-hot vectors S1 and H1 while making the target function differ-
entiable with respect to the model parameters, an implementation trick is used
to transform the posterior distributions into one-hot vectors sn and hn:

ssoftn = softmax(log[παs(X)]n), (5.23)

smax
n = onehot(log[παs(X)]n), (5.24)

sn = ssoftn + smax
n − detach(ssoftn ), (5.25)

hsoft
n = softmax(log[παh

(X)]n), (5.26)

hmax
n = onehot(log[παh

(X)]n), (5.27)

hn = hsoft
n + hmax

n − detach(hsoft
n ), (5.28)

where ssoftn , hsoft
n are the posterior vectors calculated from the output of πα, and

smax
n ,hmax

n are the one-hot vector of the same value with sn and hn. onehot(x)

represents the non-differentiable operation that transforms the vector x into
one-hot vector, and thus smax

n and hmax
n is detached from the computation graph.

detach(x) represents the operation that detaches the vector x from the compu-
tation graph.

The method of calculating the expectation terms for the language models
pϕ(H) and pϕ(S|H) varies by their definitions. When they are jointly defined
by the deep regressive model defined by (5.3), the expectation is approximated
by substituting the samples S1 and H1 into (5.3). When they are defined using

76



5.2. METHOD

the Markov prior defined by (5.6) and (5.7), the expectation for p(H) and p(S|H)

can be analytically calculated using the dynamic programming technique. The
expectation for p(H) is calculated as follows:

γ(h1) = log pϕ(h1), (5.29)

γ(hn) =
∑
hn−1

qα(hn−1|X)
(
γ(hn−1) + log pϕ(hn|sn−1)

)
, (5.30)

Eqα(H|X)[log pϕ(H)] =
∑
hN

qα(hN |X)γ(hN). (5.31)

Similarly, the expectation term for p(S|H) is calculated as follows:

γ(s1) = log pϕ(s1), (5.32)

γ(sn) =
∑
sn−1

∑
vhn−1

qα(hn−1|X)qα(sn−1|X)
(
γ(sn−1) + log pϕ(sn|sn−1,hn−1)

)
, (5.33)

Eqα(S|X)[log pϕ(S)] =
∑
sN

qα(sN |X)γ(sN). (5.34)

When the p(S) and p(H) are uniform distributions, the expectation terms
are irrelevant to the maximization of LX(θ, α, β). The regularization by the
posteriors on S and H thus corresponds to the maximizion of the entropy of the
variational posterior qα(S,H|X).

5.2.5 Supervised Training

The target functions for the supervised conditions depend on whether the latent
variables H and S are partly or both available. In the partly-supervised condition
where S is available, we aim to maximize the variational lower bound of the
log-likelihood log p(X,S) which is derived as follows:

log p(X,S)

= log

∫
p(X,Z,S,H)dZdH

≥
∫

q(Z,H|X,S) log
p(X,Z,S,H)

q(Z,H|X,S)
dZdH

= Eq(Z|X)[log p(X|Z,S)]

+ Eq(Z|X)[log p(Z)− log q(Z|X)]
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+ Eq(H|S)[log p(S|H)]

+ Eq(H|S)[log p(H)− log q(H|S)]
def
= LX,S

≈ 1

I

I∑
i=1

[log pθ(X|Zi,S) + log p(S|Hi) + log p(Hi)]

−KL(q(Z|X)||p(Z)) + Entropy(log q(H|S)). (5.35)

Similarly, when H is available, the target function is the variational lower
bound of the log-likelihood log p(X,H):

log p(X,H) (5.36)

= log

∫
p(X,Z,S,H)dZdS

≥
∫

q(Z,S|X,H) log
p(X,Z,S,H)

q(Z,S|X,H)
dZdS

= Eq(Z|X)[log p(X|Z,S)]

+ Eq(Z|X)[log p(Z)− log q(Z|X)]

+ Eq(S|X)[log p(S|H)− log q(S|X)]

+ log p(H)

def
= LX,H

≈ 1

I

I∑
i=1

[log pθ(X|Zi,Si) + log p(Si|H)]

−KL(q(Z|X)||p(Z)) + Entropy(q(S|X))

+ log p(H). (5.37)

In the fully-supervised conditions where H and S are both available, the
target function becomes the variational lower bound of marginal likelihood
log p(X,S,H):

log p(X,S,H)

= log

∫
p(X,Z,S,H)dZ

≥
∫

q(Z|X,S,H) log
p(X,Z,S,H)

q(Z|X,S,H)
dZ
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= Eq(Z|X)[log p(X|Z,S)]

+ Eq(Z|X)[log p(Z)− log q(Z|X)]

+ log p(S|H) + log p(H)

def
= LX,S,H

≈ 1

I

I∑
i=1

log pθ(X|Zi,S)

−KL(q(Z|X)||p(Z)) + log p(S|H) + log p(H). (5.38)

As mentioned in Chapter 4, the classification model cannot be trained by
solely maximizing the lower bounds. Therefore, the label likelihood terms are
added to the lower bounds training to form the target functions for the (partly-
)supervised training:

L′
X,S(θ, α, β) = LX,S(θ, α, β) + log qα(S|X), (5.39)

L′
X,H(θ, α, β) = LX,H(θ, α, β) + log qα(H|X), (5.40)

L′
X,S,H(θ, α, β) = LX,S,H(θ, α, β) + log qα(S|X) + log qα(H|X). (5.41)

Given a set of annotated chroma vectors with the ground-truth chords and
keys, the training objective is to maximize the sum of the four target functions
listed above:

Lθ,α,β =
∑
X

LX(θ, α, β) +
∑
X,S

L′
X,S(θ, α, β)

+
∑
X,H

L′
X,H(θ, α, β) +

∑
X,S,H

L′
X,S,H(θ, α, β). (5.42)

To stabilize the semi-supervised training, we use a curriculum learning strat-
egy. First, only the supervised term

∑
X,S,H L′

X,S,H(θ, α, β) is fully optimized in
the non-regularized supervised manner. After the supervised term converged,
the VAE is jointly trained such that L(α, β, θ) is maximized.

5.2.6 Prediction

Similar to the method in Chapter 4, given the chroma vectors X, the chord and
key label estimations are given by combining the label posteriors and the Viterbi
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post-processing technique. Considering the temporal continuity of chords and
keys, the self-transition probabilities for post-processing are set to 0.9 for chords
and 0.95 for keys.

5.3 Evaluation

This section reports comparative experiments conducted for evaluating the ef-
fectiveness of the proposed method.

5.3.1 Experimental Conditions

Model Configurations

Each of the classification model qα(S,H|X), the recognition model qβ(Z|X) and
the generative model pθ(X|S,H,Z) was implemented with a three-layered bi-
directional long short-term memory (BLSTM) network with layer normalization,
where each layer had 128 hidden units for each direction. The output vector
of the BLSTM layers was transformed into the desired shape using a fully-
connected layer, and then normalized with the softmax or sigmoid function.
The deep autoregressive language model was implemented with a single-layer
uni-directional LSTM network, where each layer had 32 hidden units.

The parameters θ, ϕ, α, and β were optimized with Adam [65] with an
initial learning rate of 0.001. Each stage of the curriculum learning consisted
of 30 epochs to ensure convergence. Each minibatch contained 32 sequences
randomly picked from training data, and each sequence contains 431 frames
(20 sec), where the chroma vectors (and the ground-truth chords and keys if
available) were jointly rotated by a random number for compensating for the
imbalance in key classes.

Compared Methods

Various implementations for pθ(X|S,H,Z) and qα(S,H|X) are compared in our
experiments. We tested the possible combinations of two types of classification
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models and two types of generative models. The compared classification models
are:

• Separated (SEP): The chords S and the keys H are estimated separately
from X using independent single-task models, as is defined in (5.11) and
(5.12);

• Shared (SH): The chords S and the keys H are estimated jointly from X

using a shared-parameter multi-task model, as is defined in (5.15);
• Hierarchical (HIER): The chords S are estimated from X, and the keys are

then estimated from the estimated H, as is defined in (5.17) and (5.18).

Each type of classification model is trained in either supervised or regularized
way. The supervised way means that the classification model is solely optimized
to maximize the supervised objective LX,S,H only. The regularized way means
that the classification model is jointly optimized together with the generative
model in the proposed VAE method. In our experiments, supervised and
regularized learning methods are denoted as SUP and VAE respectively.

The compared language models are:

• Autoregressive (AR): The RNN-based autoregressive model formulated in
(5.3);

• Markov (MK): The Markov models formulated in (5.34);
• Uniform (U): The plain uniform distributions defined in (5.8) and (5.9).

In total, we got 6 combinations of classification and generative models to form a
VAE. In the following sections, we refer to the combinations of the shorthands
(e.g., SIN-NH-AR).

Furthermore, to evaluate the effect of the language model, we conducted
additional cross-validation experiments on the VAE of chord and key labels.
This VAE is the sub-module of the HIER-H combination, composed with the
classification model that predicts key label posteriors from chord labels, and the
generative model that predicts chord label distribution from keys. It is trained
on the data pairs of chord and key labels to optimize the terms in Lθ,α,β with
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respect to S and H:

L̂S = Eqα(H|S)[log pϕ(S|H) + log p(H)] + Entropy(qα(H|S)), (5.43)

L̂S,H = Entropy(qα(H|S)) + log pϕ(S|H) + log p(H) + log qα(H|S). (5.44)

In the experiment, we compare the two conditions with respect to the model:

• KC-SUP: The classification model is trained in the supervised manner with-
out any regularization;

• KC-AR-VAE: The classification model is trained with the regularization
method using the autoregressive language model.

By comparing the three conditions, we evaluate the effect of the regularization
method using different language models.

Datasets

We collected a set of annotated music recordings for evaluation. Specifically,
we collected 224 songs from Isophonics dataset [45] and 63 songs from Robbie
Williams dataset [50] that have time-synchronized chord and key annotations.
Since the key classification model recognizes only major and minor keys, songs
that include other scales (e.g., Mixolydian scale) are excluded from the two
datasets. As in Chapter 4, the chord labels in the dataset were reduced to
the 73 chord classes that are defined in our model. Under each condition, we
conducted 5-fold cross validation on the annotated dataset. To compensate the
imbalance of key classes, we applied data augmentation to the training dataset
by pitch-shifting the chroma vectors and chord labels in the dataset. As a result,
the amount of training data was increased by 12 times.

5.3.2 Evaluation Measures

The chord and key estimation accuracies were measured by the weighted overlap
rates between the estimated and ground-truth chord and key classes of the
annotated music signals. The weighted accuracy of each song is calculated
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Table 5.1: Estimation accuracy of chords and keys

Key errors(%)
chord(%) key(%) Parallel Relative Fifth

SIN-SUP 81.41 76.93 4.79 6.59 4.38
SH-SUP 81.14 81.75 3.04 4.98 4.86
HIER-SUP 81.51 78.53 2.48 4.71 4.69
SIN-U-VAE 81.95 80.43 4.83 5.36 3.78
SIN-MK-VAE 82.55 79.17 5.08 6.17 3.24
SIN-AR-VAE 81.66 80.69 3.93 5.04 4.27
SH-U-VAE 82.28 80.77 3.69 6.13 3.80
SH-MK-VAE 82.72 81.29 3.52 5.25 4.37
SH-AR-VAE 82.01 81.79 3.29 4.30 5.31
HIER-U-VAE 82.83 84.07 2.12 4.89 3.12
HIER-MK-VAE 82.79 82.68 2.01 5.55 3.17
HIER-AR-VAE 82.29 82.77 2.42 5.4 4.28

with mir_eval library [44]. The overall accuracy was given by the average of the
piece-wise accuracies weighted by the song length.

For key estimation, we also measured the ratios of typical estimation errors
on keys:

• Parallel: the estimated key has the same tonic note as the reference key, but
differs in scale (e.g., C major and C minor);

• Relative: the estimated and reference key shares a same set of musical notes
(e.g., C major and A minor);

• Fifth: the estimated key is a perfect-5th above the reference key.

These types of errors account for the majority of key estimation errors in
the existing studies [70], for the estimated and reference keys share (nearly) the
same set of musical notes. Therefore, pitch information like chroma vectors is
often too ambiguous for distinguishing these closely-related keys.

5.3.3 Experimental Results

The experimental results of joint chord and key estimation are shown in Table
5.1.
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Supervised Training

The first three rows in Table 5.1 list the performances of chord and key classifica-
tion models trained on the annotated dataset in the non-regularized supervised
way. We found that the shared and the hierarchical classification models outper-
formed the separated model in the key estimation task. The shared classification
models achieved the best key estimation accuracy. More specifically, it signifi-
cantly reduced the parallel and relative key errors by more than 1%. This result
indicates that multi-task learning method is trained to avoid outputting key la-
bels that are incompatible with the estimated chords. The improvement of the
hierarchical classification model was small compared with the shared model.
However, we observed that the hierarchical model made even fewer parallel and
relative key errors.

The advantages of the two classification models for key estimation can also
be observed by comparing their confusion matrices. From the main diagonal of
the matrix in Fig. 5.6, we see that the shared model had more correct estimation
than the hierarchical model on most key labels. The shared classifier made
fewer errors misjudging major keys as other major keys, and minor keys as
major keys. Especially, it made much fewer errors misjudging minor keys as
its relative keys, which greatly increased the estimation accuracy on C:min and
E:min keys. However, the shared classifier tended to misjudge major keys as
their relative and parallel keys, and minor keys as their parallel keys. These
errors became the main reason that decreased the key estimation accuracy on
G:maj and A:min keys. Although the hierarchical classifier was inferior to the
shared classifier in the overall accuracy, it was able to reduce relative and parallel
key errors effectively.

There was no significant difference between the chord estimation perfor-
mances of the three models. This was an expected result since all the three
models took chroma vectors as the input. Although the shared classification
model was able to benefit key estimation accuracy by jointly estimating chord
labels, it had little benefit for chord estimation.
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Regularized Training

The lower rows of Table 5.1 correspond to the classification models trained with
the regularized training methods (*-VAE). The regularized separated and shared
models with the uniform prior (SIN-U-VAE and SH-U-VAE) outperformed the
classification models with supervised training (**-SUP), and the regularized
model with the Markov prior (SIN-MK-VAE and SH-MK-VAE) were even bet-
ter. The results again showed the advantage of the Markov language model for
ACE task, which we we have already shown in Chapter 4. However, for the hi-
erarchical model, HIER-U-VAE achieved the highest chord estimation accuracy,
even outperforming the other classification models regularized by the Markov
language model. For all classification models, the autoregressive language
model showed little advantage over the other methods.

The key estimation accuracy by the hierarchical classification model signif-
icantly improved when trained with the regularizing method (HIER-**-VAE).
Similar to the chord estimation task, the classification model performed bet-
ter when regularized with the uniform prior (HIER-U-VAE), and that with
the Markov prior (HIER-MK-VAE) achieved lower overall performance. More
specifically, the regularized hierarchical classification model made fewer parallel
key and Fifth key errors, while did not improve the relative key errors.

We observed how the regularized classification model improved the key
estimation performance by comparing the estimation results between HIER-U-
VAE and HIER-SUP. According to Fig. 5.7, the estimation accuracy of C:min
and E:min keys are improved mainly by reducing the mistakes that misjudged
them as their relative keys D:#maj and G:maj. Similarly, the estimation accuracy
of C:maj, D:maj and F#:maj are improved mainly by reducing the fifth key error.
However, the regularized training also had a little negative impact on avoiding
the parallel key errors. We observed that HIER-U-VAE made more parallel key
errors than HIER-SUP for D:min, E:min, A:min and B:min. The accuracy of
A:min was decreased for the regularized classification model misjudged A:min
as G:maj and A:maj.

The shared classification model with regularized training (SH-**-VAE) showed
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little improvement on key estimation compared with the non-regularized model
SH-SUP, regardless of which language model is used. Similar to HIER-U-VAE,
SH-U-VAE also had difficulty avoiding the parallel and relative key errors. Fig.
5.8 shows that the regularized classification model misjudged D:min and E:min
keys as their parallel keys D:maj and E:maj, which significantly decreased the
accuracy of the two keys. In addition, it misjudged E:maj and G:maj keys as
their relative keys C#:min and E:min.

5.4 Conclusion

This section describes a DNN-based joint chord and key estimation method
that integrates the multi-label estimation task into the VAE-based regularized
training method. Extending the VAE-based chord estimation method proposed
in Chapter 4, we formulated a hierarchical generative model on the basis of
the common music composition procedure. We evaluated the advantages of
using various types of classification models and language models under the
regularized training framework. The experimental result shows that the the
combination of multi-task learning and the VAE training method can further
improve AMT models. Specifically, the combination of the hierarchical clas-
sification and the uniform language model works best for the proposed VAE
training method, achieving the best performance for both chord and key esti-
mation. However, although the regularized classification models had higher
overall key estimation accuracy than the non-regularized ones, the regularized
models tended to increase misjudgements on some specific types of keys. Simi-
lar to the VAE in Chapter 4, the VAE proposed in this chapter also had difficulties
dealing with the ambiguity in audio features with respect to keys. In addition,
the autoregressive model and the Markov model, which are more meaningful
language models, had little advantage when using the hierarchical classification
model.

We have made a pioneering attempt to formulate a VAE-based semi-supervised
music transcription method that jointly estimates multiple musical elements.
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Although our experiments provided some promising results, better implemen-
tations for the classification, generation, and the language models are required
for developing a comprehensive music transcription method.
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Figure 5.6: The difference between the confusion matrix of key estimation by
SH-SUP and HIER-SUP. The numbers in the matrix represent the number of
frames.
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Figure 5.7: The difference between the confusion matrices of key estimation by
HIER-U-VAE and HIER-SUP.
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Figure 5.8: The difference between the confusion matrix of key estimation by
SH-U-VAE and SH-SUP.
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Chapter 6

Conclusion

We summarize the contributions of this thesis to DNN-based automatic chord
estimation (ACE) and discuss the future directions.

6.1 Contributions

In this thesis, we have attempted to make effective use of non-annotated music
data (MIDI and audio data) for DNN-based ACE. The amount of annotated
data has been the main bottleneck limiting the performance of conventional
ACE methods. To address this issue, we improved the feature extraction and
estimation model training methodology of a standard ACE framework without
paying the additional cost of increasing the annotated training data.

In Chapter 3, we presented a data-driven approach to chroma vector calcu-
lation from music signals. We designed a DNN that estimates the pitch class
salience from an audio spectrogram at the frame level. For supervised training,
we used a sufficient amount of synthesized music signals and the corresponding
pitch class salience, both of which were generated from MIDI data. Strong do-
main knowledge about the effectiveness of the chromatic representation can thus
be introduced without collecting additional hand-annotated music data. The
experiments in Section 3.4.3 showed that the pitch class salience can be estimated
accurately from real-world music recordings and that chroma vectors including
little information irrelevant to ACE can be obtained. Using such chroma vectors
as the input to a DNN-based chord classifier, the performance of ACE was sig-
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nificantly improved. This technique forms the basis of ACE methods described
in the following chapters.

In Chapter 4, we proposed an ACE method that unifies generative and discrim-
inative approaches. We formulated a deep generative model that represents the
generative process of chroma vectors from discrete chord labels and continuous
latent features. In the framework of amortized variational inference (AVI), deep
classification and recognition models were introduced for inferring the chord
labels and latent features from the chroma vectors, respectively (Fig. 4.1). By
integrating the deep classification model into the principled statistical inference
formalism of the generative approach, we drew the potential of the powerful
discriminative model. The experiments in section 4.3.2 showed that the regu-
larization mechanisms with the deep generative model and the Markov prior
significantly improved the performance of ACE. The chord sequences inferred
by the classification model had higher correct rates, and yet were more con-
sistent with respect to the given Markov prior. We found the limitation of the
semi-supervised training that the trained classification model tends to mistak-
enly classify some specific chord types into more common types. Our attempt
to use the semi-supervised VAE for ACE opens up a door to unify the deep
generative and discriminative methods for AMT.

In Chapter 5, we extended the VAE described in Chapter 4 for joint key
and chord estimation on the basis of the multi-task learning approach. To
handle the additional latent variable representing key labels, we compared three
architectures to implement the multi-task classification model, namely the the
separated, shared, and hierarchical architectures (Fig. 5.5). We also compared three
language models for regularizing the classification models, namely the uniform,
Markov (Fig. 5.4) and autoregressive (Fig. 5.3) architectures. The combination
of the hierarchical classification model and uniform language model showed the
best performance in the comparative experiment, outperforming the regularized
single-task classification models in both chord and key estimation tasks. We
showed the advantage of integrating multi-task learning with the VAE-based
training, making a step forward for realizing comprehensive music transcription.
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6.2 Future Directions

This section describes the remaining issues of our study on ACE. The chroma
feature proposed in Chapter 3 is a low-dimensional, highly abstracted represen-
tation, which may possibly bottleneck the chord classification model for further
improvement. Especially, such feature representation can be ambiguous when
recognizing difficult chord types such as tetrad chords. One straightforward
approach is to employ a higher-dimensional representation such as the piano-
roll representation which tells the salience of actual pitches. Another possible
approach is joint fine-tuning of the feature extraction model and the chord
classification model, which are trained separately in the proposed framework.
Furthermore, we can regard chroma vectors as latent features and formulate a
three-layered VAE that incorporates a raw audio spectrogram as an observed
variable on top of the proposed two-layered VAE consisting of chroma vectors
and chord labels. Using the VAE framework, the chroma feature extraction
model can be optimized jointly with the spectrogram generator, the chord clas-
sification model, and the chroma feature generator. In this method, the feature
extraction model is not only trained to extract pitch information, but also to pre-
serve as much information as needed to reconstruct the original spectrogram.

In the proposed ACE methods, all the variables (chroma vectors, latent fea-
tures, and musical labels) are defined at the frame level. The chord labels are
thus forcibly aligned with frame-level chroma vectors. Although the proposed
language models such as the Markov model or the RNN-based autoregressive
model can learn the continuity of frame-level label sequences, the experiments
showed that they are still incapable of properly modeling the symbol-level
long-term dependencies underlying the musical label sequences. Integration
of a frame-level classification model and a higher-level (e.g., beat-level or chord
symbol-level) musical language model is a promising research direction.

In this thesis, we used only LSTM networks to implement the temporal
models (classification, recognition, and generation models) because they have
been widely used as solid baseline models in related studies. Therefore, more
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advanced temporal models should also be considered. For example, the trans-
former [71] and its variants have often been used instead of RNNs in a wide
variety of research fields including ACE [28]. Since the transformer is capable
of learning an arbitrary long-term dependency inherited in a sequence using
a self-attention mechanism, it can possibly benefit more from the proposed
regularized training framework. Theoretically, advanced temporal models like
transformers can be applied to the proposed VAE-based training without major
changes, as long as they take a sequence of frame-level acoustic features as input
and output a label sequence.

The chord classification models in our work consider only triad chords.
The VAE-based method proposed in Chapter 3 does not address the larger
chord vocabulary that includes tetrad chords and inversions. Replacing the
chroma feature with a higher-dimensional feature representation of concrete
pitch information would be necessary to reduce the ambiguity between different
types of chords. We are also considering to integrate the structured learning
approach [6, 7] to the VAE-based learning framework.

The VAE methods proposed in Chapter 4 and 5 are still unable to fully benefit
from semi-supervised learning. In other words, although the VAE can theoreti-
cally be trained on music signals without annotations as well, the performance
of the classification models could not be improved using such unlabelled music
data. In the context of semi-supervised VAE [37], disentanglement of labels and
latent features is considered a key factor to the performance of semi-supervised
learning. More specifically, if the latent feature estimated by the recognition
model p(Z|X) contains information about the chord progression of the obser-
vation X, then the generative model p(X|S,Z) may ignore the chord labels S

and try to reconstruct the observed feature from the latent feature Z only. This
phenomenon is known as posterior collapse, which has been a critical problem for
training a VAE. To prevent posterior collapse and improve the proposed method
using semi-supervised learning, it is necessary to introduce disentanglement
techniques to ensure that the latent feature is irrelevant to the musical labels.

The AMT research can further be advanced to jointly consider more musical
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concepts by resolving these issues. Our ultimate goal is to develop a comprehen-
sive AMT system on the basis of a unified VAE that can treat mutually-dependent
musical elements such as keys, beats, melodies, and musical notes as latent vari-
ables, without having to collect a large amount of annotations.
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