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Abstract. When autonomous driving comes to reality in near future, a space in a 
car would become a special space where people can enjoy various kinds of en-
tertainment. This paper proposes one such entertainment in which the outside 
landscape is to be changed into moving art. Firstly, the outside landscape is cap-
tured by a camera set near to a driver's head. Then each frame of the captured 
landscape video is transformed into an artistic image by utilizing the image trans-
formation capability of CycleGAN, one of the recent AI technologies. And the 
converted video is projected on the windshield. Landscape seen from side win-
dows can be changed into artistic moving images in the same way. In this way, 
passengers, as well as a driver of a future car, can enjoy artistic moving images 
that are converted from outside landscape into art video with any art style. 

Keywords: CycleGAN, Art style, Transformation of landscape, Autono-
mous driving. 

1 Introduction 

What would be an interior space of a future car that will adopt autonomous driv-
ing capability? If autonomous driving becomes possible, the interior space of a car will 
not be a simple space where passengers have to stay during their traveling time, but 
space where the time during driving can be spent for entertainment [1][2][3]. At that 
time, the windshield and side glass will be transformed into a screen for entertainment. 
What kind of content would be appropriate to be shown on that screen? Of course, 
showing a movie is an idea. Another idea is to use the scenery outside the car as a 
material for entertainment. At present, viewing the scenery outside the vehicle is what 
we experience while traveling by car. Driving while enjoying the beautiful scenery is a 
great pleasure when traveling by car. However, when the same landscape continues for 
a long time, or when driving in a trashed urban space, it is tiring to see the scenery 
outside the vehicle. 
In such a case, is it possible to transform the scenery outside the car into something 
else? Art is a good object to convert. Art has the power to deeply appeal to people by 
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relaxing and sometimes straining their hearts. Is it possible to use this power of art to 
transform the mobile space into an art space? 
In this paper, we propose a method to meet such demands by using the latest AI tech-
nology, show the concrete method, and show several examples of converting the land-
scape into art. Section 2 proposes the concept of our proposal including its merit and 
problem. Section 3 briefly describes CycleGAN, which is one of recent AI technologies 
called GANs and which play an important role to convert scenery into artistic videos.  
Section 4 describes our experiment to convert scenery videos shot while driving into 
artistic videos including several target artworks we have selected. Section 5 shows 
some of the results we have obtained and describes some discussions. As there are sev-
eral problems with the obtained results, Section 6 proposes an improvement of our 
method described in Section 4 and describes the improved results. Finally, Section 7 
concludes the paper. 

2 Concept 

The basic method proposed in this paper is to transform the scenery outside the 
car into an art-like video in real-time. GANs (Generative Adversarial Networks), which 
is an AI technology that has been attracting attention recently, is used to convert land-
scapes into art videos. The details of the method will be described later.  

 
Fig. 1. System structure. 

There are levels 1 to 5 for autonomous driving [1][2][3]. Level 5 is for fully autonomous 
driving, but it takes a considerable amount of time to realize it. For the moment, the 
realization of levels 2 and 3, in which autonomous driving is restricted in a free-way, 
etc., is being tried. In this case, a person in charge of driving will be called a driver, 
because the person needs to intervene in driving if necessary. Fig. 1 shows a system 
structure that can convert a driver's visible landscape into an art video. This can be 
applied not only to level 5 which is completely autonomous driving but also to levels 3 
and 4 where the driver needs to intervene in driving. However, applying this system to 
levels 3 and 4 need revision of the Road Traffic Law, so we are currently proposing the 
system as a concept. 
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As shown in Fig. 1, a camera and a projector are installed in the vehicle near the driver's 
head. The video captured by the camera is converted into an art video, which is pro-
jected on the windshield by the projector. The windshield is transparent and at the same 
time has the capability that images can be projected with a projector [4]. The projection 
on the windshield in this way is an art video of the outside scenery seen from the driver's 
viewpoint. The features of this method are as follows. 
1) A scenery outside a car that a driver sees during driving is converted into an art 
video. The driver not only appreciates it as an art but also can drive the car in the space 
expressed in the art video. The driver and other passengers can feel as if they are mov-
ing in the art space. 
2) Except for the driver, the passengers do not see the converted landscape from their 
viewpoint. But it is considered that there is a little problem because the difference in 
viewpoint is not so large. 
3) It is possible to select any art style for converting an actual landscape into an art 
video. For example, it is possible to change the natural scenery outside the car into a 
Monet style or Cezanne style art video. On the other hand, what kind of effect can be 
obtained for drivers and passengers by making the outside scenery into an abstract art 
style, and what kind of abstract art style is suitable for this system are interesting re-
search issues. 
4) Further, it is possible to gradually convert the actual landscape into the art video by 
blending them. In current cars, it is possible to change the air conditioning temperature 
and air volume at several levels. It is possible to select the blending level, in the same 
way, depending on the driver or passenger's preference. 

3 CycleGAN for Art Style Transfer 

The task of converting scenery outside the car into an art video is connected to 
style transfer topics in AI. There are numerous methods in Deep Learning/Machine 
Learning [5] dealing with the problem of art style transfer. In this research, we use the 
celebrated method named CycleGAN, a variation of GANs. 

 
Fig. 2. The basic configuration of GANs 
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GANs (Generative Adversarial Networks) is a Deep Learning structure including both 
generative models and discriminative models in a deep neural network [6]. The name 
"generative" and "discriminative" came from the fact that generative models can gen-
erate new data instances while discriminative models can discriminate between differ-
ent categories of data. In art style transfer, we would expect a generative model to trans-
fer a photo or video frame into a specific style. The advantage of GANs is their effi-
ciency while not requiring large amounts of training data.  
The architecture of GANs is represented in Fig. 2. In GANs, generator G learns to gen-
erate data from random noise while discriminator network D tries to identify the gen-
erated data whether it is real or fake. The training process can be interpreted as a zero-
sum game between G and D. The training process on G tries to maximize the probability 
of the generated data to lie on the distribution of target sets and the training process on 
D tries to minimize it. This minimax mechanism helps the networks to converge even 
with a relatively small number of training data. By modifying the basic configuration, 
a large number of GANs variation has been developed. 
Among the variations of GANs, CycleGAN is an elegant method to study the style-to-
style level of image transformation [7]. We consider the generative models on Cy-
cleGAN as the main tool to transfer landscape into artworks. The architecture of a Cy-
cleGAN network is illustrated in Fig. 3. We add an inverse transformation 𝐺!" of the 
generator network 𝐺"!, which has the data of domain 𝐴 as input to transform them into 
elements of domain 𝐵. We also use two discriminators 𝐷" and 𝐷! for the domains 𝐴 
and 𝐵, respectively. We would measure the difference between 𝐴 and 𝐴%  (the recon-
struction data in 𝐴 by applying 𝐺"! then 𝐺!") and the error caused by the difference 
between 𝐵 and the domain given by applying 𝐺"!  to 𝐴. The training process would 
minimize the sum of these two errors. The data generated by 𝐺"! and 𝐺!" provides the 
mutual transformation between the two domains. 

Fig. 3. The basic configuration of CycleGAN ([6]) 
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Fig. 4. Horses-Zebras transfer (Image source [7]) 

The most important difference between generators of GANs and CycleGAN is that 
GANs learn to generate data to fit in a target set while CycleGAN learns the set-to-set 
level of transformation. Because of this, CycleGAN could be used to establish mutual 
conversion between these two groups of images - the key point to do the task of style 
transfer. Fig. 4 shows how horses are converted into zebras and vice versa. The devel-
opment of CycleGAN has opened a new way to transform regular images into artworks 
that have specific art styles, because of the set-to-set level of style transfer instead of 
image-to-image level transfer. Therefore, we can perform flexible transformations 
when the outside scenery changes at high speed.  

4 Experiment 

We used the datasets shown below and make experiments of mutual transfor-
mation via CycleGAN between A and B1, B2, B3, B4 respectively. After finishing the 
training phase, we applied the generator of each experiment to convert landscape video 
taken in a driving car in real-time (frame by frame). 
 
Dataset A: Road-scene photos mixed by self-taken data and Nuscenes Dataset from 
APTIV (partly). 
Dataset B1: Kandinsky abstract artworks in Wiki Art [8]. 
Dataset B2: Naoko Tosa’s Sound of Ikebana [9][10]. 
Dataset B3: Sansui artworks in CS231N project "Chinese Painting Generation Using 
Generative Adversarial Networks" at Stanford University [11]. 
Dataset B4: Ikebana photos in Flickr.  
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Fig. 5. Examples of Kandinsky artworks. 

 
Fig. 6. Examples of Sound of Ikebana images. 

 
Fig. 7. Examples of Sansui Artworks. 

We choose these datasets to transfer the outside scenery into Western abstract art (A-
B1), Japanese abstract art (A-B2), traditional Oriental arts (A-B3, A-B4). Fig. 5 shows 
several of the Kandinsky artworks. Fig. 6 shows several images of the Sound of Ike-
bana. Fig. 7 shows several Sansui artworks. Fig. 8 shows several Ikebana photos. 
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Fig. 8. Examples of Ikebana photos. 

The Sound of Ikebana was created by Naoko Tosa, one of the authors. It is a video 
artwork that was created by giving sound vibration to color paints, letting them jump 
up, and shooting the created form by a high-speed camera. She was inspired by watch-
ing various fluid dynamics based phenomena such as “milk crown” and after various 
experiments succeeded in creating beautiful forms. Although created forms are abstract, 
many people indicated that they feel Japanese beauty in these abstract forms [9]. There-
fore, we think that the Sound of Ikebana would be a good representation of Japanese 
abstract art. 

5 Results and Discussion 

After applying the style transfer functions generated by CycleGAN, we get the 
transformation as shown in Fig. 9. For the original scenes, two different types of scenes 
were selected; one is a countryside scene, and another is a cityscape scene. 
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Fig. 9. Transformation of actual scenes into art style scenes (From top to bottom: original scene 
(A), Kandinsky style (B1), Sound of Ikebana style (B2), Sansui style (B3), Ikebana style (B4)) 

In our eye-checked evaluation, the transformation A-B1 and A-B2 give the most qual-
ified results in the cityscape scenes while A-B3 and A-B4 give the best results in the 
countryside scenes. We consider the reason as abstract art is suitable to represent arti-
ficial objects such as buildings, traffic lights, etc., and Oriental traditional art was in-
spired by a natural landscape. 
The A to B1, B2, B3, B4 transformation opened a new way to create original video art. 
CycleGAN is used to work with images of relatively similar sizes, themes, and catego-
ries such as horses and zebras, Monet paintings and landscape photos, winter scenes, 
and summer scenes. But if we perform some “unusual transformation” between rela-
tively different domains of objects (for example between cityscapes and flowers), we 
could create original art of a high-abstract level. 
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In the next research, we would improve some limits of the current work. Firstly, the 
direction of the original training data is vertical or horizontal on a 2D frame but the 
direction of the front scene while driving is in the last dimension of the 3D frame. An-
other problem is that sometimes the transition between frames is not smooth enough, 
we present an improvement for this problem in the next section. 

6 DriveGAN: Improvement of the Method  

To obtain smooth transitions between frames in the generated video, we try to 
include frame loss into the total loss of the CycleGAN. The goal is to minimize the 
difference between the frame transitions in the real video and the generated video. In 
our experiment, a video captured by a car’s camera is extracted to frames that form the 
source image set (𝐴). The target art image set (𝐵) is described in Section 4.  
In the original CycleGAN, the full objective function is defined as follows: 

ℒ(𝐺"! , 𝐺!", 𝐷", 𝐷!) = 	ℒ#"$(𝐺"! , 𝐷! , 𝐴, 𝐵) 

+	ℒ#"$(𝐺!", 𝐷", 𝐵, 𝐴) 

+	λℒ%&%(𝐺"! , 𝐺!")																																																										(1) 

where ℒ#"$(𝐺"! , 𝐷! , 𝐴, 𝐵) is the adversarial loss for the mapping function (the gen-
erator) 𝐺"!:	𝐴 → 	𝐵  and its discriminator 𝐷! .	 ℒ#"$(𝐺!", 𝐷", 𝐵, 𝐴) is the adversarial 
loss for the mapping function (the generator) 𝐺!":	𝐵 → 	𝐴 and its discriminator 𝐷" . 
ℒ%&%(𝐺"! , 𝐺!") is the cycle consistency loss that captures the forward and backward 
cycle consistencies: 𝑎 →	𝐺"!(𝑎) → 	𝐺!"3𝐺"!(𝑎)4 ≈ 	𝑎  and 𝑏 →	𝐺!"(𝑏) →
	𝐺"!3𝐺!"(𝑏)4 ≈ 	𝑏.  

To define the frame loss, we denote the input frame sequence (or source image set) as 
𝐴 = {𝑓'()*})+,$-. where 𝑚 is the index of the first frame that we want to include in the 
source images,  𝑡 is the frame step. 𝑡 is also a hyperparameter to tune when training our 
GAN. The frame loss between two sequences of frames is defined as follows: 

ℒ/0"12(𝐺"! , 𝐺!") = 𝔼3~56(3) =>
(G9: @𝐺"!3𝑓'(()(.)*4A 	−	G9:3𝐺"!(𝑓'()*)4)

−		(𝑓'(()(.)* 	− 𝑓'()*)
>
.

C   

We add this frame loss to the equation (1), the full objective function of our proposed 
DriveGAN becomes: 

ℒ(𝐺"! , 𝐺!", 𝐷", 𝐷!) = 	ℒ#"$(𝐺"! , 𝐷! , 𝐴, 𝐵) 

+	ℒ#"$(𝐺!", 𝐷", 𝐵, 𝐴) 

+	λℒ%&%(𝐺"! , 𝐺!")						 

					+	𝛾ℒ/0"12(𝐺"! , 𝐺!")																																																				(2) 
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where 𝛾  control the relative importance of the frame loss. The training process 
would also try to minimize the frame loss to ensure the differences between consecutive 
frames after transforming would be small if the difference of consecutive frames in the 
original scenes is small. We replace the training data of A by a collection of video taken 
by camera to generate sequences of consecutive frames.  
Figure. 10 shows the result of the transformation of several continuous landscape im-
ages into Kandinsky style images and Sound of Ikebana style images. Based on eye-
checked evaluation, the created videos look smooth and could be used as contents that 
is a transformation of outside landscape into artistic videos. 
 

 
Fig. 10. Transformation of continuous frame images into art style images (From top to bottom: 

original scene (A), Kandinsky style (B1), Sound of Ikebana style (B2) 

7 Conclusion 

A method of transforming outside sceneries seen from the inside of a car into 
artistic video is proposed. For the transformation, we adopted CycleGAN to transform 
a set of landscape images into a set of art images, as CycleGAN, one of the latest AI 
technologies, has the capability of mutual transformation between two image sets. 
For source images, we collected various road images (A). As target art images we se-
lected four types of art images; Kandinsky art images (B1), Sound of Ikebana art images 
created by one of the authors, Naoko Tosa (B2), Sansui art images (B3), and Ikebana 
photos (B4). By using these training sets and CycleGAN the transformation functions 
from A to B1, B2, B3, B4 were achieved. Then each frame of several videos taken from 
a driving car was transformed into each of B1, B2, B3, and B4 styles. And some dis-
cussions were carried out regarding the obtained results. 
As a next step, we tried to improve the original CycleGAN to delete a flicker observed 
in the generated video. By including frame loss into the total loss function and by 
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minimizing the frame loss during the training process, we succeeded in obtaining a 
smooth transition between frames in the generated video. 
For future research, we will carry out a user study to evaluate the feasibility of the 
proposed method. Also, transformation into several other art styles including anime-
style [12] will be carried out. 
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