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Abstract

The Standard Model (SM) in particle physics describes the interaction among elementary particles and
successfully explains most of the experimental results. However, some problems still remain, for instance,
missing dark matter candidates and the quadratic divergence of Higgs boson mass. Supersymmetry (SUSY)
is based on a space-time symmetry of quantum field theory, which transforms bosons into fermions and
vice versa. The SUSY introduces superpartners of the SM particles, is one of the most promising new
physics scenarios beyond the SM. In this scenario, if the masses of the SUSY particles are typically
O(100 GeV) ∼ O(TeV), it is known that the lightest neutralino can be a good candidate for the dark matter
and that the problem is solved by canceling the correction of the Higgs boson mass by the SM particle
and its superpartners. Besides, SUSY can explain the recent experimental result on the muon magnetic
moment (g-2). Large Hadron Collider (LHC) provides TeV-scale elementary process in proton-proton (pp)
collisions. Therefore, it is the only place where the SUSY particles can be directly searched for.

In this thesis, a search for electroweakinos (charginos and neutralinos), which are the superpartners of
the SM electroweak bosons, is reported by using 139 fb−1 of

√
s = 13 TeV pp-collision data at the LHC

collected by the ATLAS detector. The signals are pair-produced charginos and neutralinos, which decay
into light electroweakinos and the SM electroweak bosons (W/Z/h). With the mass difference between
heavy electroweakinos and the light ones being large, the SM electroweak bosons have high momenta in
the target models.

The production cross-section of electroweakinos is smaller than one of the strong SUSY particles, such
as squark or gluino. In order to overcome the small production cross-section of electroweakinos, a fully
hadronic final state is focused on in this thesis. Then, the SM electroweak bosons decay hadronically, and
the quarks decayed from the bosons are collimated. Consequently, while each quark is not reconstructed as
a jet separately, and two quarks can be reconstructed as a single large-radius jet.

There are three advantages of the fully hadronic final state. The first one is a statistical benefit by large
branching ratios of the SM electroweak bosons. The second one is using characteristic signatures of jets
to identify as the SM electroweak bosons. The last one is a small dependency on the signal model by
targeting all the SM electroweak bosons because they are reconstructed as large-radius jets. Thanks to
them, the search for electroweakinos with only light quarks (u, d, s, c) in the final state is for the first
time performed in this thesis, and the sensitivity on the heavy electroweakinos is significantly improved
compared to the previous analyses using other final states. A new boosted W/Z/h jet identification using
the mass and substructures of the large-radius jets significantly improves the sensitivity.

The number of observed events in the data was consistent with the SM prediction, and there was no
significant excess derived from electroweakinos in the data with respect to the SM prediction. Exclusion
limits at the 95% confidence level on the heavy electroweakino mass parameter are set as a function of the
light electroweakino mass parameter. They are set on wino or higgsino production models with various
assumptions, such as the branching ratio of their decaying and the type of lightest SUSY particle. In the
wino (higgsino) production models, a wino (higgsino) mass up to 1060 (900) GeV is excluded when the
lightest SUSY particle mass is below 400 (240) GeV and the mass difference is larger than 400 (450) GeV.
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Thus, this analysis provides the most stringent limits on the wino or higgsino pair production modes with
various branching ratio and the type of the LSP. Besides, the most stringent constraints on various SUSY
scenarios motivated by the dark matter, the muon g-2 anomaly, and the naturalness are set by interpreting
the results.
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1 Introduction

The Standard Model (SM) of the particle physics describes the interaction among elementary particles and
successfully explains most experimental results. With Higgs boson discovery [1, 2] by the ATLAS [3]
and CMS [4] experiments, all predicted particles in the SM have been observed. Since its discovery, the
ATLAS and CMS experiments have been measuring the nature of the Higgs boson, such as the Yukawa
coupling, using the Large Hadron Collider (LHC), the world’s highest energy proton-proton collision
(pp-collision). There is no deviation of the Yukawa couplings to SM fermions in the third generation
(b, t, τ) and gauge bosons from the expected values [5]. However, there are still several remaining problems
in the SM. One is that the SM does not explain naturally why the observed Higgs mass is O(100 GeV),
regardless of the large quantum correction (> O(1036 GeV2)) by the SM particles. Another is the existence
of the dark matter, which accounts for ∼ 85% of the matter in the universe. However, it cannot be explained
by the SM [6–9]. Thus, the existence of a new physics beyond the Standard Model (BSM) is implied.

One of the promising theoretical frameworks to resolve these problems is Supersymmetry (SUSY), which
introduces an additional symmetry between fermions and bosons. SUSY also adds supersymmetric
partners (superpartners) of the SM particles, with the same quantum numbers except for their spins. In the
supersymmetry framework, the quantum correction for the Higgs mass is canceled between the SM particles
and their superpartners (“naturalness”). Besides, the lightest SUSY particle can be a good candidate of the
dark matter. The masses of the superpartners of the SM particles are predicted to be less than O(TeV) to
explain these problems. Additionally, light SUSY particles can provide an explanation of the muon g-2
anomaly. LHC is the first and only accelerator that explores O(TeV) scale physics. Therefore, only the
possible place where SUSY particles (< O(TeV)) can be searched for directly.

The superpartners of quarks and gluons, called strong SUSY particles, have already been explored up
to approximately 2 TeV on their mass. However, since the cross-sections of the superpartners of the
SM electroweak bosons (electroweakinos) are smaller than strong SUSY particles, the electroweakinos
have not yet been explored up to high mass. For example, the exclusion limit in the mass of a wino,
which is the superpartner of the SU(2) gauge field, is up to 700 GeV. Then, in this thesis, we search
for electroweakinos using the full amount of available data, corresponding to 139 fb−1, collected by the
ATLAS detector in 2015-2018. Our target is the pair production of electroweakinos ( χ̃heavy), which decay
into light electroweakinos ( χ̃light) and either of W boson, Z boson, or Higgs boson (W/Z/h). In the
previous searches, leptonically decaying W/Z bosons or b-tagged jets of Z/h → bb have been used in
these searches for χ̃heavy → χ̃light +W/Z/h. This is to suppress a huge amount of backgrounds caused
by jets originating from quarks and gluons. However, the previous searches suffer from a low branching
ratio of leptonically decaying bosons. Here, on the contrary, we challenge the fully hadronic final states
(W/Z/h→ qq/bb where q denotes light flavor quark, u, d, s, c), as shown in Figure 1.1 to profit its large
branching fraction. The search for electroweakinos in the qqqq final state with two W/Z bosons decaying
into two light-flavor quarks is the first time at the LHC.

In the previous analyses, the number of leptons is required explicitly, i.e., the target bosons decayed from
χ̃heavy are determined for each analysis, for example, 1-lepton for W → lν and 2-leptons for Z → ll. On
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Figure 1.1: Diagram of the electroweakino decay in fully hadronic final states.

the contrary, W/Z/h are all reconstructed as jets in the fully hadronic final states. Therefore, this analysis
enables to search for electroweakinos comprehensively regardless of the decay process since the difference
between χ̃±heavy → W± + χ̃0

light and χ̃
±
heavy → Z/h + χ̃±light is not deliberately identified.

The advantages of the search for electroweakinos in fully hadronic final states are:

• Statistical benefit due to a large branching ratio of hadronically decaying W/Z/h bosons

• Characteristic signatures of boosted W/Z/h for the case of a large mass splitting between χ̃heavy and
χ̃light, i.e., the two quarks from hadronically decaying bosons are collimated

• Less dependency to theoretical models (flavor independency)

We make use of the following two characteristic signatures for the search. One is the large missing
transverse energy, Emiss

T , due to χ̃light does not interact with the detector. The other is a large radius jet to
reconstruct collimated daughter quarks decayed from boosted W/Z/h as a single jet. Especially for this
analysis, we introduced a novel experimental method of tagging boosted W/Z/h bosons using large-radius
jets (“boson tagging”). In the boson tagging, we use the jet substructure variables to distinguish W/Z/h
bosons from the quark- or gluon-initiated jets, as shown in Figure 1.2. The boson tagging was optimized
to retain approximately 50% efficiency to W/Z/h while to makes quark- or gluon-initiated jets down to
1-10%. The dominant backgrounds are Z(→ νν) + jets, W + jets, and VV (V denotes W/Z/h), where
Emiss
T is due to leptonically decaying W/Z and quark- or gluon-initiated jets are mis-identified as boosted

W/Z/h. Most of these backgrounds are not well described by a simulation. However, in this analysis, we
estimated these backgrounds in a data-driven way.

After target theoretical models of this thesis are described in Chapter 2, experimental setup is discussed in
Chapter 3 and 4. Then, how physics objects are experimentally reconstructed is explained in Chapter 5,
additionally in Chapter 6, for the boson tagging, which is one of the keys of this thesis. How the candidates
are selected and how backgrounds are evaluated as written in Chapter 7 and 8. Systematic uncertainties
considered in this thesis are described in Chapter 9, and the results and theoretical interpretations are
discussed in Chapter 10 and 11. The SUSY scenarios motivated by the dark matter, the naturalness, and
the muon g-2 anomaly are discussed in the same chapter. The final conclusion is given in Chapter 12.
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Figure 1: a) 1-prong jet, dominated by collinear (blue) and soft (green) radiation. The

angular size of the collinear radiation is Rcc and the pT fraction of the soft radiation is zs.

b) 2-prong jet resolved into two subjets, dominated by collinear (blue), soft (green), and

collinear-soft (orange) radiation emitted from the dipole formed by the two subjets. The

subjets are separated by an angle R12 and the pT fraction of the collinear-soft radiation

is zcs.

modes e(β)2 e(β)3

CCC Rβ
cc R3β

cc

CCS Rβ
cc + zs zsR

β
cc

CSS zs + z2s z2s
SSS z2s z3s

Table 1: Scaling of the contributions of 1-prong jets to e(β)2 and e(β)3 from the different

possible configurations of soft (S) and collinear (C) radiation.

First, consider the case of the measurement of e(β)2 and e(β)3 on a jet with a single hard

core of radiation, as in figure 1a, which is dominated by soft radiation with characteristic pT
fraction zs ≪ 1, and collinear radiation with a characteristic angular size Rcc ≪ 1. All other

scales are order-1 numbers that we will assume are equal to 1 without further discussion.

With these assumptions, we are able to determine the scaling of the contributions to e(β)2

and e(β)3 from collections of soft and collinear particles. The scalings are given in table 1

for contributions from three collinear particles (CCC), two collinear and one soft particle

(CCS), one collinear and two soft particles (CSS), and three soft particles (SSS).7

Dropping those contributions that are manifestly power-suppressed, the two- and three-

7The contributions in table 1 are from any subset of three particles in the jet. We do not single out an

initial parton from which the others arise as in a showering picture.
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and e(β)3 from collections of soft and collinear particles. The scalings are given in table 1

for contributions from three collinear particles (CCC), two collinear and one soft particle

(CCS), one collinear and two soft particles (CSS), and three soft particles (SSS).7

Dropping those contributions that are manifestly power-suppressed, the two- and three-

7The contributions in table 1 are from any subset of three particles in the jet. We do not single out an

initial parton from which the others arise as in a showering picture.

– 9 –

(b) 2-prong jets such as the hadronic decays of W/Z bosons

Figure 1.2: Schematic views of 1-prong jets (a) and 2-prong jets (b). Collinear (blue) and soft (green) radiations
are illustrated. The angular size of the collinear radiation is Rcc and the pT fraction of the soft radiation is zs. For
2-prong jets, collinear-soft radiation emitted from the dipole formed by the two subjets represents the orange line.
R12 represents the angle between these two subjets [10].
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2 Theoretical Background

In this chapter, the theoretical backgrounds of the Standard Model (SM) and Supersymmetry (SUSY) are
described. In the latter part, the target SUSY scenarios in this thesis and the search strategies for them are
discussed in Sections 2.3 and 2.4.

2.1 The Standard Model

The Standard Model (SM) in particle physics provides the knowledge of interactions between elementary
particles, and explains the most of experimental results. The outline of the SM and the problems are
described in this section. More detail is discussed in Ref.[11].

In the SM, three types of particles are contained. One is fermions, which have the spin of 1/2 and
compose matters. There are two groups in fermions: quarks and leptons. Both of the groups have up-
and down-type, and three generations, as shown in Table 2.1. Each fermion has the charge conjugated
partner referred to as anti-fermions, which have the same mass and spin. The second is gauge bosons,
which have the spin of 1 and mediate the interaction between particles. There are three types of gauge
bosons; gluon (g) characterizes strong interaction, and weak bosons (W, Z) and photon (γ) describe weak
and electromagnetic interactions, respectively. The last one is the Higgs boson (h), which has the spin of 0
and provides the mass of particles through the Brout-Englert-Higgs (BEH) mechanism [12, 13].

Quarks and gluons carry color charges in the strong interaction, and three color charges and three anti-color
charges are defined. The Quantum Chromodynamics (QCD) allows only particles with colorless states to
exist as free particles, such as baryons or mesons composed of multiple quarks and gluons. Thus, when
quarks and gluons are accelerated in scattering, bremsstrahlung cascades of gluons and quark-antiquark
pairs are developed in the vicinity. The cascade is called “jet.”

In the SM, there is a problem: the masses of the SMweak bosons (W, Z) are massive, while the electroweak
Lagrangian prohibits the mass terms not to violate the gauge invariance. In order to solve this problem,
the BEH mechanism [12, 13] is introduced to add an SU(2) doublet with a scalar field and potential to
the SM Lagrangian. The vacuum expectation value in the potential is not 0, which is called “electroweak
spontaneous symmetry breaking.” In this mechanism, a new particle, the Higgs boson, is predicted. The
Higgs boson was discovered by the ATLAS/CMS [1, 2], and the measured value of the spin was 0, i.e., it is
consistent with the predicted particle. Therefore, all the particles in the SM were found.

Although the SM explains the most of experimental results, there are still some problems to be solved, for
example, the quadratic divergence of the Higgs mass. In order to solve these problems, new particles yet to
be discovered are introduced. One of the promising frameworks is Supersymmetry (SUSY). The outlines
and possible solutions in the SUSY models are described in Section 2.3.4.
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Table 2.1: Fermions in the Standard Model.
1st generation 2nd generation 3rd generation

Quarks up-type u c t
down-type d s b

Leptons charged e µ τ

neutral νe νµ ντ

2.2 Supersymmetry

Supersymmetry (SUSY) [14–19] is a framework that extends the SM by adding the space-time symmetry
in quantum field theory that transforms fermions into bosons and vice versa, i.e. a new operator Q carries
itself a half-integer spin angular momentum and transforms bosonic states to fermionic states and vice
versa. Consequently, the fermionic (bosonic) partner of SM particles, called “superpartner,” are introduced.
They have the same mass and quantum numbers as the SM particles, except for spins (described in
Appendix A.1). In the supersymmetric theory, the SM particles and the superpartners are described as
irreducible representations of SUSY algebra, called “supermultiplet.”

2.2.1 R-parity

In the SUSY Lagrangian, which is the SM extends minimally, terms that violate either baryon number
(B) or lepton number (L) are contained in the superpotential (W) term, which represents a function of
supersymmetric quantum mechanics. The terms are described as follows;

W∆L=1 =
1
2
λi jkLiLj ēk + λ′i jkLiQ j d̄k + µ′iLiHu , (2.1)

W∆B=1 =
1
2
λ′′i jk ūi d̄j d̄k , (2.2)

where B and L are not fundamental symmetries in the SM while there are no observed results violating
either B or L. Similarly, B and L are not treated as symmetries in the SUSY framework. In order to allow
the SM particles and their superpartners to have different quantum numbers, a new symmetry that has
no effect of the possibility of these B and L violating terms are introduced. The new symmetry is called
“R-parity”, and defined as:

PR = (−1)3(B−L)+2s , (2.3)

where s is the spin of particles. Thus, the the SM particles have PR = +1, and their superpartners have
PR = −1.

2.2.2 SUSY Breaking

SUSY represents a generalization of the space-time symmetries in quantum field theory. If SUSY was not
broken and the superpartners of the SM particles existed, the mass of the superpartner particles would
be required to be as same as the SM particles. However, as superpartners of the SM particles have not
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been observed yet, the supersymmetry must be broken in a certain way. If the supersymmetry is softly
broken, an effective Lagrangian of SUSY is composed of a supersymmetry invariant part (LSUSY) and a
soft supersymmetry violating term (Lsoft), as follows [20] :

L = LSUSY + Lsoft . (2.4)

LSUSY contains kinetic terms, the gauge and Yukawa interactions, and terms with prescriptions using
super-space or superpotential [20]. To ensure the cancelation of fermions and sfermions (discussed in
Section 2.3.4.1), Lsoft contains only mass terms and coupling parameters of positive mass dimension and
does not contain dimensionless couplings.

2.3 Minimal Supersymmetric Standard Model

One of the simple models in SUSY is called Minimal Supersymmetric Standard Model (MSSM), which
extends the SM to add only the minimal number of supersymmetric particles. In this thesis, we assume
that the R-parity is conserved in the MSSM. Then, there can be no mixing between the SM particles
and sparticles because all SM particles have even R-parity, and sparticles have odd R-parity. From these
assumptions, two phenomenological consequences are obtained:

• The lightest sparticle is absolutely stable (called “lightest supersymmetric particle”, “LSP”).

• Only even numbers of sparticles can be produced in collider experiments.

2.3.1 Particle Contents in MSSM

In the MSSM, the number of supersymmetries is assumed to be 1. Thus, only one superpartner
corresponding to one SM particle is considered. There are two types of supermultiplets. One is the “chiral
supermultiplet,” which consists of doublets containing spin-0 particles and their spin-1/2 superpartners
(vice versa), as summarized in Table 2.2. The superpartners of the spin-1/2 SM fermions are referred to as
“sfermions” and have a spin of 1. Sfermions are divided into two types; “squarks” and “sleptons,” which
are the superpartners of the SM quarks and leptons, respectively. They are SU(2)L doublets in left-handed
parts and singlets in right-handed. These left-handed and right-handed sfermions are denoted as f̃L and f̃R
as same as the SM particles.

The Higgs boson is also included in the chiral supermultiplets since it has spin-0. Since supersymmetry
requires at least two SU(2) doublets [21], the MSSM contains two Higgs doubles. One denoted as Hu

gives mass to up-type quarks and the other denoted as Hd provides mass to down-type quarks. They are
weak isospin doublets with weak hypercharge Y = ±1/2. Here, Hu is denoted (H+u ,H0

u) and Hd is denoted
(H0

d
, H−

d
). Higgsinos, which are the superpartners of Higgs bosons, are denoted as H̃u , H̃d for the SU(2)L

doublets in left-handed Weyl spinor fields. Their isospin components are denoted H̃+u , H̃0
u , H̃0

d, and H̃−
d .

The other type of supermultiplet is the “gauge supermultiplets,” which compose of gauge bosons and their
superpartners, “gaugino,” as summarized in Table 2.3. Gauginos have spin-1/2 and are associated with
SM bosons as Weyl fermions. The name of gauginos is expressed by adding an “-ino” suffix to the end to
one of the SM bosons. “Gluino” is the superpartner of the gluon. “Wino” and “Bino,” which are denoted
by W̃±, W̃0, and B̃0, are the superpartners of the electroweak bosons denoted as W±, W0, and B0.

In this thesis, Wino (W̃), Bino (B̃), and Higgsino (H̃) are collectively called “electroweakinos.”
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Table 2.2: Chiral supermultiplets in the Minimal Supersymmetric Standard Model. The spin-0 fields are complex
scalars, and the spin-1/2 fields are left-handed two-component Weyl fermions [20]. Q denotes quarks and including
up-type quark uL, ũL and down-type quark dL, d̃L . i represents a family index. The parentheses in the spin 0, 1/2
columns represent SU(2)L doublets. The bar on ū, d̄, ē fields is part of the name and does not denote any kind of
conjugation. They are categorized into the SM gauge group SU(3)C × SU(2)L ×U(1)Y .

Names spin 0 spin 1/2 SU(3)C, SU(2)L, U(1)Y
squarks, quarks Qi (ũL d̃L) (uL dL) (3, 2, 1

6 )
(×3 families) ūi ũ∗R u†R (3̄, 1,−2

3 )
d̄i d̃∗R d†R (3̄, 1, 1

3 )
sleptons, leptons Li (ν̃ ẽL) (ν eL) (1, 2,−1

2 )
(×3 families) ēi ẽ∗R e†R (1, 1, 1)

Higgs, Higgsinos Hu (H+u H0
u) (H̃

+
u H̃0

u) (1, 2,+1
2 )

Hd (H0
d

H−
d
) (H̃0

d
H̃−
d
) (1, 2,−1

2 )

Table 2.3: Gauge supermultiplets in the Minimal Supersymmetric Standard Model [20]. They are categorized into
the SM gauge group SU(3)C × SU(2)L ×U(1)Y .

Names spin 1/2 spin 0 SU(3)C, SU(2)L, U(1)Y

gluino, gluon g̃ g (8, 1, 0)

Wino, W bosons W̃±, W̃0 W±,W0 (1, 3, 0)

Bino, B boson B̃0 B0 (1, 1, 0)

2.3.2 Soft Breaking and the Soft Term in the MSSM Lagrangian

Most terms of Lsoft in Equation 2.4 are described in general theory, as follows [20]:

LMSSM
soft = −

1
2

(
M3g̃g̃ + M2W̃W̃ + M1B̃B̃ + c.c.

)
−

(
˜̄uauQ̃Hu −

˜̄dadQ̃Hd − ˜̄eae L̃Hd + c.c.
)

− Q̃†m2
QQ̃ − L̃†m2

L L̃ − ˜̄um2
ū

˜̄u† − ˜̄dm2
d̄

˜̄d† − ˜̄em2
ē

˜̄e†

− m2
Hu

H∗uHu − m2
Hd

H∗dHd − (bHuHd + c.c.) ,

(2.5)

where M1, M2, and M3 are the mass terms of bino (B̃), wino (W̃), and gluino (g̃). ai (i = u, d, e) represents
a complex 3×3 matrix in family space and has dimensions of mass. m2

ī
(i = Q, L, ū, d̄, ē) is a 3×3 matrix

and m2
ī
and b have dimensions of squared-mass. The terms containing ai and b represent soft trilinear

and bilinear scalar interactions, respectively. The MSSM Lagrangian obtains arbitrariness by introducing
additional 105 parameters of mass, phases, and mixing angles not contained in the SM [22].

Equation 2.5 allows flavor-mixing (CP-violating) effects because squarks and sleptons have the same
electroweak quantum numbers. However, they are disfavored by experiments. In order to avoid these
effects, supersymmetry breaking is assumed to be universal. In an idealized limit where m2

ī
are flavor-blind,
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m2
ī
are described as follows:

m2
ī
= m2

ī
1, i = Q, L, ū, d̄, ē. (2.6)

Additionally, the (scaler)3 couplings, including CP-violating effects, are assumed to be proportional to the
corresponding Yukawa coupling matrices;

ai = Ai0yi, i = u, d, e. (2.7)

Finally, to avoid CP-violating effects by new complex phases from the soft parameters, M1, M2, M3, Au0,
Ad0, and Ae0 are all required to be real numbers.

2.3.3 Gaugino Mass

In this thesis, we mainly focus on the electroweakinos. Only the mass spectra of electroweakinos are
discussed.

Due to the effects of the electroweak symmetry breaking, electroweak gauginos mix with higgsinos. Neutral
higgsinos (H̃0

u and H̃0
d
) constitute mass eigenstates called “neutralinos” with neutral gauginos (B̃ and W̃0).

The neutralino mass eigenstates are composed of four eigenstates and are denoted by Ñi (i = 1, 2, 3, 4).
Charged higgsinos (H̃+u and H̃−

d
) and winos (W̃+ and W̃−) mix with each other and combine to form

two mass eigenstates. They are called “charginos.” Neutralinos and charginos are labeled in ascending
order, such as χ̃0

1∼4 = Ñ1∼4 and χ̃±1∼2 = C̃±1∼2. The neutralino mass terms of the Lagrangian with the
gauge-eigenstates ψ0 = (B̃, W̃0, H̃0

d
, H̃0

u) are described as:

Lneutralino mass = −
1
2
(ψ0)TMÑψ

0 + c.c. , (2.8)

where

MÑ =

©«
M1 0 −cβsWmZ sβsWmZ

0 M2 cβcWmZ −sβcWmZ

−cβsWmZ cβcWmZ 0 −µ

sβsWmZ −sβcWmZ −µ 0

ª®®®¬ , (2.9)

with new abbreviations: sβ = sin β, cβ = cos β, sW = sin θW , and cW = cos θW . θW is the Weinberg angle,
and the definition of β is from the ratio of the two vacuum expectation values of the two higgs doublets;

tan β ≡
〈
H0
u

〉
/
〈
H0
d

〉
. (2.10)

M1 and M2 are introduced in Eq.2.5 and can have arbitrary complex phases in general. However, we can
redefine the phases of B̃ and W̃ that M1 and M2 are real and positive. The higgsino mass parameter µ is
usually assumed to be real while the sign is not determined.

Similarly, the charginomass terms of theLagrangianwith the gauge-eigenstates basisψ± = (W̃+, H̃+u , W̃−, H̃−d )
are described as:

Lchargino mass = −
1
2
(ψ±)TMC̃ψ

± + c.c. , (2.11)

where

MC̃ =

(
0 XT

X 0

)
,with X =

(
M2

√
2sβmW√

2cβmW µ

)
. (2.12)

More details are described in Appendix A.2.

30



2.3.4 SUSY Solutions of the SM Problems in the MSSM

SUSY provides explanations for some problems in the SM; for example, the quadratic divergence of
the Higgs mass, the dark matter, the muon g-2 anomaly. In this sub-section, the solutions for them by
introducing SUSY are described. The coupling constant in the Grand Unified Theory (GUT) scale is
discussed in Appendix A.3.

2.3.4.1 Quadratic Divergence of the Higgs Mass

The Higgs boson mass (mH ) receives quantum corrections through virtual effects by particles that Higgs
boson couples. For example, the contribution to the Higgs squared mass parameter from a Dirac fermion f
with a term of −λ f H f̄ f in the Lagrangian, as shown in Figure 2.1 is described:

∆m2
H = −

|λ f |
2

8π2 Λ
2
UV + O(logΛUV) , (2.13)

where ΛUV is an ultraviolet momentum cutoff interpreted as the energy scale where the contribution of
new physics changes the behavior of the theory. If the SM is an effective theory to be extended to the
Planck scale (MP ∼ 1018), ΛUV = MP. The problem is that this quantum correction to ∆m2

H is larger than
O(1036 GeV2) [20], even though the observed Higgs mass is O(100 GeV). This requires the parameters
to reproduce the electroweak scale mass for all orders of the perturbation and all particles that couple to
the Higgs boson. This problem is called “fine-tuning problem” or “hierarchy problem.” The contribution
to the Higgs squared mass parameter from a scalar particle with mass with a term of −λS |H |2 |S |2 in the
Lagrangian, as shown in Figure 2.1, is described:

∆m2
H =

λS

16π2Λ
2
UV + O(logΛUV). (2.14)

In the MSSM, two scalar partners (denoted as f̃L and f̃R) corresponding to one two-component Weyl SM
fermion are introduced and the Λ2

UV contributions in Equation 2.13 and 2.14 are canceled by |λ f |2 = λS ,
then, terms with O(logΛUV) remain. If the mass difference between particles in the same supermultiplets is
reasonably small, it will be a solution for the hierarchy problem and the fine-tuning problem. This notion is
called the “natural SUSY” scenario. Since all the superpartners do not necessarily have the same relevance
for the Higgs mass corrections, some superpartners are required to be light, and other superpartners can be
extremely heavy. We consider a total correction to produce the Higgs mass of 125 GeV since the bare
mass is limited to mh0 < mZ | cos 2β| [20]. Considering the one-loop level correction, Higgs mass with a
dominant contribution of top and stop is described [23] :

m2
h ≈ m2

Zcos22β +
3
(4π)2

m4
t

v2

[
ln

m2
t̃

m2
t

+
X2
t

m2
t̃

(
1 −

X2
t

12mt̃2

)]
, (2.15)

where Xt is a stop mixing parameter defined in Ref. [23]. Xt represents the magnitude of the mixed of
eigenstates (t̃L , t̃R) to the mass eigenstates (t̃1, t̃2). m2

t̃
= mt̃1 mt̃2 is the geometric mean of the stop mass. v

is the vacuum expectation value (174 GeV). From Equation 2.15, higgsino mass depends on the mixing
parameter and stop mass. These correlations are shown in Figure 2.2. In this case, we also consider
the contribution from gluinos which give a one-loop correction to the stop mass. Thus, the minimal
requirements to satisfy a “natural” SUSY mass spectrum. [24], as shown in Figure 2.3 are as follows:
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”

–Benjamin Franklin

1 Introduction

The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably

successful description of presently known phenomena. The experimental frontier has advanced into the

TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard

Model is a work in progress and will have to be extended to describe physics at higher energies.

Certainly, a new framework will be required at the reduced Planck scale MP = (8πGNewton)−1/2 =

2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper

respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the

16 orders of magnitude in energy between the presently explored territory near the electroweak scale,

MW , and the Planck scale.

The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of

physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not

really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs

potential to new physics in almost any imaginable extension of the Standard Model. The electrically

neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential

V = m2
H |H|2 + λ|H|4 . (1.1)

The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum

of the potential. This occurs if λ > 0 and m2
H < 0, resulting in ⟨H⟩ =

√
−m2

H/2λ. We know

experimentally that ⟨H⟩ is approximately 174 GeV from measurements of the properties of the weak

interactions. The 2012 discovery [2]-[4] of the Higgs boson with a mass near 125 GeV implies that,

assuming the Standard Model is correct as an effective field theory, λ = 0.126 and m2
H = −(92.9 GeV)2.

(These are running MS parameters evaluated at a renormalization scale equal to the top-quark mass,

and include the effects of 2-loop corrections.) The problem is that m2
H receives enormous quantum

corrections from the virtual effects of every particle or other phenomenon that couples, directly or

indirectly, to the Higgs field.

For example, in Figure 1.1a we have a correction to m2
H from a loop containing a Dirac fermion

f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the

Feynman diagram in Figure 1.1a yields a correction

∆m2
H = − |λf |2

8π2
Λ2

UV + . . . . (1.2)

Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted

as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.

H

f

(a)

S

H

(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2

H , due to (a) a
Dirac fermion f , and (b) a scalar S.

3

Figure 2.1: One-loop quantum corrections to the Higgs squared mass parameter m2
H , from Dirac fermion f (left)

and scalar S (right) [20].

• All two stops and one (left-handed) sbottom are lighter than 500 - 700 GeV.

• One chargino and two neutralinos are lighter than 200 - 350 GeV, and the spectrums of other chargino
and neutralinos are quasi-degenerate.

• Gluino is not too heavy, lighter than 900 - 1500 GeV.

The ATLAS experiment [29] set stringent exclusion limits for the stop and gluino mass, as shown in
Figure 2.4. Similar constraints are provided by the CMS experiment [30]. The gluino and stop mass limits
are excluded up to 2 TeV and 1.2 TeV, respectively, if the lightest neutralino mass m( χ̃0

1 ) is less than 1 TeV
and 400 GeV. However, these results are extracted with “simplified” models [31–33] where all the SUSY
particles except for stop, gluino, and the decayed particles from them are decoupled by their heavy mass
larger than a few TeV, and the branching ratio of their decay process is assumed to be 100%. Considering
general cases, called “not simplified” models, the limits are smaller, as shown in Figure 2.5.

Another “natural” SUSY model [34] can explain the Higgs mass of 125 GeV with large stop or gluino
mass keeping the reasonable level of fine-tuning. In this study, a likelihood approach considering the effect
of all parameters in the MSSM and the correlations among them is employed. The upper bound of the
higgsino mass parameter is about 700 GeV, and stop and gluino mass is allowed to be larger than the recent
ATLAS limits if we allow O(1%) of a fine-tuning. Some other H̃-LSP scenarios [24, 35–37] suggest that
the higgsino mass parameter is near the electroweak scale.

32



J
H
E
P
0
4
(
2
0
1
2
)
1
3
1

Figure 1. The Higgs mass in the MSSM as a function of the lightest top squark mass, mt̃1
, with

red/blue solid lines computed using Suspect/FeynHiggs. The two upper lines are for maximal top

squark mixing assuming degenerate stop soft masses and yield a 124 (126) GeV Higgs mass for mt̃1

in the range of 350–600 (500–800) GeV, while the two lower lines are for zero top squark mixing

and do not yield a 124 GeV Higgs mass for mt̃1
below 3 TeV. Here we have taken tan� = 20. The

shaded regions highlight the di↵erence between the Suspect and FeynHiggs results, and may be

taken as an estimate of the uncertainties in the two-loop calculation.

which have di↵ering renormalization prescriptions and the spread between them, high-

lighted by the shading, may be taken as a rough measure of the current uncertainty in the

calculation. For a given Higgs mass, such as 125 GeV, large top squark mixing leads to lower

and more natural top squark masses, although the mixing itself contributes to the fine-

tuning, as we will discuss. In fact, stop mixing is required to raise the Higgs mass to 125 GeV

without multi-TeV stops. Even at maximal mixing, we must have
p

mQ3mu3 & 600 GeV

(which, for degenerate soft masses, results in stop masses heavier than have been directly

probed by existing LHC searches [30–33]) and, as we will discuss in the next section, this

implies that fine-tuning of at least 1% is required in the MSSM, even for the extreme case of

an ultra-low messenger scale of 10 TeV. Hence we seek an alternative, more natural setting

for a 125GeV Higgs.

In the next-to-minimal model (NMSSM, for a review with references, see [34]) the

supersymmetric Higgs mass parameter µ is promoted to a gauge-singlet superfield, S, with

a coupling to the Higgs doublets, �SHuHd, that is perturbative to unified scales, thereby

constraining � . 0.7 (everywhere in this paper � refers to the weak scale value of the

coupling). The maximum mass of the lightest Higgs boson is

m2
h = M2

Z cos2 2� + �2v2 sin2 2� + �2
t , (1.2)

where here and throughout the paper we use v = 174GeV. For �v > MZ , the tree-level

contributions to mh are maximized for tan� = 1, as shown by the solid lines in figure 2,

– 2 –

Figure 2.2: The Higgs mass in the MSSM as a function of the lightest top squark mass (mt̃1 ) [23]. The red solid line
shows the computed values using the library (“Suspect” [25]), and the blue one with the library (“FeynHiggs” [26–28]).
The two upper lines represent the correlation if the stop mixing parameter is maximized assuming degenerate stop
soft masses with tan β = 20, and lower lines if the mixing parameter is zero.

H̃

t̃L
b̃L

t̃R

g̃

natural SUSY decoupled SUSY

W̃

B̃
L̃i, ẽi

b̃R

Q̃1,2, ũ1,2, d̃1,2

FIG. 1: Natural electroweak symmetry breaking constrains the superpartners on the left to be

light. Meanwhile, the superpartners on the right can be heavy, M � 1 TeV, without spoiling

naturalness. In this paper, we focus on determining how the LHC data constrains the masses of

the superpartners on the left.

the main points, necessary for the discussions of the following sections. In doing so, we will

try to keep the discussion as general as possible, without committing to the specific Higgs

potential of the MSSM. We do specialize the discussion to 4D theories because some aspects

of fine tuning can be modified in higher dimensional setups.

In a natural theory of EWSB the various contributions to the quadratic terms of the Higgs

potential should be comparable in size and of the order of the electroweak scale v ⇠ 246 GeV.

The relevant terms are actually those determining the curvature of the potential in the

direction of the Higgs vacuum expectation value. Therefore the discussion of naturalness

7

Figure 2.3: The mass spectra in the natural SUSY scenario. Electroweak symmetry breaking constrains the
superpartners on the left to be light. Other superpartners on the right can be heavy (M � 1 TeV) [24].
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Figure 2.4: The exclusion limits at 95% C.L. for gluino (g̃) production (a) and stop (t̃) production (b), obtained in
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Figure 2.5: The exclusion limits at 95% C.L. for stop (t̃) production and higgsino (H̃) LSP model, obtained using
36.1 fb−1 of pp-collision in Run-2 with ATLAS detector [29]. The horizontal axis represents t̃ mass, and the vertical
axis represents the lightest neutral higgsino mass (m( χ̃0

1 )). The regions inside (lower left side of) the contours are
excluded. Only higgsino mass splitting among the higgsino mass eigenstates ( χ̃0

1 , χ̃
0
2 χ̃±1 ) is fixed. The stop can decay

to the LSP via some processes, such as direct decay to the LSP( χ̃0
1 ) with top quark or in two steps via chargino( χ̃±1 )

or not the lightest neutralino( χ̃0
2 ). This corresponding branching fraction depends on parameters, such as the stop

left-right mixing and tan β. Three results in different scenarios are described as different color lines.
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2.3.4.2 Dark Matter

The galaxy rotation curve measurements [6, 7] imply the existence of the dark matter, which interacts very
weakly with the neutral matter. The cosmic microwave background measurements from the WMAP and
Planck collaborations [8, 9] imply that the baryonic matters described by the SM account for only 5% of
the energy density in the universe.

Under the situation, the Λ-CDM model, which is the most commonly considered framework for the dark
matter is considered. The Λ-CDM model introduces the dark matter whose velocity is far less than the
speed of light (“non-relativistic”). The dark matter is assumed to be electrically neutral as it is invisible
through electromagnetic interaction and should be interacting with the SM particles weakly through weak
interaction or gravity. In the early universe, the dark matter was generated by thermal equilibrium. When
the universe expands and the temperature is less than the dark matter mass, the production of the dark
matter becomes kinematically suppressed. After the time when the cosmic expansion rate is large and an
annihilation rate of the dark matter is small, this equilibrium is switched off and the density of dark matter
does not increase any longer. This mechanism is called a “freeze-out.”

However, there is no dark matter candidate in the SM. The LSP particle in the MSSM, the lightest neutralino
χ̃0

1 in the general cases, can be a good dark matter candidate in the MSSM if the R-parity is conserved.

The predicted neutralino mass to explain the dark matter depends on the component by B̃, W̃ , and H̃. Some
of the free parameters in the MSSM are constrained to give a reasonable phenomenological assumption
called a phenomenological MSSM (pMSSM) [38]. A result of the neutralino mass scan, where only
neutralinos are dark matter candidates and no contribution from other particles, is shown in Figure 2.6.
Here, m( χ̃0

1 ) represents the lightest neutralino mass as the dark matter candidate with remaining various
parameters by pMSSM constraints, and Ωχ̃0

1
h2 represents the dark matter density. The colors of the points

indicate the composition of the lightest neutralino with dominant electroweakinos. In the W̃-(H̃-)like
dark matter case, mχ of 1 TeV (3 TeV) is favored because the annihilation cross-section depends on the
inverse square of m( χ̃0

1 ). However, light W̃ (H̃) cases are not excluded if W̃ (H̃) is a part of the dark matter
components.

In the B̃-like dark matter case (red points in Figure 2.6), the wide mχ range from 40 GeV to 3 TeV is
favored. In the light B̃-LSP case, the dark matter density is larger than the observed value because of small
annihilation cross-sections of the B̃ pairs to the SM particles. If other SUSY particles have a slightly larger
mass than B̃, annihilation cross-sections can be large and consistent with the observed value. However,
these models with the small mass differences are not considered in this thesis. The SUSY scenario
motivated by the dark matter where mχ ∼ mZ/2 or mh/2 is considered. The B̃-like neutralino dark matter
can satisfy the observed dark matter density via the Z- and Higgs-resonant annihilations [41]. More details
of possible explanations are discussed in Appendix A.4.

2.3.4.3 Muon g-2 Anomaly

One of the experimental results the SM can not currently explain is the “muon g-2 anomaly.” An anomalous
magnetic dipole moment of the muon denoted as aµ:

aµ =
g − 2

2
, (2.16)
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Figure 2.6: Observed dark matter density corresponding to the LSP as a function of the LSP mass [39]. The observed
Ωχ̃0

1
h2 is about 0.12. The points represent the model of the pMSSM parameter scan. In Bino-like dark matter case,

in order to explain the observed dark matter density, other SUSY particles, such as slepton, wino, higgsino, stop,
and gluon, are required to have slightly heavier mass than bino However, these cases with m < 100 GeV have been
already excluded by LEP searches [40].

where g is a dimensionless coefficient derived from the spin. The theoretically calculated value of aµ in
the SM is (11659181.08 ± 3.78) × 10−10 [42] or (11659183.0 ± 4.8) × 10−10 [43]. However, the Fermilab
group reported that the measured value [44] is 116592040 (54) × 10−11. The combined result [45] with
previous measurements of the BNL group is

aµ(Exp.) = 116592061 (41) × 10−11. (2.17)

The discrepancy between the theoretical and experimental values corresponds to be 4.2 standard deviations.
This discrepancy implies that new physics beyond the SM exists in the electroweak scale.

Here, SUSY potentially explains the discrepancy. The dominant contribution to the muon g-2 is the
chargino-sneutrino and the neutralino-smuon loop diagrams, for example, the W̃-H̃-µ̃ loop, as shown
in Figure 2.7. We can also consider the similar loops of W̃ , B̃, H̃, µ̃, and ν̃µ. Thier contributions are
summarized in Appendix A.5, and further detail is described in Ref. [47], The contributions can be O(10−9)

with msoft = O(100) GeV and tan β = O(10) in Ref.[47] and explain the anomaly with a strong dependence
on mµ̃ and tan β.

2.3.5 Target Scenarios and Signal Models

In this thesis, the target models are represented as ( χ̃heavy, χ̃light), where χ̃heavy is the gaugino produced
directly in the pp-collision and χ̃light is decayed from χ̃heavy. Only R-parity conservation scenarios with
a large mass difference between χ̃heavy and χ̃light are discussed. Due to the small cross-section of heavy
χ̃heavy, it is difficult to search for electroweakinos in many backgrounds. However, hard kinematic selections
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Figure 2.7: The loop of wino-higgsino-smuon [46].

corresponding to the mass difference are required to enhance the purity of SUSY signals. Additionally, the
SM electroweak boson with a high momentum, which is decayed from χ̃heavy, is used. Due to focusing
on the hadronically decaying bosons, there are boosted jets from the bosons and the jet substructures to
identify the boson can be used, as described in Chapter 6. Additionally, the branching ratio of the hadronic
decay of the SM electroweak bosons is larger than the leptonic decay of bosons. Since all the W/Z/h
bosons are reconstructed as jets and targeted, the search for electroweakinos without requiring the type of
the SM electroweak bosons explicitly can be performed.

2.3.6 Signal Topology

In this thesis, SUSY particles, except for electroweakinos, are assumed to be heavy and decoupled. Thus, it
is not necessary to consider all production and decay modes, such as the process including sleptons.

Production Modes The target of this analysis is the direct production of electroweakinos, such as
charginos and neutralinos, via electroweak interactions. Considering B̃ production in the LHC, B̃ pairs
can only be produced via a t-channel exchange of sfermions. However, since sfermions are assumed to be
decoupled, B̃ production cross-section is small. Thus, χ̃heavy is assumed to be W̃ or H̃. Their production
cross-sections with a function of m( χ̃heavy) are shown in Figure 2.8.

Decay Modes Ony the decay process where χ̃heavy decays into χ̃light with the SM electroweak boson
(W/Z/h), and there is a large mass difference between χ̃heavy and χ̃light (> 400 GeV) is considered. The
decay modes are summarized as follows;

χ̃0
i → W χ̃±j , Z χ̃0

j , h χ̃0
j , (2.18)

χ̃±i → W χ̃0
j , Z χ̃±j , h χ̃±j . (2.19)

In this case, the SM electroweak bosons generated from χ̃heavy are on-shell. The hadronic decay processes
of W/Z/h, such as W → qq, Z → qq/bb, and h→ bb where q represents u, d, s, or c are considered. In
the fully hadronic final state, there are many QCD jets in pp-collision. However, the branching ratio of the
hadronic decay is large, and the characterized signatures of the hadronically decaying bosons with high
momenta can be used to reject QCD jets.
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degenerate assuming pure W̃ and H̃,

Setups of Signal Models To consider a simple case, the effect of kinetic mixing between B̃, W̃ , and
H̃, is assumed to be small. In other words, the components of χ̃heavy and χ̃light are dominated by one
supersymmetry field for each. From this assumption, other than two supersymmetry particles do not affect
the production cross-section and the decay branching ratio of χ̃heavy. As discussed above, χ̃heavy is W̃ or H̃.
χ̃light is one of B̃, W̃ , or H̃. Thus, four models, (W̃, B̃), (W̃, H̃), (H̃, B̃), and (H̃, W̃), are considered in this
thesis. They are summarized in Table 2.4.

In the (W̃, B̃) model, m( χ̃0
2 ) and m( χ̃±1 ) degenerates, and |µ| � M2 > M1. The mass spectrum is shown in

Figure 2.9(a). In this case, two production modes: chargino pair production ( χ̃±1 χ̃
∓
1 ) and chargino-neutralino

production ( χ̃±1 χ̃
0
2 ) and three decay processes: χ̃±1 → W + χ̃0

1 and χ̃0
2 → Z/h + χ̃0

1 are considered, as
shown in Figure 2.10(a), Figure 2.10(b), and Figure 2.10(c). The branching ratio of χ̃0

2 is a free parameter
under a constraint where B( χ̃0

2 → Z χ̃0
1 ) = 1 − B( χ̃0

2 → h χ̃0
1 ).

The simple (W̃, B̃) model (“simplified models”) [31–33] is also considered. The simplified model in (W̃, B̃)
is abbreviated as (W̃, B̃)-SIM. In the (W̃, B̃)-SIM, the branching ratio of only one of three processes to
be 100% is set. Thus, B( χ̃±1 → W χ̃0

1 ) = 100% is always assumed, however, B( χ̃0
2 → Z χ̃0

1 ) = 100% or
B( χ̃0

2 → h χ̃0
1 ) = 100% is selected corresponding to target models. In this thesis, the χ̃±1 χ̃

∓
1 → WW χ̃0

1 χ̃
0
1

process of the simplified model is abbreviated as “C1C1-WW.” Similarly, χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1 and

χ̃±1 χ̃
0
2 → Wh χ̃0

1 χ̃
0
1 processes of simplified models are abbreviated as “C1N2-WZ” and “C1N2-Wh,”

respectively.

The (H̃, B̃), (W̃, H̃), and (H̃, W̃)models are also considered. The mass spectra are shown in Figure 2.9. The
(H̃, B̃)model is similar to the (W̃, B̃)model where the branching ratio of χ̃0

2 → Z/h+ χ̃0
1 is a free parameter

and m( χ̃0
2 ) ∼ m( χ̃0

3 ) ∼ m( χ̃±1 ). The differences between (H̃, B̃) and (W̃, B̃) are the mass hierarchy and
additional production mode (pp→ χ̃0

2 χ̃
0
3 ) in the (H̃, B̃) model. The branching ratio of χ̃0

3 is constrained
by the condition where B( χ̃0

3 → Z χ̃0
1 ) = 1 − B( χ̃0

3 → h χ̃0
1 ) = 1 − B( χ̃0

2 → Z χ̃0
1 ) = B( χ̃

0
2 → h χ̃0

1 ). In
the (W̃, H̃) and (H̃, W̃) models, B̃ is assumed to be decoupled, i.e., M1 is larger than M2 and |µ|. In these
models, each mass difference between χ̃0 and χ̃± of W̃ /H̃ is assumed to be very small, and the decay
processes are not considered since quarks and leptons generated from their decay are soft. Since only the
hard jets from the hadronically decaying bosons are focused in this thesis, the search for electroweakinos
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Table 2.4: Summary of target models and scenarios.
χ̃heavy χ̃light Main target scenarios

W̃ B̃ Dark matter, muon g-2
H̃ B̃ Naturalness, Dark matter, muon g-2
W̃ H̃ Naturalness, Dark matter, muon g-2
H̃ W̃ Naturalness, Dark matter, muon g-2

(a) (W̃, B̃) (b) (W̃, H̃) (c) (H̃, B̃) (d) (H̃, W̃)

Figure 2.9: The electroweakino mass spectra and the corresponding mass eigen-states in each mass hierarchy in the
bino/wino/higgsino LSP scenarios [49]. The pink (blue) arrows represent the decay mode emitting a W (a Z or a h):
A W-boson is generated when a chargino decays into a neutralino or a neutralino decays into a chargino; and a Z- or
h-boson is emitted when a chargino decays into a chargino or a neutralino decays into a neutralino. The other decays
are not considered in the thesis.

can be performed regardless of the LSP type. The decay processes of W̃ → H̃ and H̃→ W̃ , as shown in
Figure 2.9(b) and 2.9(d), depend on the free parameters, M2, µ and tan β.

The summary of targeted models in this thesis is summarized in Table 2.5.
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the (W̃, B̃) simplified model [49].
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Table 2.5: Summary of the production modes, final states, and the branching ratio assumptions for the signal models
targeted in the search. The (W̃, B̃) model is used as benchmark signals for optimizing the definitions of selections for
the search, as described in Section 7.5. The rest is used only for interpretation, not for optimization. For the (W̃, H̃)
and (H̃, W̃) models, M2, µ and tan β are scanned. The cases with 0 TeV < M2 < 1.2 TeV, −1.2 TeV < µ < 1.2 TeV,
and tan β = 2, 5, 10, 30 are considered.

Model Production Final states Branching ratio

(W̃ ,B̃) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
2 WW,W Z,Wh

B( χ̃±1 → W χ̃0
1 ) = 1,

B( χ̃0
2 → Z χ̃0

1 ) scanned.

(H̃,B̃)
χ̃±1 χ̃

∓
1 , χ̃

±
1 χ̃

0
2 ,

χ̃±1 χ̃
0
3 , χ̃

0
2 χ̃

0
3

WW,W Z,Wh,
Z Z, Zh, hh

B( χ̃±1 → W χ̃0
1 ) = 1,

B( χ̃0
2 → Z χ̃0

1 ) scanned,
B( χ̃0

3 → h χ̃0
1 ) = 1 − B( χ̃0

2 → Z χ̃0
1 )

(W̃ ,H̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
3

WW,W Z,Wh, Determined from (M2, µ, tan β).
Z Z, Zh, hh

(H̃,W̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
2 , WW,W Z,Wh, Determined from (M2, µ, tan β).

χ̃±2 χ̃
0
3 , χ̃

0
2 χ̃

0
3 Z Z, Zh, hh

(W̃ , B̃) simplified models: (W̃ , B̃)-SIM
C1C1-WW χ̃±1 χ̃

∓
1 WW B( χ̃±1 → W χ̃0

1 ) = 1.

C1N2-WZ χ̃±1 χ̃
0
2 W Z B( χ̃±1 → W χ̃0

1 ) = B( χ̃
0
2 → Z χ̃0

1 ) = 1.

C1N2-Wh χ̃±1 χ̃
0
2 Wh B( χ̃±1 → W χ̃0

1 ) = B( χ̃
0
2 → h χ̃0

1 ) = 1.
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2.3.7 Current Limits by Collider Experiments

The current ATLAS limits for the (W̃, B̃)-SIM are shown in Figure 2.11. CMS provides similar results [50,
51]. The horizontal axis represents the χ̃heavy mass, χ̃±1 and χ̃0

2 in the (W̃, B̃) model. The previous searches
by ATLAS use 20.3-139 fb−1 of data, and the exclusion limit at the 95% confidence level extends to
m(W̃) = 700 GeV with m(B̃) = 200 GeV in the (W̃, B̃)-SIM.

The other searches, which target the models where W̃ or H̃ is the LSP and χ̃heavy is decoupled, also
provide exclusion limits in ATLAS and CMS experiments [52–57]. The summary of results in the ATLAS
experiment (including preliminary results) is shown in Figure 2.12. The CMS experiment provides similar
results [57]. If the LSP is W̃ (H̃), m( χ̃±1 ) < 650 (210) GeV is excluded.

2.3.8 Current Limits by Other Experiments

Considering the MSSM, some direct/indirect searches for the dark matter provide limits on the LSP mass
and the cross-section of the dark matter scattering or annihilation. Some results are introduced.

Direct Dark Matter Searches XENON-1T [59] provides the upper limits on the dark matter-nucleon
spin-independent elastic scatter cross-section (σSI

χn < 4.1 × 10−47 cm2 with m( χ̃0
1 ) ∼ 30 GeV) [60] and the

dark matter-nucleon spin dependent cross-section (σSD
χn < 6.3 × 10−42 cm2 with m( χ̃0

1 ) ∼ 30 GeV) [61].
The PICO-60 experiment provides the upper limits on the dark matter-proton spin dependent cross-section
(σSD

χp < 2.5 × 10−41 cm2 with m( χ̃0
1 ) ∼ 30 GeV) [62].

As discussed in Section 2.3.5, in the B̃-like dark matter case, the scattering cross-section of B̃ strongly
depends on µ and tan β. For the H̃-like dark matter case in the (W̃, H̃) model and W̃-like dark matter case
in (H̃, W̃), the cross-section is typically σSI

χn < O(10−45) cm2 and σSD
χn , σ

SD
χp < O(10−38) cm2. The dark

matter direct searches provide the limits with the observed dark matter density, in other words, the dark
matter is assumed to be consist of one component. However, the predicted dark matter density of W̃- or
H̃-like dark matter is smaller than the observed dark matter density. In order to apply the limits of the
direct dark matter search to W̃- or H̃-like dark matter scenarios, the limits need to be scaled to the expected
dark matter density corresponding to their mass and types.

Indirect DarkMatter Searches Indirect darkmatter searches, such as Fermi-LAT andAMS-02, measure
the anti-proton and gamma-ray energy spectra in the universe. In the SUSY framework, the anti-proton
and gamma-ray are generated through the neutralino pair annihilation in the universe. The dominant
processes are s− and t−channel involving charginos or Z boson, for example, χ̃0

1 χ̃
0
1 → WW with chargino

exchange. Fermi-LAT [63] and AMS-02 [64] provide the upper limits on thermally averaged cross-section:
〈σv〉WW < O(10−25) cm3s−1.

In theW̃- (H̃-)like darkmatter case, the thermally avergaed cross-section isO(10−24) cm3s−1 (O(10−25) cm3s−1)
with m( χ̃0

1 ) < 1 TeV. Like the direct dark matter searches, the limits are set, assuming that the dark
matter consists of one component. If the limits are scaled to the predicted density of W̃-like dark matter,
m( χ̃0

1 ) > 1600 GeV is excluded by the AMS-02 experiment [64]. In the H̃-like dark matter case, no
exclusion limit is set.
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Figure 2.11: The 95% CL exclusion limits on χ̃+1 χ̃−1 or χ̃±1 χ̃0
2 production in the (W̃, B̃)-SIM with a function of W̃

( χ̃±1 , χ̃
0
2 ) mass [29]. The vertical axis represents the LSP (B̃) mass (=m( χ̃0

1 )). The dashed (solid) line represents the
expected (observed) limits. The orange (blue) regions are excluded by the χ̃±1 χ̃0

2 production and the decay with
W Z(Wh). The green regions are excluded by the C1C1-WW model.

In the B̃-like dark matter case, the dominant process is χ̃0
1 χ̃

0
1 → Z/h→ f f̄ . As discussed in Ref.[41], the

annihilation cross-section is at most O(10−28) cm3s−1. Thus, this case still remains.

2.4 Other SUSY Models

Additional two target models in this thesis, the (H̃, G̃) model and the (H̃, ã) model, are introduced in this
section. In the (H̃, G̃) model, the superpartner of the spin-2 graviton (gravitino, G̃) is the LSP. In the (H̃, ã)
model, the superpartner of the axion (axino, ã) is the LSP. The details of the models are discussed below.
The details of the models are described in Sections 2.4.2 and 2.4.3.

2.4.1 Soft Breaking Mechanism

The target in this thesis is not only a general search without assuming a SUSY breaking model but
also a model with a SUSY breaking mechanism. There are some models of SUSY braking, such as
supergravity (SUGRA) [65], gauge-mediated supersymmetry breaking (GMSB) models, and anomaly-
mediated supersymmetry breaking (AMSB) models [66, 67]. In the GMSB models, gravitino (G̃), which
is the superpartner of the graviton, is the LSP. Supersymmetry-breaking occurs in a hidden sector and
couples to the visible sector through the mediator. The detail is discussed in Appendix A.6. In this thesis,
GMSB is one of the target models.
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Figure 2.12: The 95% CL exclusion limits for W̃- and H̃-LSP in the ATLAS experiments. W̃ or H̃ is produced
directly by pp-collision. (a) W̃ is the LSP and χ̃±1 , and χ̃

0
1 degenerate [52]. x-axis and y-axis represent the mass and

lifetime of χ̃±1 , respectively. The smaller the mass difference between χ̃±1 and χ̃0
1 is, the longer the lifetime of χ̃±1 is.

(b) The LSP is higgsino [58]. The x-axis represents the mass of χ̃±1 , and the y-axis represents the mass difference
between χ̃0

1 and χ̃±1 . The small mass difference region (long lifetime of χ̃±1 region) is excluded by the disappearing
track analysis. If the mass difference is larger than 1 GeV, the compressed analysis excludes soft (low pT) lepton.

2.4.2 General Gauge Mediation Scenario

For the naturalness, the (H̃, G̃) model is considered. In this scenario, G̃ is the superpartner of the graviton
with the spin of 2 and nearly massless, i.e., the LSP. H̃ is the next to lightest supersymmetric particle
(NLSP). By the assumptions similar to the baseline MSSM scenarios, other SUSY particles are assumed to
be heavy and decoupled. Therefore, only H̃ pair production mode is considered. In the (H̃, G̃) model, the
coupling between H̃ and G̃ is assumed to be small. Thus, we consider the decay χ̃0

1 → Z/h + G̃, as shown
in Figure 2.13. The total branching ratio is assumed to be 100% while each branching ratio depends on the
lightest neutralino mass and tan β [68]. In this thesis, the branching ratio of χ̃0

1 → ZG̃ is scanned instead
of the lightest neutralino mass and tan β.

The ATLAS experiment provides the exclusion limit, as shown in Figure 2.14. The CMS experiment
provides a similar limit [69]. The exclusion limit for m(H̃) extends up to 600 GeV at the branching ratio of
B( χ̃

0
1 → hG̃) = 50%.

If G̃ was the dark matter, there would be some cosmological problems [70–76], such as overclosing the
universe. To avoid these problems, the gravitino mass m3/2 is required to be less than ∼ 1 keV if gravitino
is produced thermally in the early universe. Then, a reheating temperature of inflation is required to be low
in order to reduce the gravitino abundance. A low reheating temperature of inflation leads to difficulty in
explaining the observed baryon asymmetry. Therefore, the (H̃, G̃) model motivated by the dark matter is
not discussed in this thesis.
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Figure 2.13: The diagram of (H̃, G̃) [49].
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Figure 2.14: The 95% CL exclusion limits on (H̃, G̃) model, as a function of H̃ ( χ̃±1 , χ̃
0
2 , χ̃

0
1 ) mass and the branching

ratio of lightest higgsino to Higgs gravitino [29]. Blue (orange) regions are excluded by the analyses for χ̃0
1 χ̃0

1 → G̃
G̃ with hh (ZZ) bosons.

2.4.3 Naturalness Driven Axino LSP Scenario

In the SM, there is another problem that a CP-violating angle in the QCD Lagrangian is quite small. The
angle of the CP-violation term is constrained to be less than 10−10 rad by the measurement [77] of the
electric dipole moment of neutrons while there is no reason why the angle is so small in the SM. This
problem is known as the “strong-CP problem.” To resolve the strong-CP problem, the SM is extended
by introducing a new U(1) symmetry called “Peccei-Quinn (PQ) symmetry.” If the PQ symmetry is
spontaneously broken, a pseudo-Nambu-Goldstone boson called “axion” is added to the SM. Consequently,
the saxion (s) and the axino (ã), which are a scalar partner and the fermion superpartner of the axion,
appeared in the MSSM. The axino mass is expected to be the soft supersymmetry breaking scale while it
depends on the models [78–80].
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In this thesis, the supersymmetric DFSZ axion model [81] where axino is the LSP is considered. No
interaction with the SM electroweak bosons or the leptons is considered. Axinos directly couple to the
gluons and gluinos via the anomaly coupling and are produced in the primordial plasma by scatterings
of the colored particles that are in thermal equilibrium. The axino number density is proportional to the
reheating temperature after inflation [82]. Axino is also generated by the non-thermal production via out of
equilibrium decays from the heavier superpartners.

Since there is axino-neutralino mixing in this model, axino can be a dark matter candidate. To explain the
WMAP result about the dark matter, mã ∼ O(100 GeV) is favored when the reheating temperature is less
than 400 GeV [83]. In this thesis, constraints on the axino dark matter models are not discussed due to the
dependencies on the reheating temperature of a production mechanism after inflation and the PQ scale.

In this thesis, H̃ is assumed to be the NLSP. If m(H̃) − m(ã) > 300 GeV, H̃ decays to ã promptly. In the
(H̃, ã) case, H̃-ã coupling is assumed to be small. Thus, we consider that χ̃0

1 → Z/h + ã, as shown in
Figure 2.15. In this scenario, the branching ratio is treated as a free parameter. The scenario can explain
the naturalness and the dark matter.

H̃

H̃
p

p

ã

h/Z

ã

h/Z

Figure 2.15: The diagram of (H̃, ã) [49].
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3 Experimental Apparatus

3.1 Large Hadron Collider

Large Hadron Collider (LHC) is a circular accelerator 27 km long and a collider of protons. Before being
injected into the LHC, protons are accelerated by several pre-accelerators [84]: LINAC2, the Proton
Synchrotron Booster (PSB), the Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS), as
shown in Figure 3.1. There are four collision points at the LHC. At the diametrically opposite points,
ATLAS [85] and CMS [4] detectors are located. Additionally, LHCb [86] targeting B-hadron physics and
ALICE [87] for heavy-ion collisions to study QCD phenomena are located at the other points.

In 2015-2018 (called LHC Run-2), the LHC accelerated the proton beams up to 6.5 TeV, providing
pp-collisions at the center of mass energy (

√
s = 13 TeV). In the LHC, there are 2500 or more bunches

with 25 ns spacing, and 1011 or more protons are contained per bunch. Thus, the number of inelastic
pp-collisions per bunch crossing called “pile-up”, is typically 10-70. The peak luminosity reached beyond
2.0 × 1034 cm−2s−1 at the ATLAS and CMS in 2017 and delivers 156 fb−1 to ATLAS from 2015 to 2018.
The 156 fb−1 dataset (139 fb−1 for physics analyses) of ATLAS is used in this thesis.

3.2 ATLAS Detector

The ATLAS detector is designed as a general-purpose detector to search for the Beyond Standard Model
(BSM) physics and to measure the Standard Model properties in the high luminosity environment. A
benchmark considered in the design is the SM Higgs boson that decays into, for instance, bb̄ and
Z Z∗ → llll. Thus, the ATLAS detector performance is optimized to identify the flavor of quarks/leptons
and photons. From these requirements, the ATLAS detector consists of Inner Detector, Calorimeter, and
Muon Spectrometer sub-systems as shown in Figure 3.2(a). Each sub-system is introduced in Section 3.2.3,
3.2.4, and 3.2.5, respectively. To operate the experiment and record the physics events with numerous
channels of the ATLAS detector in high event rates, an online event selection called “trigger” is employed.
The trigger system is presented in Section 3.2.6.

The outline is introduced in this section. The detail is presented in Ref.[85].

3.2.1 Coordinate Systems in ATLAS

In the ATLAS experiment, two coordinate systems are employed. One is the Cartesian coordinate system
as the right-handed system and is shown in Figure 3.2(b). The transverse plane with respect to the beamline
is defined as the x − y plane. The x-axis and y-axis point to the center of the LHC ring and vertical upward,
respectively. The z-axis is defined along with the beam axis, and the direction is counterclockwise. The
other is the cylindrical coordinate system, and the position is represented (r, z, φ).
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Figure 3.1: Schematic layout of a complex chain of the CERN accelerator [88]. The LINAC2 is the first accelerator
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Figure 3.2: Cross-sectional view and coordinate systems of the ATLAS detector [85].

The pseudorapidity η is defined as the rapidity y with the high energy limit (m � E), −1
2 ln tan(θ/2).

The differences of η and φ are Lorentz invariant under a boost along with the z-direction. Thus,
∆R12 =

√
(η1 − η2)2 + (φ1 − φ2)2 is Lorentz invariant.

The ATLAS detector is a form of a cylinder and can be divided into the side of a cylinder called “barrel”
and bottom parts referred to as “end-caps.” In particular, the region, |η | & 2.5, is called “forward.”

In the pp-collision, the constitutes of protons, quarks and gluons, interact as elementary particles. Since the
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initial momenta of the quarks and gluons cannot be known, we cannot impose conservation rules. However,
we can impose conservation rules in a transverse plane approximately since the transverse momentum of
partons, the quarks and gluons, is small in the initial states. Thus, the transverse momentum (pT) and the
transverse energy (ET) are used in this thesis.

3.2.2 Magnet System

Three types of superconducting magnets are used to bend the trajectories of charged particles measure their
transverse momenta. The layout of magnets is shown in Figure 3.3. One is the solenoid magnet placed on
the outside of the Inner Detectors. The trajectories of charged particles are bent in the φ direction inside the
solenoid magnet. The others are the toroidal magnets in the barrel region and the end-cap regions. They
consist of eight coils and provide the toroidal magnetic fields inside the coils. They are placed between
the innermost and the outermost of the Muon Spectrometers. The trajectories of muons are bent in the η
direction.

3.2.3 Inner Detector

The Inner Detector (ID) is placed at the innermost in the ATLAS detector. The layout is shown in Figure 3.4.
The ID plays an important role in reconstructing the primary vertex and measuring the momentum of
charged particles using the 2T solenoid magnetic field. The ID consists of Insertable B-Layer (IBL) [89],
Pixel, Silicon Microstrip Tracker (SCT), and Transition Radiation Tracker (TRT) from inside to outside.
They are placed inside the solenoid magnet. They are installed in 0 < R < 1150 mm, 0 < |z | < 3512 mm
(|η | < 2.5), where R is a radial distance from the beam axis.

The design momentum resolution of the ID is σpT/pT = 0.05% pT[GeV]
⊕

1%.

3.2.3.1 Pixel detector and Insertable B-Layer

The pixel detectors are placed at the innermost part of the ID and have high granularity. n-type wafers are
used, and n+-side of the detector has the readout. The innermost layer is called IBL and was introduced
before Run 2.

IBL is installed at R = 33.3 mm in the barrel region and has a pixel with the size of ∆φ×∆z = 50×250 µm2.
On the outer side, three pixel layers in the barrel region are installed at R = 50.5, 88.5, 122.5 mm and
cover the range (|z | < 400.5 mm). Their pixel size is ∆φ × ∆z = 50 × 400 µm2. In the end-cap regions, 3
disks are installed in 495 < |z | < 650 mm and cover 88.8 < R < 149.6 mm at each side.

3.2.3.2 Silicon Microstrip Tracker

The SCT has sensors based on a single-sided p-in-n technology with AC-coupled strips for the readout.
The SCT consists of two layers with an average pitch of strips 80 µm. They are equipped with only
40 mrad tilted. Thus, the two-dimensional position at the detector location can be reconstructed from the
information in two layers.
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2008 JINST 3 S08003

Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.

– 20 –

Figure 3.3: Overview of the magnet system [85].

In the barrel region, 4 layers are installed in 299 < R < 514 mm and cover 0 < |z | < 749 mm. They measure
the position of z and φ. In the end-cap region, 9 disks on each side are installed in 839 < |z | < 2735 mm
and cover 275 < R < 560 mm. They measure the position of R and φ.

3.2.3.3 Transition Radiation Tracker

The TRT consists of polyimide straw tubes with a 4 mm diameter and detects transition radiation photons.
In the barrel region, 73 straw planes are installed parallel to the beam axis in 563 < R < 1066 mm
and cover 0 < |z | < 712 mm. They are read out from each end. Thus, the R − φ position is obtained
in the barrel region. In the end-cap region, 160 straw planes are installed along the radial direction in
848 < |z | < 2710 mm and cover 644 < R < 1004 mm. z − φ position is obtained.

Due to the large coverage and many hits (typically 36 per track) with 130 µm accuracy per tube, the TRT
plays an important role to measure the momentum. Additionally, the combination of the trackers at small
radii with the TRT at a larger radius can provide high-precision measurements and enables the identification
of particles with high-quality using robust pattern recognition, such as electrons and π±.

3.2.4 Calorimeters

The ATLAS calorimeter system locates outside of the ID, as shown in Figure 3.5. The electromagnetic
(EM) calorimeter and hadronic calorimeter are categorized into sampling calorimeters and arranged in this
order from the inside. In 3.1 < |η | < 4.9 (forward region), the calorimeter plays a different role in each
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4. Inner detector

4.1 Introduction

The ATLAS Inner Detector (ID) is designed to provide hermetic and robust pattern recognition,2545

excellent momentum resolution and both primary and secondary vertex measurements [61, 62] for
charged tracks above a given pT threshold (nominally 0.5 GeV, but as low as 0.1 GeV in some
ongoing studies of initial measurements with minimum-bias events) and within the pseudorapidity
range |η | < 2.5. It also provides electron identification over |η | < 2.0 and a wide range of en-
ergies (between 0.5 GeV and 150 GeV). This performance, which is required even at the highest2550

luminosities expected from LHC collisions, is consequently at the limit of existing technology.
The ID layout, as shown in Fig. 28, reflects the performance requirements. The ID is contained

within a cylindrical envelope of length±3512 mm and of radius 1150 mm, within a solenoidal mag-
netic field of 2 T (see Section 2.2.4). Figures 29 and 30 show the sensors and structural elements
traversed by 10 GeV tracks in respectively the barrel and end-cap regions.2555
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Figure 28. Plan view of a quarter-section of the ATLAS inner detector showing each of the major detector
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for the ID services.

The ID consists of three independent but complementary sub-detectors. The envelopes of
each sub-detector are listed in Table 2 (see Section 1.3) and shown in Fig. 28. At inner radii, high-
resolution pattern recognition capabilities are available using discrete space-points from silicon
pixel layers and stereo pairs of silicon microstrip (SCT) layers. At larger radii, the transition

– 80 –

Figure 3.4: Overview of the Inner Detector [85].

layer, i.e., the inner layer works as an EM calorimeter, and the outer layer works as a hadronic calorimeter.
The EM calorimeters measure the positions and energy of electrons and photons by the electromagnetic
shower. Jet is one of the most basic processes in the pp-collision and represents a characteristic feature
of short-distance interactions between partons. Since hadrons mainly lose the energy in the hadronic
calorimeter, the hadronic calorimeter measures the energy and positions of jets. The amount of materials
in the EM and hadronic calorimeter is greater than 9.7 interaction length (λ) in the barrel and 10 λ in the
end-cap.

The calorimeters are installed outside of the Inner Detector as shown in Figure 3.5. The thickness of the
calorimeters is designed to contain EM and hadronic shows fully and is 11 interaction length (λ) at η = 0
including the outer support. The active material has ∼ 9.7 λ in the barrel and ∼ 10 λ in the end-cap

The EM and hadronic calorimeters are categorized into sampling calorimeters. The main advantage of
the sampling calorimeters is the easiness of segment laterally and longitudinally, while the sampling
calorimeter has worse energy resolution than homogenous calorimeters. The advantage leads to the good
performance of position measurements and particle identification using shapes of electromagnetic and
hadronic showers.

3.2.4.1 Electromagnetic Calorimeter

The EM calorimeter consists of liquid-argon as the active material and lead plates as the absorber and has a
presampler and 3-layers. The main parameters of the EM calorimeter are summarized in Table 3.1. Due to
the high granularity in the first and second layers (|η | < 2.5), their information is useful to determine the
photon position. The presampler (|η | < 1.8) corrects the energy lost inside the EM calorimeter.

The design energy resolution of the EM calorimeter is σE/E = 10%/
√

E [GeV]
⊕

0.7%.
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Figure 3.5: Overview of the ATLAS calorimeter system [85]. Corresponding to each arrangement position, EM
(hadronic) calorimeters are housed in “barrel cryostat” and “end-cap cryostats.” In the forward region, the calorimeters
are called “forward calorimeters.”

Table 3.1: Main parameters of the EM calorimeter [85].
Granularity ∆η × ∆φ versus |η |

Presampler 0.025 × 0.1 |η | < 1.52 0.025 × 0.1 1.5 < |η | < 1.8
Calorimeter 1st layer 0.025/8 × 0.1 |η | < 1.40 0.050 × 0.1 1.375 < |η | < 1.425

0.025 × 0.025 1.40 < |η | < 1.475 0.025 × 0.1 1.425 < |η | < 1.5
0.025/8 × 0.1 1.5 < |η | < 1.8
0.025/6 × 0.1 1.8 < |η | < 2.0
0.025/4 × 0.1 2.0 < |η | < 2.4
0.025 × 0.1 2.4 < |η | < 2.5
0.1 × 0.1 2.5 < |η | < 3.2

Calorimeter 2nd layer 0.025 × 0.025 |η | < 1.40 0.050 × 0.025 1.375 < |η | < 1.425
0.075 × 0.025 1.40 < |η | < 1.475 0.025 × 0.025 1.425 < |η | < 2.5

0.1 × 0.1 2.5 < |η | < 3.2
Calorimeter 3rd layer 0.050 × 0.025 |η | < 1.35 0.050 × 0.025 1.5 < |η | < 2.5

3.2.4.2 Hadronic Calorimeter

The tile calorimeter, the liquid-argon hadronic end-cap calorimeter (HEC), and the liquid-argon forward
calorimeter (FCal) are installed in the barrel, end-cap, and forward region, respectively. The parameters of
each calorimeter are summarized in Table 3.2, 3.3.

The design energy resolution of the hadron calorimeter is σE/E = 50%/
√

E [GeV]
⊕

3% in the barrel
and end-cap (|η | < 3.2), σE/E = 100%/

√
E [GeV]

⊕
10% in the forward (3.1 < |η | < 4.9).
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Table 3.2: Main parameters of the tile calorimeter [85].
Tile calorimeter

Barrel Extended barrel
|η | coverage |η | < 1.0 0.8 < |η | < 1.7

Number of layers 3 3
Granularity ∆η × ∆φ 0.1 × 0.1 0.1 × 0.1

Last layer 0.2 × 0.1 0.2 × 0.1

Table 3.3: Main parameters of the LAr hadronic calorimeter and forward calorimeter [85].
LAr hadronic calorimeter (HEC)

|η | coverage 1.5 < |η | < 3.2
Number of layers 4

Granularity ∆η × ∆φ 0.1 × 0.1 1.5 < |η | < 2.5
0.2 × 0.2 2.5 < |η | < 3.2

LAr forward calorimeter (FCal)
|η | coverage 3.1 < |η | < 4.9

Number of layers 3
Granularity ∆x × ∆y (cm) FCal1: 3.0 × 2.6 3.15 < |η | < 4.30

FCal1: ∼ four times finer 3.10 < |η | < 3.15
4.30 < |η | < 4.83

FCal2: 3.3 × 4.2 3.24 < |η | < 4.50
FCal2: ∼ four times finer 3.20 < |η | < 3.24

4.50 < |η | < 4.81
FCal3: 5.4 × 4.7 3.32 < |η | < 4.60
FCal3: ∼ four times finer 3.29 < |η | < 3.32

4.60 < |η | < 4.75

Tile Calorimeter The tile calorimeter is a sampling calorimeter composed of steel as the absorber and
scintillator as the active material. They are divided into three parts, one is located in |η | < 1.0 (barrel) and
two parts in each side are called extended barrels (0.8 < |η | < 1.7). The unit divided azimuthally into 64
parts in full φ range is referred to as a module and equivalent to the unit of the readout. The structure of the
tile calorimeter is divided in the direction of R.

The thickness of the first layer is equivalent to 1.5 λ in the barrel and 3.3 λ in the extended barrel. The
thickness of the second (third) layer is equivalent to 4.1 (1.8) λ in the barrel and 2.6 (3.3) λ in the extended
barrel, respectively.

LAr Hadronic End-cap Calorimeter The HEC is a sampling calorimeter composed of copper as the
absorber and liquid-argon as the active material. The HEC consists of two wheels in each end-cap cryostat,
and each wheel contains two longitudinal sections. The HEC is located outside the end-cap EM calorimeter
and covers 1.5 < |η | < 3.2.
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Forward Calorimeter The FCal, which covers 3.1 < |η | < 4.9, is composed of three modules. The
innermost module is called “FCal1” and works as an electromagnetic calorimeter. The outer modules are
“FCal2” and “FCal3,” and they work as hadronic calorimeters. FCal1 is constructed with copper tubes
and copper rods with LAr gaps, and the rods work as the absorber. FCal2 and FCal3 use tungsten as the
absorber and consist of copper tubes and tungsten rods. A copper-shielding plug is installed on the outside
of the FCal3 to reduce the background in the muon system.

3.2.5 Muon Spectrometer

The Muon Spectrometer (MS) is placed at the outermost since muons punch through the calorimeters due
to the long lifetime and the small energy loss. As shown in Figure 3.6, the MS consists of 2 detectors for
trigger and of 2 detectors for the precise measurement. Resistive Plate Chamber (RPC) and Thin Gap
Chamber (TGC) are used for triggers. Monitored Drift Tube (MDT) and Cathode Strip Chamber (CSC) are
used for the precise measurement.

RPC is placed at the barrel region (|η | < 1.05) and TGC is placed at the end-cap region (1.05 < |η | < 2.7).
MDT is placed in the barrel and end-cap regions, and CSC is placed in a high |η | of the end-cap region
(2.0 < |η | < 2.7).

In the barrel region, three stations, which consist of multiple types of muon detectors, are installed at
R ∼ 5 m, 7.5 m, 10 m. On the other hand, three stations are installed at |z | ∼ 7.4 m, 14 m, 21.5 m in the
end-cap region. The trajectories of muons are bent by the barrel/end-cap toroidal magnet between the inner
and middle stations.

The resolution of the momentum in the MS is σpT/pT = 10% at pT = 1 TeV.

3.2.5.1 Resistive Plate Chamber

Each strip of RPC for the readout is arranged orthogonally. Thus, z − φ information is obtained from the
RPC, and the trajectory of a muon is reconstructed from the positions in each layer. The RPC consists of 3
layers, two inner layers (RPC1 and RPC2) are located on the middle station and the outer layer (RPC3) is
on the outer station. Thanks to the toroidal magnetic field in the barrel region, the transverse momentum of
a muon is estimated by the trajectory.

3.2.5.2 Thin Gap Chamber

The TGC is a multi-wire chamber (MWPC) with a 2.8 mm gas gap and a 1.8 mm interval of the wire.
Anode wires and pick-up strips are arranged orthogonally for each other, and the wires (strips) provide
the r (φ) position. Due to the short drift length, the response time of the TGC is fast. Thus, the TGC can
reconstruct the trajectory of muons quickly, and the trajectory is used for triggers. For the trigger, the seeds
of muon trajectories are reconstructed from the information of the third and fourth layers. |η | < 2.4 is used
for the trigger.
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Figure 3.6: Overview of the muon spectrometer [85].

3.2.5.3 Monitored Drift Tube

The structure of MDT is multi-layers of the drift tubes. The diameter of the drift tubes is 29.97 mm. The
MDT has 3-8 layers in each station. The tubes are installed along with φ in the barrel and end-cap regions,
providing information about η. Since the resolution of the MDT is better than that of RPC and TGC, the
MDT plays an important role in the muon momentum measurement.

3.2.5.4 Cathode Strip Chamber

CSC is an MWPC for precise measurements and is placed in the forward region (2.0 < |η | < 2.7) of the
inner station. In this region, the rate of particles such as neutrons, γ-rays, and charged particles is greater
than the limit of the MDT to operate with high precision (150 Hz/cm2). Thus, CSC is used instead of
MDT. The strips are arranged orthogonally for each other and are used for the readout. Therefore, the
R − φ position is obtained.

3.2.6 Trigger and Data Acquisition

The ATLAS experiment employs an online event selection system, called “trigger,” to reduce the data
recording rate from 40 MHz to a recordable rate (in Run-2, it was ∼ 1 kHz on average). The trigger system
consists of hardware-based “Level-1 Trigger (L1)” and CPU-based “High Level Trigger (HLT),” as shown
in Figure 3.7.

Theoretical predicted and measured cross-sections of various SM processes are shown in Figure 3.8. The
total cross-section of the pp inelastic scattering is about 70 mb. However, the production cross-sections of
weak bosons, Higgs bosons, top quarks are small, such as < 10−7 of the cross-section of the pp inelastic
scattering. The cross-sections of BSM physics are even smaller. Therefore, the trigger performance is
important to select BSM physics events from many not interesting events, such as the pp inelastic scattering,
and record them.
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Figure 3.7: The schematic view of the ATLAS trigger and data acquisition system [90].

At the trigger level, particular physics signatures such as leptons (e, µ), photons, jets, missing transverse
momentum, and the presence of B-meson candidates are reconstructed. The trigger selection is based on
these objects, which threshold applied.

56



pp Jets γ W Z t̄t t

tot.

VV

tot.

γγ H Hjj

VBF

VH Vγ t̄tV

tot.

t̄tH
t̄tγ

Vjj
EWK

γγγ

t̄tt̄t
tot.

Vγγ
WWγ

Zγjj
γγ→WW

VVjj

EWK

total (×2)

inelastic

dijets

incl

pT > 125 GeV

nj ≥ 3

pT > 25 GeV

nj ≥ 1

nj ≥ 2

pT > 100 GeV nj ≥ 2

nj ≥ 3

nj ≥ 5

nj ≥ 1

nj ≥ 6

nj ≥ 7

nj ≥ 4

nj ≥ 0

nj ≥ 0

nj ≥ 7

nj ≥ 6

nj ≥ 4

nj ≥ 3

nj ≥ 2

nj ≥ 1

nj ≥ 5

total

nj ≥ 6

nj ≥ 5

nj ≥ 4

nj ≥ 7

nj ≥ 8 tZj

Wt

t-chan

s-chan

WW

WZ

ZZ

WW

WZ

ZZ

WW

WZ

ZZ

total

H→WW ∗
(ggF)

H → 4`

H → γγ

H → ττ
(×0.25)

H → γγ

H→ZZ ∗

H→WW ∗

H → γγ

H→bb̄
(×0.5)

Zγ

W γ

tt̄W ±

tt̄Z

H → γγ

Zjj

Wjj

Zγγ

W ±γγ total

ZZ

W ±W ±

WZ
10−3

10−2

10−1

1

101

102

103

104

105

106

1011

σ
[p

b]

Status: March 2021

ATLAS Preliminary
√
s = 5,7,8,13 TeV

Theory

LHC pp
√
s = 13 TeV

Data 3.2 − 139 fb−1

LHC pp
√
s = 8 TeV

Data 20.2 − 20.30 fb−1

LHC pp
√
s = 7 TeV

Data 4.5 − 4.90 fb−1

LHC pp
√
s = 5 TeV

Data 0.03 − 0.26 fb−1

Standard Model Production Cross Section Measurements

Figure 3.8: Summary of several SM total and fiducial production cross section measurements, corrected for branching
fractions, compared to the corresponding theoretical expectations [91].

57



4 Data and Monte Carlo Simulations

In this thesis, the data of pp-collisions delivered from the LHC are used. As well as, signal and some of
the SM background simulated samples are used to understand SM background processes. These data sets
are described in this chapter.

4.1 Recorded Data by the ATLAS Detector

The data of the pp-collisions at
√

s = 13 TeV collected by the ATLAS detector in 2015-2018 are used.
The amount of the data corresponds to 139 fb−1 with 1.7% uncertainty on the integrated luminosity [92].
The total integrated luminosity as a function of time is shown in Figure 4.1. The amounts of the data
are 3.2 fb−1 in 2015, 33.0 fb−1 in 2016, 44.3 fb−1 in 2017, and 58.5 fb−1 in 2018. The luminosity is
determined with the LUCID2 Cherenkov detector [93], which is calibrated using the van der Meer method,
as presented in Ref.[92]

The mean number of interactions per bunch-crossing depends on the parameter of the beam, and the
distributions vary greatly depending on the data-taking periods, as shown in Figure 4.2. Monte Carlo
simulations are reweighted to have the same mean number of interactions per bunch-crossing distribution
as the data samples,

4.2 Monte Carlo Simulation

Monte Carlo simulation samples are used to estimate the yields of the signal and the SM backgrounds.
The first phase of the event simulation is the hard scattering process. In the pp-collisions, multiple
proton-proton collisions are occurring in the same and neighboring bunch crossings; other particles from
collisions other than a collision of interest contribute to the mis-reconstruction and mis-measurement.
These contributions are called “pile-up effect.” To simulate this pile-up effect, we use the samples simulated
with Pythia 8.186 [95], the NNPDF2.3LO PDF set [96], and A3 set of tuned parameters [97] to overlay to
other hard scatter simulation samples. The response of the ATLAS detector is simulated with the ATLAS
simulation software [98] based on the Geant 4 [99].
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4.2.1 Hard-scatter Event Generation

In the Monte Carlo event generations, the hadron interactions are described with sub-divided calculation,
such as the hard short-distance physics, the nonperturbative transition from partons (“hadronization”),
and hadron decays. The differential cross-section with an initial state (a, b) and a final state (F) in the
hard-scattering process for an observable O is written by Ref.[100],

dσ
dO
=

∑
a,b

∫ 1

0
dxadxb

∑
F

∫
dΦF f h1

a (xa, µF ) f
h2
b (xb, µF )

dσ̂ab→F

dÔ
DF (Ô → O, µF ), (4.1)

where h1,2 represent the colliding hadrons in the initial state a, b, respectively, and dΦF is the standard
final-state phase-space differential. fa,b is the parton distribution function (PDF), dσ̂ is the perturbatively
calculable short-distance cross-section and DF is a fragmentation function (FF). µF is an arbitrary energy
scale to separate between long and short distance physics, i.e. emissions with energy scales above µF are
included in the short-distance calculation (term relating dσ̂) and emissions with energy scales below µF
are included in the long-distance calculation (terms relating fa,b and DF ). Therefore, µF is referred to as a
“factorization scale.”

The PDF ( f hi (xi, µF )) represents the probability where a parton i carry a fraction xi of the parton’s
momentum at a hard interaction of the energy scale µF . The PDFs are obtained from the calculations
using the results of collider physics experiments, deep-inelastic scattering measurements, and fixed-target
Drell-Yan experiments as inputs. Several groups provide the sets of PDFs with different calculations
and inputs. To estimate the uncertainty of PDF, we consider that it relates to the choice of PDF sets, as
described in Section 9.4.

The partonic scattering cross-section dσ̂ab→F is calculable in perturbative QCD with fixed-order and
written as,

dσ̂ab→F =
1

2ŝab
|Mab→F |

2(Φ; µF, µR), (4.2)

where |M|2 represents the matrix element squared for the process and 1
2ŝab

is the parton flux factor. The
matrix element (ME) is the sum of the transition amplitude with an initial state and a final state, regardless
of intermediate states. µR is referred to as a “renormalization scale” and an unphysical term to get rid
of UV divergence. The parton shower approximation, which corrects higher-order real-emission in the
hard scattering, is applied. The fragmentation function is a universal function that describes the hadronic
observable in the final state at the partonic level. They are used in the non-perturbative calculation and
parameterized with the µF in the event generation.

4.2.2 SM Background Simulation

As introduced in Chapter 1, two particular experimental signatures in this thesis, large missing transverse
energy (Emiss

T ) and large-radius jets, are used. The background sources are vector bosons associated with
jets, for example, V + jets, Tops, Multi-bosons production, and Higgs production. Since large Emiss

T is
required, the contribution of multi-jet events is negligible in this analysis. More detail is described in
Appendix J.

The detail (including the generator setup) of the SM background samples is described in Appendix B.1.
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V + jets Z(→ νν) + jets process can have large Emiss
T and jets from initial state radiation or final

state radiation. W → eν (µν)+jets processes can be backgrounds when e or µ is not reconstructed.
In W → τν+jets process, leptonically decaying τ process is similar to W → eν(µν)+jets processes.
Hadronically decaying τ process remains since the hadronically decaying τ is reconstructed as a jet. γ+ jets
process is also considered because γ + jets events can be backgrounds when Emiss

T is mis-measured.

Tops Leptonically decaying top quarks (t → blν) remain if lepton is not reconstructed, as same as
W + jets. tt̄, t +W/Z , tW Z , and tt̄ + X (X = t, tt̄, WW · · · ) samples are considered.

Multi-bosons Diboson processes denoted as VV (V = W, Z), such as WW,W Z, Z Z , and triboson
processes denoted as VVV , such as WWW , WW Z , W Z Z , and Z Z Z , are considered. Since one of the
bosons decays leptonically, these processes remain. Vγ process is also considered.

Higgs Due to the large branching ratio of h→ bb̄,V h samples with leptonic decayingW/Z can remain.

4.2.3 Signal Simulation Samples

As introduced in Section 2.3.5, the (W̃, B̃), (H̃, B̃), (W̃, H̃), (H̃, W̃), (H̃, G̃), and (H̃, ã)models are considered.
However, it is difficult to create signal samples with all production, decay processes, and SUSY parameters
to scan. Thus, benchmark signal samples are created and interpreted using normalized them, as summarized
in Table 4.1.

4.2.3.1 SUSY signal generation

Seven benchmark signal samples, C1C1-WW, C1N2-WZ, C1N2-Wh, N2N3-ZZ, N2N3-Zh, N2N3-hh,
and the (H̃, G̃) model with B( χ̃0

1 → ZG̃) = 50%, are created. C1C1-WW, C1N2-WZ, and C1N2-Wh are
assumed to be the (W̃, B̃)-SIM. N2N3-ZZ, N2N3-Zh, and N2N3-hh are assumed to be H̃ pair production
and only one decay process with Z Z , Zh, hh, respectively. These samples are called the “(H̃, B̃)-SIM.”
Since G̃ has spin-3/2, unlike B̃/W̃ /H̃, the (H̃, G̃) samples are generated separately.

The setup of MC samples is summarized in Appendix B.2. For the chargino-neutralino production mode,
the cross-section of W̃ (H̃) is 4.76 (1.12) fb, assuming their masses are 800 GeV.

4.2.3.2 SUSY Signal Interpretation

For the simulations of general models, re-weighted samples of simplified models by the theoretical
prediction values of the production cross-sections of χ̃heavy and the branching ratios are used. It is
confirmed that the event kinematics do not depend on χ̃heavy and χ̃light in the phase space of this analysis
using the generator-level samples.
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Table 4.1: Summary of the production modes, final states, and the interpretations for the signal models targeted in
the search.

Model Production Final states MC samples used for interpretation
(W̃ ,B̃) χ̃±1 χ̃

∓
1 , χ̃

±
1 χ̃

0
2 WW,W Z,Wh C1C1-WW, C1N2-WZ, and C1N2-Wh

(H̃,B̃) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
2 , WW,W Z,Wh, C1C1-WW, C1N2-WZ, C1N2-Wh,

χ̃±1 χ̃
0
3 , χ̃

0
2 χ̃

0
3 Z Z, Zh, hh N2N3-ZZ, N2N3-Zh, and N2N3-hh

(W̃ ,H̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
3

WW,W Z,Wh, C1C1-WW, C1N2-WZ, C1N2-Wh,
Z Z, Zh, hh N2N3-ZZ, N2N3-Zh, and N2N3-hh

(H̃,W̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
2 , WW,W Z,Wh, C1C1-WW, C1N2-WZ, C1N2-Wh,

χ̃±2 χ̃
0
3 , χ̃

0
2 χ̃

0
3 Z Z, Zh, hh N2N3-ZZ, N2N3-Zh, and N2N3-hh

(H̃,G̃) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
1 , Z Z, Zh, hh (H̃, G̃) with B( χ̃0

1 → ZG̃) = 50%
χ̃±1 χ̃

0
2 , χ̃

0
1 χ̃

0
2

(H̃,ã) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
1 , Z Z, Zh, hh N2N3-ZZ, N2N3-Zh, and N2N3-hh

χ̃±1 χ̃
0
2 , χ̃

0
1 χ̃

0
2

(W̃ , B̃) simplified models: (W̃ , B̃)-SIM
C1C1-WW χ̃±1 χ̃

∓
1 WW C1C1-WW

C1N2-WZ χ̃±1 χ̃
0
2 W Z C1N2-WZ

C1N2-Wh χ̃±1 χ̃
0
2 Wh C1N2-Wh

(W̃ , B̃)-SIM In the (W̃, B̃)-SIM model, the branching ratios are assumed to be 100%, and only one
production mode is considered. Thus, the benchmark signal simulation samples are used directly, without
re-weighting.

(W̃ , B̃) Considering the chargino pair production mode, C1C1-WW samples are used directly since
only one decay process, χ̃±1 χ̃

∓
1 → WW χ̃0

1 χ̃
0
1 , is allowed in this setup. On the other hand, in the chargino-

neutralino production case, two decay processes viaW Z orWh boson pairs can be taken into account. Since
the branching ratios of two decay processes are variable, the re-weighted samples of C1N2-WZ and C1N2-
Wh to correspond to the assumed branching ratio with the constraint, B( χ̃0

2 → Z χ̃0
1 ) = 1 − B( χ̃0

2 → h χ̃0
1 ),

are used.

(H̃ , B̃) Four production modes ( χ̃±1 χ̃∓1 , χ̃
±
1 χ̃0

2 , χ̃
±
1 χ̃0

3 , χ̃
0
2 χ̃0

3 ) and corresponding decay process, i.e., six
final states, as summarized in Table 4.1, are considered. Re-weighting C1C1-WW, C1N2-WZ, and C1N2-
Wh samples to the production cross-section of higgsino are used as χ̃±1 χ̃∓1 , χ̃

±
1 χ̃0

2 , and χ̃
±
1 χ̃0

3 production
samples. N2N3-ZZ, N2N3-Zh, and N2N3-hh samples are used without re-reweighting. However, the
branching ratios are variable. In this analysis, it is assumed that B( χ̃0

2 → Z χ̃0
1 ) = 1 − B( χ̃0

2 → h χ̃0
1 ) =

1 − B( χ̃0
3 → Z χ̃0

1 ) = B( χ̃
0
3 → h χ̃0

1 ), and these re-weighted samples corresponding to the branching ratio
are used.

(W̃ , H̃) and (H̃ , W̃ ) Like the (H̃, B̃) model, signal samples of the simplified models are re-weighted
to proper cross-sections. However, the branching ratio of χ̃heavy depends on MSSM parameters, such as
M2, µ, tan β. Thus, the (M2, µ, tan β) is scanned over and is used the re-weighted samples corresponding
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to the branching ratios. The branching ratios of (W̃, H̃) and (H̃, W̃) with different (M2, µ, tan β) are shown
in Appendix C.

(H̃ , G̃) In the (H̃, G̃) model, the higgsino-gravitino coupling is assumed to be small, and only two decay
modes, χ̃0

1 → Z/h + G̃, are considered. Since B( χ̃0
1 → Z + G̃) is variable, re-weighted (H̃, G̃) simulation

samples corresponding to the assumed branching ratio are used.

(H̃ , ã) Like the (H̃, G̃)model, the higgsino-axino coupling is assumed to be small. Therefore, χ̃±1 and χ̃0
2

decay into χ̃0
1 , and then χ̃

0
1 decays into ã with Z/h bosons. (H̃, B̃)-SIM simulation samples are re-weighted

to the total cross-section ( = the sum of χ̃±1 χ̃∓1 , χ̃
±
1 χ̃0

1 , χ̃
±
1 χ̃0

2 , χ̃
0
1 χ̃0

2 ) and the assumed branching ratio of
B( χ̃0

1 → Z + ã).
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5 Physics Object Reconstruction

5.1 Overview

In order to reconstruct physics objects in the pp-collision events, tracks, vertices, and topo-clusters are
reconstructed from raw detector information. They are mainly used as inputs of the reconstruction for
electrons, photons, muons, jets, and missing transverse energy (Emiss

T ). Additionally, tracks are used to
improve the resolution of the jet mass and in the boson tagging technique described in Chapter 6.

In this thesis, the jets and Emiss
T are used for the event selection to search for electroweakinos. Jets are

primary objects and are categorized into three types; small-radius (small-R) jets, large-radius (large-R)
jets, and track jets. Small-R jets and track jets are used for the definition of event selections to search for
electroweakinos, described in Section 7.5. Large-R jets are used to tag the SM electroweak bosons, which
are decayed from χ̃heavy. Since χ̃light does not interact with the detector, Emiss

T is an important signal to
search for electroweakinos. Electrons, photons, muons, and small-R jets are used for the calculation of
Emiss
T and the validation of the background estimation (described in Chapter 8).

5.2 Tracks, Vertices, and Topo-clusters

In the pp-collision, inner detector tracks (or just "tracks" in the rest of the literature) are reconstructed to
identify the passage of charged particles by connecting the ionization deposit in the inner detector. The
outline of the track reconstruction algorithm is introduced. More detail is described in Ref.[101]. When
charged particles pass through the Pixel and the silicon microstrip detector (SCT), “clusters” are formed
from multiple adjacent Pixels. These clusters are combined to reconstruct “track candidates”. Then, “track
score” with “holes” (inefficiency layer) in the detector, the χ2 of track fit, and kinematic cuts are also
used to solve the overlap and reduce the low-quality tracks. In order to solve the overlap furthermore and
measure the momentum with a high resolution, the reconstructed track candidates are extrapolated to the
transition radiation tracker (TRT). The momentum is calculated by fitting the helical trajectory bent by a
magnetic field using hits in the TRT.

In the pp-collision, multiple interactions occur in the same, and neighboring bunch crossings are referred
to as “pile-up.” Then, the vertex reconstruction is important to determine at which vertex particles are
generated. Consequently, the track momentum resolution is improved by using the vertex position in the
track fitting. Additionally, to suppress the impact by the pile-up, particles are required to be associated
with vertices. Vertex is reconstructed using two finding algorithms described in Ref.[102]. The first one is
to find vertex candidates using the high quality tracks selected by kinematic selections. The vertices are
required to be associated with at least two tracks. The other one is to fit the reconstructed vertex position.
Additionally, a primary vertex defined as the vertex of the event is selected by the largest

∑
p2
T of associated

tracks.
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Energy deposit in the calorimeter cells is clustered to reconstruct the original electromagnetic or hadronic
showers, referred to as “clusters.” The generic type of clusters (“topo-clusters”) is reconstructed using the
energy measurement information and the spatial profile [103], and the energy is in the electromagnetic
scale. Topo-clusters are used to reject non-prompt leptons. The detail of the reconstruction algorithm is
presented in Appendix D.1.

5.3 Jets

As described in Section 2.1, quarks and gluons are reconstructed as jets. The reconstruction of jets is based
on the anti-kt algorithm [104] to merge clusters or tracks using a specific choice of the radius parameter
(R) defining the radial size of the jet, as described in Appendix D.2. The reconstruction algorithm is
implemented in the FastJet package [105]. In this analysis, three types of jets differed by choice of R are
employed, serving for own different purposes; namely large-R jets (denoted as J), small-R jets (denoted
as j), and track jets as summarized in Table 5.1. In the reconstruction algorithms of large-R jets and
small-R jets, “Local hadronic cell weighting (LCW)” (described in Appendix D.3) corrects the energy in
the hadronic scale at the cluster level.

“Truth jets” in the MC samples are used and are denoted with the superscript “true.” Truth jets are composed
of stable particles from hard scatter with a lifetime greater than 10 ps, except for muons and neutrinos.

In this thesis, the targets are fully hadronic final states where SM electroweak bosons decay hadronically
and are reconstructed as jets. Since there are many jets from QCD interactions in the pp-collisions, it is
important to distinguish between the boson jets and the QCD jets (background jets) and reject pile-up
jets.

5.3.1 Large-R Jet

When an SM electroweak boson with high pT decays hadronically, the opening angle between the daughter
quarks becomes small. This is characterized by the angular distance defined by ∆R =

√
∆η2 + ∆φ2 where

∆η (∆φ) is spatial distance in pseudo-rapidity (azmuthal angle). The distance between quarks is typically
0.4 for a W boson with pT = 400 GeV. While the most commonly used R = 0.4 jets, referred to as “small-R
jets” (described in Section 5.3.2) in the document, have difficulty in reconstructing hadronically decaying
SM electroweak bosons as a single jet or two separate jets with all decay products, large-radius jets have
the advantage to reconstruct the two quarks as a single jet. R = 1.0 is chosen for this analysis referred to as
“large-R jets.” The large-R jet reconstruction method, including a pile-up mitigation technique, is described
in this sub-section. The boson tagging technique to identify the SM electroweak bosons using large-R jets
is introduced in Chapter 6. In this analysis, to search for electroweakinos, kinematic selections are applied
to select the large-R jets originating from the SM electroweak bosons with high pT. The selections are
described in Section 5.6.

5.3.1.1 Trimming and Mass

The large-R jets after the anti-kT algorithm clustering with R = 1.0 are referred to as “ungroomed jets.” In
order to remove the contribution from the underlying event and pile-up, “trimming” [106] is applied to the
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Table 5.1: Overview of the three types of jets used in the analysis.

Object name R parameter Input Usageof the anti-kT algorithm

Small-R jets 0.4 tracks, topo-clusters To derive Emiss
T and an angular variable min∆φ( j, Emiss

T )

used in the event selection described in Section 7.3.

Large-R jets 1.0 topo-clusters To identify boosted W/Z decaying
into qq and to reconstruct the kinematics.

Track jets Variable radius tracks To count the b-hadron jet multiplicity
(0.02-0.4) inside a large-R jet.

ungroomed jets. Any sub-jets clustered by the kt algorithm with R = 0.2 [104] are removed if the pT is
less than the 5% of that of the ungroomed large-R jet.

The performance of the trimming algorithm against the pile-up is discussed below using the jet mass as an
observable. As discussed later in Chapter 6, the jet mass is one of the key variables to distinguish between
the boson jets and background jets originating from quarks or gluons effectively. The calorimeter-based jet
mass (mcalo) of a large-R jet is calculated from the topo-cluster energy and defined as:

mcalo =

√√√(∑
i∈J

Ei

)2

−

(∑
i∈J

pi

)2

, (5.1)

where Ei (pi) is the energy (momentum) of i-th cluster. For sufficiently high Lorentz-boosted massive
particles, the angular spread in the decay products is comparable with the granularity of the calorimeter cell
segmentation. The mean uncalibrated jet mass value

〈
mjet〉 = 〈

mcalo〉 is shown in Figure 5.1. Good stability
of large-R jets against the reconstructed primary vertex multiplicity (NPV) is seen after the trimming, while
ungroomed jet mass is strongly dependent.

From here on, how to improve the resolution of the jet mass is discussed. In order to avoid the limitation
on the granularity of the calorimeter cell, information from the associated tracks are additionally employed.
Track-assisted mass, mTA, is defined as:

mTA =
pcaloT

ptrackT
× mtrack, (5.2)

where pcaloT is a transverse momentum of a large-R jet calculated by calorimeter-cell cluster constituents,
ptrackT is a transverse momentum of the four-vector sum of tracks associated with the large-R jet, and mtrack

is an invariant mass of the four-vector sum of tracks, which the pion mass is assigned for each track. Since
ptrackT is calculated using only charged particles and pcaloT is calculated by charged and neutral particles, the
ratio of pcaloT to ptrackT is used to correct charged-to-neutral fluctuations and improve the jet mass resolution
with respect to a track-only jet mass definition (mtrack) as shown in Figure 5.2.

Figure 5.3 shows the resolution of jet mass response defined as the ratio of the reconstructed jet mass
to the truth jet mass as a function of truth jet from W/Z bosons. Half of the 68% interquartile range
(IQnR)1 divided by the median are used to represent the resolution. Thanks to the spatial resolution of the
constituents using the track information, the resolution of mTA is better than mcalo in the high pT region
(pT > 1 TeV). However, since ptrackT is only based on charged particles and mcalo, pcaloT are calculated by
charged and neutral particles, the resolution of mcalo is better in the low pT region.
1 This is defined as the difference between the 16th and 84th percentiles of a given distribution.
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(a) 200 GeV < pjetT < 300 GeV (b) 600 GeV < pjetT < 800 GeV

Figure 5.1: Performance of the jet grooming. The distribution of mean uncalibrated jet mass with a function of the
reconstructed vertex multiplicity (NPV) [107] in tt̄ MC sample is shown. The black line represents the mean mass of
large-R jets without trimming. The red line represents the default ATLAS option for the trimming parameters.

To exploit the merit of both mcalo and mTA, a statistical combination of the masses are considered, referred
to as “combined mass” (mcomb):

mcomb = a × mcalo + b × mTA, (5.3)

a =
σ−2
calo

σ−2
calo + σ

−2
TA
, (5.4)

b =
σ−2
TA

σ−2
calo + σ

−2
TA
, (5.5)

whereσcalo (σTA) is the parametrizedmcalo (mTA) resolution obtained from the jet mass response distribution,
using the central 68% inter-quantile range of the jet mass response distribution. As shown in Figure 5.3,
mcomb outperfoms both mcalo and mTA in the resolution across the pT regions.

In this thesis, large-R jet mass refers to mcomb.
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5.3.1.2 Energy and Mass Calibration

Since the calorimeter in the ATLAS detector is categorized into sampling calorimeters, only some of the
energy is measured. Thus, the measured energy of jets needs to be scaled. The scale factor is called “jet
energy scale” (JES), and the method to obtain the scale factor is called “scale calibration.” The calibration
is composed of two steps; one is an MC-based calibration to obtain the JES, and the other is “in-situ
calibration” to correct the difference between the data and MC samples using a data-driven method. The
jet mass needs to be corrected for residual bias between the data and MC samples to be applied while the
jet is calibrated. Like the jet energy, the scale factor for the jet mass (JMS) is obtained by the MC-based
calibration and in-situ calibration. In the in-situ calibration, the jet energy resolution (JER) and the jet
mass resolution (JMR) are measured, and their differences between the data and MC samples are evaluated
as the correction for the MC samples.

The workflow of large-R jet calibration, together with the reconstruction, is summarized in Figure 5.4.

MC-based Calibration At the MC-based calibration step, the JES for large-R jets is evaluated as a
ratio of their energy to the truth jets. The average jet energy response of reconstructed jets to truth jets
(Ereco/Etruth) is parametrized as the function of truth jet energy and η. After the JES correction based
on MC simulation, a similar procedure applies to the JMS calibration using the jet mass response of
reconstructed jets to the truth. The JMS is derived using the MC samples with the pT fixed to the post-JES
calibration values. The JMS is computed for mcalo and mTA independently and depends on the jet pT, mass,
and η. The mcomb is derived using the same coefficients.

In-situ Calibration After the MC-based calibration, the difference in the jet energy between the data
(reconstructed jets) and MC samples (truth jets) still remains. In order to reduce the residual difference,
data-driven measurements are performed using samples of jets balanced with well-calibrated objects such
as photons, leptons, and small-R jets [109]. Three processes, Z + jets, γ + jets, and multi-jets, are used
depending on the pT of target jets. In these processes, each pT balance of jets with respect to well-calibrated
reference objects or systems of the data and MC samples, such as Z bosons reconstructed by lepton
decays, γ, and low-pT jets system is measured. The reference in multi-jets events is precoilT obtained as the
four-vector sum of calibrated small-R jets. To apply the calibration for the forward jets (0.8 < |η | < 2.5),
we also measure the ratio of two jets using di-jet topology. In this measurement, one each jet in the central
region (|η | < 0.8) and in the forward region (0.8 ≤ |η | ≤ 2.5) is required. We measure the momentum
asymmetry:

A =
pleftT − prightT

pavgT
, (5.6)

where “left” and “right” are denoted for simplicity; pavgT = (pleftT + prightT )/2. The calibration factor c for
each jet is described as,

R =
cleft

cright
=

2 + 〈A〉
2 − 〈A〉

=
pleftT

prightT

. (5.7)

The final result of these measurements is shown in Figure 5.5. The difference between the data and MC
samples is smaller than 3%, and the statistical uncertainty is dominant in pT ≥ 1.5 TeV.
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Figure 5.4: Summary of large-R jet reconstruction and calibration procedure [109].

mcalo and mtrack are corrected by in-situ calibration after the MC-based calibration. The detailed procedure
is described in Ref.[109]. For calibrating the jet mass scale, we measure the average calorimeter-to-tracker
response defined as:

Rm
trk =

〈
mcalo

mtrack

〉
, (5.8)

where mcalo is measured mass using topo-clusters of calorimeter cells and mtrack is a track jet mass that
matches the same jet. This method is called “Rtrk method,” done by di-jet events. The results are shown in
Figure 5.6. In this study, three different generators and three different tracking variations for the default
generator Pythia 8 are used to estimate systematic uncertainties. These systematic uncertainties are
discussed in Section 9.1.
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5.3.2 Small-R Jet

Small-R jets reconstructed by the topo-clusters using anti-kt algorithm with R of 0.4 are used as the
seed to construct the Emiss

T (Section 5.7) and to construct a kinematic variable min∆φ( j, Emiss
T ) used for

background rejection in the event selection (Section 7.3). To improve the performance of the hadronic jet
measurement, the particle flow algorithm, which represents individual particles as clusters ideally using
tracks and determines the jet energy, is employed. The detail of the particle flow algorithm is described in
Appendix D.4.

5.3.2.1 Small-R Jet Reconstruction

In the pp-collision, small-R jets can originate from the hard-scattering process as well as from pile-up.
The small-R jets with pT > 30 GeV, |η | < 2.8 are used in this analysis. Due to the low pT threshold,
jet multiplicity depends on the pile-up effect. To reject jets containing contaminations from pile-up
interactions, a multi-variable algorithm called “Jet Vertex Tagger (JVT)” using tracks originating in the
hard-scatter primary vertex is employed for the jets with pT < 60 GeV, |η | < 2.5. The upper thresholds are
determined by the followings:

• Most jets from pile-up have typically low pT (< 60 GeV).

• There is no track in |η | > 2.5 because the Inner Detector is not placed.

The detail is described in Appendix D.5 and in Ref.[111, 112].

5.3.2.2 Energy Calibration for Small-R Jet

The energy calibration of small-R jets consists of largely similar steps as the large-R jets as described in
Section 5.3.1.2: MC simulation-based calibration and the in-situ calibration. In the MC-based calibration,
JES is obtained as the function of the average number of pile-up (〈µ〉) and the number of reconstructed
PVs (NPV) in addition to the pT and η of the corresponding truth jet as done in the large-R jet case. This
is due to subtracting the effect by the relatively severe contamination by pile-up jets. In order to reduce
the difference of the flavor of jets, multiple correction factors are defined by the jet energy, the tracks in
the Inner Detector, and the muon track in the Muon Spectrometer. The correction factors are obtained as
the function of truth jet pT and η. Finally, an in-situ calibration based on the measured kinematic balance
of well-calibrated objects is applied. In this calibration, we use Z + jets, γ + jets, and multi-jets control
samples. The detail of the calibration is presented in Ref.[113].

5.3.3 Track Jet

Track-based jets, referred to as track jets, are reconstructed from the inner detector tracks using the anti-kT
algorithm and used to count the number of b-quarks in large-R jets. It is important to identify b-tagged
track jets for tagging large-R jets of Z/h→ bb. However, two b-quarks decayed from Z/h bosons with
high pT are collimated, and it is difficult to identify them separately. Then, the anti-kT algorithm with a
variable radius R parameter is employed. In this algorithm, R parameter for high pT track jets is small. The
reconstructed track jets are referred to as “Variable Radius (VR) track jets” [114].
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5.3.3.1 Track Jet Reconstruction

The variable radius parameter is defined:
R =

ρ

pT
, (5.9)

where ρ is set to be 30 GeV in this analysis. The minimum radius parameter is 0.02 and the maximum
is 0.4 while pT is smaller than 75 GeV or larger than 1500 GeV. The track jets with pT ≥ 20 GeV and
|η | < 2.5 are used in this analysis.

5.3.3.2 b-tagging

b-tagging is used to identify track jets from b-quarks. The b-tagging is based on the MV2 algorithm [115],
which calculates a boosted decision tree (BDT) discriminant using b-jet likelihoods. The b-jet likelihoods
are calculated by four algorithms individually; two complementary impact parameter-based algorithms, a
secondary vertex tagging algorithm related to the lifetime of b-hadrons, and a topological multi-vertex
algorithm related with the kinematics of b-hadron decaying. More details are presented in Appendix D.6.
The algorithm is optimized for 85% b-tagging efficiency using training samples containing 10%(90%)
c-(light-) flavor jets as background samples.

b-tagging Efficiency Measurement The b-tagging efficiency is measured in tt̄ control samples using
the t → Wb→ lνb topology [116]. Additionally, the tagging performances on charm jets and light-flavor
jets are measured [117, 118]. The difference between the data and MC samples on the tagging efficiency is
calculated to obtain scale factors to correct the MC modeling.

5.4 Electrons and Photons

Electrons and photons are used to calculate Emiss
T and validate a background estimation in this analysis,

as described later in Chapter 8. In this section, the summary of the reconstruction, the identification,
the isolation, and the calibration method is introduced. More details are described in Appendix D.7 and
Ref.[119].

Electrons and photons are reconstructed using similar algorithms with topo-clusters in the EM calorimeter,
tracks, and conversion vertices. “Superclusters” are reconstructed by combining them, and they are
categorized into electrons and photons.

In order to identify electrons, hits in the Inner Detector, track pT, and measured energy in the calorimeter
are used. Additionally, shapes of the electromagnetic shower in the calorimeter, hadronic leakage, and
spatial matching between the tracks and the clusters are used to distinguish promptly isolated electrons from
hadronic jets, converted photons, and true electrons from heavy-flavor hadrons decay. In the identification
algorithm, the likelihood is calculated by them. “Tight” and “Loose” [119] selections based on the
likelihood discriminants are used in this analysis. In order to ensure a high selection purity, the significance
for the transverse impact parameter, tracks associated with the primary vertex, the energy in the calorimeter,
and pT of tracks near electrons are used. In this analysis, “Tight” [119] selection is required as an isolation
criteria. The energy calibration of electrons is performed in Z → ee control samples using a data-driven
method with the mee distribution.
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Similarly, to distinguish prompt isolated photons from hadronic jets, the variables of hadronic leakage,
shower shape variables, and the energy measured in the first layer at the EM calorimeter are used.
“Tight” [119] selection based on the likelihood discriminants is used in this analysis. In order to ensure a
high selection purity, the significance for the transverse impact parameter, the energy in the calorimeter,
and pT of tracks near photons are used. In this analysis, “Tight” [119] selection is required as an isolation
criteria. The correction factor for the photon energy is based on the factor of electrons, and an additional
factor, which corrects the residual energy scale derived from the difference between electrons and photons,
is extracted from the mllγ distribution.

5.5 Muons

Muons are used to calculate Emiss
T and validate a background estimation in this analysis, as described later

in Chapter 8. In this section, the summary of the reconstruction, the identification, the isolation, and the
calibration method is introduced. More details are described in Appendix D.8 and Ref.[120].

Muons are reconstructed from the Muon Spectrometer (MS) and the Inner Detector (ID) information using
combined fit procedures for each track. In order to identify muons, “Medium” [120] criteria based on hits,
measured charge and momenta in the ID and MS is used in this analysis. In order to distinguish between
muons from the reconstructed primary vertex and ones from other sources, such as pile-up interactions,
cosmic rays, and hadron decays, two selections are imposed: one is the spatial matching between muons
and the reconstructed primary vertex, and the other is the isolation based on track pT in the ID and the
transverse energy in the calorimeter. In this analysis, “Tight” [120] isolation criteria is required in this
analysis. The momentum calibration of muons is performed in J/ψ → µµ and Z → µµ control samples
using a data-driven method with the mµµ distributions. The correction factors of reconstructed muons by
the ID and MS are estimated individually. n order to correct the energy loss in the calorimeter located
between the ID and the MS, a pT imbalance variable between the ID and MS is applied to the muons in the
MS.

5.6 Object Selection

In this analysis, to search for electroweakinos, two sets of selection criteria, the “baseline” criteria and
the “signal” criteria, for jets, electrons, photons, and muons are used. They are summarized in Table 5.2.
The baseline criteria are composed of looser selections than the signal criteria. The baseline objects are
used for Emiss

T calculation and event cleaning, described in Appendix H. The overlap removal to resolve the
ambiguity of duplicated objects in the reconstruction algorithm is also done with the baseline objects, as
discussed below. The signal objects are used to ensure the high purity of selections. For example, signal
criteria of electrons and muons, which are referred to as leptons, and photons are used for validation of the
background estimation.

In the reconstruction procedure, these objects are reconstructed individually. Thus, a single particle may
be reconstructed in two or more objects. The ambiguity of the duplicated objects needs to be resolved
by the overlap removal. The algorithm of the overlap removal procedure is designed to find two different
objects sharing tracks and clusters using spatial matching and discard one of them based on the desired
priority. The detailed selections are described in Appendix D.9.
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Table 5.2: Summary of definitions for electrons, muons, photons, and jets in the search for electroweakinos. d0 is
referred to as the transverse impact parameter and represents the shortest distance between a track and the measured
beamline position in the transverse plane, and σ(d0) is the total uncertainty of track fit. |z0 sin θ | represents the
shortest distance between the muon track and the primary vertex in a longitudinal projection. Objects with the
baseline selections are used for the calculation of Emiss

T in this thesis.

Property Signal Baseline
Large-R jets
Radius parameter R = 1.0
Kinematic pT > 200 GeV, |η | < 2.0,mcomb > 40 GeV
Small-R jets
Radius parameter R = 0.4
Kinematic pT > 30 GeV, |η | < 2.8 pT > 30 GeV, |η | < 4.5
Track R jets
Radius parameter Variable (R = 0.02 − 0.4)
Kinematic pT > 20 GeV, |η | < 2.5
Electrons
Kinematic pT > 6 GeV, |η | < 2.47 pT > 4.5 GeV, |η | < 2.47
Identification Tight [119] Loose [119]
Isolation Tight/HighPtCaloOnly (for pT > /< 200 GeV) [119] not apply
Impact parameter |d0/σ(d0)| < 5, |z0 sin θ | < 0.5 mm |z0 sin θ | < 0.5 mm
Photons
Kinematic pT > 150 GeV, |η | < 2.4 pT > 50 GeV, |η | < 2.4
Identification Tight [119]
Isolation FixedCutTight [119] not apply
Muons
Kinematic pT > 5 GeV, |η | < 2.7 pT > 3 GeV, |η | < 2.7
Identification Medium [120]
Isolation Tight [120] not apply
Impact parameter |d0/σ(d0)| < 3, |z0 sin θ | < 0.5 mm |z0 sin θ | < 0.5 mm

5.7 Missing Transverse Energy

Particles that do not interact with the detector (“invisible”), such as neutrinos, cause a momentum imbalance,
particularly in the transverse direction with respect to the beam axis due to the conservation of the transverse
momentum of the system. Thus, a large imbalance of transverse momentum can be used as the proxy to the
presence and the momentum of the invisible particles. The transverse momentum imbalance is referred to
as “missing transverse momentum” (pmiss

T ), with its magnitude being known as “missing transverse energy”
(Emiss

T ). Since the LSP does not interact with the detector, the target signal has a large Emiss
T .

Missing transverse momentum is reconstructed as the negative vector sum of the transverse momentum
of all the visible particles through a “hard term” and a “soft term.” The hard term is calculated from the
selected muons, electrons, photons, and small-R jets in the baseline criteria, as discussed in Section 5.6.
The soft term is calculated based on the tracks that do not match muons, electrons, photons, and small-R
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jets, and pass a set of quality criteria to ensure being well-reconstructed and being oriented from the
hard-collision primary vertex.

Another type of Emiss
T in this analysis calculated from the transverse momentum imbalance from the sum

of tracks, referred to as track MET (“Emiss
T,track”). Emiss

T,trackis calculated in a similar way of Emiss
T calculation,

except that it does not include the photon contribution.
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6 Boson Tagging

“Boson tagging” technique [121, 122] has been developed to identify two-body hadronic decays of the
SM electroweak boson, such as W → qq, Z → qq/bb, and h → bb where q denotes u, d, s, c. When
highly boosted bosons decay into two quarks, these quarks are collimated and the distance between them is
approximated as dR(q, q) ∼ 2mV/pTV using the boson mass (mV ) and transverse momentum (pTV ), as
shown in Figure 6.1. The fraction that the distance between the daughter quarks of W (Z) in the (η, φ) plane
is less than 1.0 is 90% (84%) with pT(W/Z) = 200 GeV. With pT(W/Z) ≥ 300 GeV, both fraction is
larger than 99%. The difference between W and Z boson mass causes a slight difference in their fraction.

This section introduces the boson tagging technique for W/Z → qq signals and Z/h→ bb signals. First,
boson tagging for W/Z → qq signals is introduced. The optimization of the boson tagging is described in
Section 6.1.2. The efficiency of the optimized boson tagging is measured in the data using tt̄, multi-jets,
and γ + jets control samples, and the difference from the simulation is studied in Sections 6.1.3, and 6.1.4.
Finally, the other boson tagging for Z/h→ bb signals is introduced in Section 6.2.

6.1 Boosted W/Z Tagging

6.1.1 Overview

As shown in Figure 1.2, the W/Z boson jets have 2-prongness, and the quark- or gluon-initiated jets have
1-prongness. Then, an important difference in substructure within jets originating from W/Z bosons and
quarks/gluons is the prongness of jets. To describe the prongness, the energy correlation ratios [10, 123,
124], the splitting scale [125], and the subjettiness [126, 127] which represent the relative positions and
momenta of jet constituents, the clustering history, the substructure templates of the constituents by fit,
respectively, are studied [128]. In this thesis, the energy correlation ratio is used for the boson tagging. The
other variables representing the jet mass and the number of charged particles are also found to be important
because the W/Z boson jets have a peak in the jet mass distribution, and W/Z bosons are color-singlet.

The three variables described below are used to identify jets originating from hadronic decaying bosons.
One is the combined mass of large-R jets introduced in Section 5.3.1.1. As shown in Figure 6.2(a), there is
a peak near the W boson mass in the jet mass distribution originating from W bosons (light gray and light
blue). Other jets are distributed like the tail from the low mass region. Their labeling represents the flavor
of jets requiring spatial matching between truth particles and reconstructed jets (called “jet truth labeling ”
as described in Appendix E). In this chapter, the jets originating from W/Z bosons and labeled as W/Z are
called “signal jets.” The other jets are called “background jets.”

The second is Dβ
2 , which is a key of a jet substructure variable to separate the hadronic decays of W/Z

bosons from massive QCD jets. To describe the prongness of jets, one-, two- and three-point energy
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Figure 6.1: The correlation of distance between daughter quarks from W/Z boson and transverse momentum of
W/Z boson (pT(W/Z)). The distance is approximated as a function of pT, dR(q, q) ∼ 2mV

pT(V )
.

correlation functions (N-point correlation functions denoted as ECF(N , β)) are used. Their definitions
are,

ECF(1, β) =
∑
i∈J

pTi, (6.1)

ECF(2, β) =
∑
i< j∈J

pTipTj
(
∆Ri j

)β
, (6.2)

ECF(3, β) =
∑

i< j<k∈J

pTipTjpTk
(
∆Ri j∆Rik∆Rjk

)β
, (6.3)

where pTi is the transverse momentum of the cluster i, J is the large-R jet, and ∆Ri j is the Euclidean
distance between i and j in the rapidity-azimuth angle plane, R2

i j = (yi − yj)
2 + (φi − φ j)

2. For infrared
and collinear (IRC) safety, all β > 0. Dβ

2 is defined using ECF(N , β),

Dβ
2 =

ECF(3, β) (ECF(1, β))3

(ECF(2, β))2
. (6.4)

In this analysis, β = 1 is employed and D2 represents D(β=1)
2 . As shown in Figure 6.2(b), jets originating

from W/Z bosons have a small D2 value, while quark- or gluon-initiated jets have large D2.

The last one is the multiplicity of tracks inside the jet (ntrk). The tracks that ghost-associate [129] with an
ungroomed jet and have larger pT than 500 MeV are used. The distribution of ntrk is shown in Figure 6.2(c).
As shown in Figure 6.3, W/Z bosons are color-singlet and the particle multiplicity is nearly independent of
pT. In contrast to W/Z bosons, the multiplicity of quark- or gluon-initiated jets increases to the jet pT.
Thus, the upper cut is effective for high pT jets.

However, ntrk value depends on the kinematics of charged particles alone (for example π±), not including
neutral particles (for example π0). Therefore, ntrk is not an IRC safe variable, and the ntrk distribution in
simulation is greatly influenced by hadronization effects such as soft emissions and arbitrary collinear
parton splittings. The data/MC discrepancy in Figure 6.2(c) is caused by mis-modeling of low energy scale
QCD dynamics. The discrepancies of jet substructure variables can cause an efficiency difference between
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Figure 6.2: Distributions of jet substructure variables in the W-enhanced regions (described in Section 6.1.3.1).
Light gray and light blue represent jets labeled as W bosons. (a) The combined mass distribution of large-R jets from
W boson has a peak near about the W boson mass. The discrepancies of D2 (b) and ntrk (c) are seen after a mass
selection (> 50 GeV).

the data and MC. We correct the efficiency difference separately for each flavor of jets. How the correction
is obtained is discussed in Sections 6.1.3, and 6.1.4.

6.1.2 Optimization

It is important to maintain high efficiency for the signal jets and achieve a high rejection against the
background jets by the boson tagging. The selections of W/Z → qq jets are composed of the selections on
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Figure 6.3: ntrk dependency on the jet pT originating from W bosons decayed from electroweakinos (a) and
quarks/gluons in Z(→ νν) + jets MC samples (b).

the three variables as described in the following functions:

• fm,low < m < fm,high,

• D2 < fD2,

• ntrk ≤ fntrk ,

where the cut thresholds for the jet mass, fm, for D2, fD2, are parameterized as a function of jet pT as:

• fm(pT) =

√(
a0
m

pT
+ a1

m

)2
+ (a2

mpT + a3
m)

2,

• fD2(pT) = b0
D2 + b1

D2pT + b2
D2p2

T + b3
D2p3

T.

The ntrk selections are kept constant to the jet pT. A “working point” is defined as a combination of these
functions with the parameters, aim, bj

D2, and fntrk . To optimize the boson tagging working point for this
analysis, these parameters are determined in the following procedures:

• prepare some working points each of which should satisfy

– efficiency for W/Z → qq is 45, 50, 55, 60, 65, 70, 75%, respectively and is flat with respect to
jet pT.

– the largest S/
√

B of candidate solutions that satisfy the above efficiency requirements, where
S is the number of jets originating from W/Z bosons of the benchmark SUSY signals, and
B is the number of jets in Z(→ νν) + jets events (the dominant backgrounds in this analysis,
discussed in Section 7.5) applying the preselection (defined in Table 7.1), the boson tagging
requirements, and a scalar sum of Emiss

T , pT of leading and sub-leading large-R jets is larger
than 1000 GeV, which are similar selections with the main analysis signal regions to search for
electroweakinos.

• select one of the working points that minimize p-value, defined as:

B
(

1
bσ2 ; s + b, 1 + σ−2

)
=

∫ 1
bσ2

0 us+b−1(1 − u)σ
−2

B(s + b, 1 + σ−2)
,
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where s, b, and σ represent the expected signal yields of χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1 → qqqq χ̃0

1 χ̃
0
1

with m(W̃) = 900 GeV, m(B̃) = 100 GeV, the expected background yields, and 30% background
uncertainty, respectively, B(x; a, b) is the normalized incomplete beta function, and B(a, b) is
the beta function. In this step, kinematic selections to search for electroweakinos are optimized
simultaneously. This is because that some backgrounds which pass the boson tagging selections
can be rejected by requiring hard kinematic selections using Emiss

T and the jet pT. Thus, it is more
important to include kinematic selections of this search in optimization than to optimize only the
background rejection and signal efficiency of the boson tagging. Thus, the background rejection

The most optimized working point for this analysis has a 50% signal boson tagging efficiency, and the
final kinematic selection is described in Section 7.5. The W and Z tagging are optimized to use different
parameters due to the difference in the boson masses. The obtained parameters are summarized in Table 6.1
and the selection functions are illustrated in Figure 6.4.

The performance of the optimized boson tagging working point is shown in Figure 6.5. A signal efficiency
is defined as a fraction of large-R jets matching with W/Z bosons that pass the boson tagging to all the
matched jets. It can be seen that the signal efficiency is about 50%. The background rejection is defined
as the inverse of the efficiency measured by large-R jets in Z(→ νν) + jets MC samples. In the high pT
region, ntrk selections are effective, resulting in a more significant background rejection.

6.1.3 Efficiency for Signal Jets

The signal efficiency is measured using hadronic decaying W bosons in semi-leptonic tt̄ events. This
measurement is independent of the SUSY analysis because the measurement region and the analysis region
of the search for electroweakinos are not overlapped. The data sample in 2015-2017, not including 2018, is
used. The difference between the data periods is small enough with respect to the statistical uncertainty of
the data in this analysis1.

For the signal efficiency measurement in the data, the large-R jet mass distribution is used as a template, and
the template in the data is fitted with the MC template to minimize the χ2. In this fit, shape variations are
not included. The observed difference between the data and MC samples is used for correcting the boson
tagging efficiency. However, this method is limited to the jet pT range. To extend to a higher pT range, the
other MC-based study to measure the efficiency in the high pT region is conducted using W(→ qq)+jets
samples. It is difficult to define a Z boson enriched region because no phase space includes the Z → qq
process with high purity. Since it can be well expected that there will be no significant difference in jet
substructure variables between W and Z bosons except for jet mass, the study to extrapolate from the W
tagging efficiency correction to the Z tagging is conducted using MC samples.

6.1.3.1 Event Selection for the Measurement Region

“W boson enriched region” is defined by requiring a single-muon trigger [130], an event cleaning (details
are described in Appendix H.1), one muon, electron veto, and kinematic selections. These selections
are illustarted in Figure 6.6. In this topology, Emiss

T is due to neutrino from leptonic decaying top quark.
Additionally, at least one large-R jet from hadronic decaying W boson, one b-tagged track jet from hadronic

1 The difference in the efficiency for signal jets between 2015-2016 and 2017 is typically less than 5% in both the data and MC
samples. The ratio as data/MC is consistent within the statistical error.
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Table 6.1: Summary of coefficients of the smooth W and Z tagging threshold functions, as well as the upper cut
limit of ntrk ( fntrk ).

a0
m,low a1

m,low a2
m,low a3

m,low

Wqq-tagging -11.7489 63.4351 -23.9185 69.2862
Zqq-tagging -14.4222 72.5877 -27.5481 78.7757

a0
m,high a1

m,high a2
m,high a3

m,high

Wqq-tagging 15.9377 -29.087 4.92512 89.4082
Zqq-tagging 6.22596 8.27925 7.5106 97.6893

b0
D2 b1

D2 b2
D2 b3

D2

Wqq-tagging 0.824747 1.55628 -0.770576 0.177142
Zqq-tagging 0.730715 1.75931 -1.01457 0.246442

fntrk

Wqq-tagging 32
Zqq-tagging 34

500 1000 1500 2000 2500
 [GeV]

T
 p

40

60

80

100

120 [G
eV

]
m

, l
ow

/h
ig

h
 f

W-tagging Z-tagging

(a) fm,low/high

500 1000 1500 2000 2500
 [GeV]

T
 p

1

1.5

2

2.5

3

D
2

 f W-tagging Z-tagging

(b) fD2

Figure 6.4: The illustration of the mass and D2 cut values for the W/Z-tagging as a function of pT.

decaying top quark, and one small-R jet from leptonic decaying top quark are required. The requirement
of the distance between large-R jet and b-tagged track jet (∆R(J, b-tagged track jet) > 1.0) is used to
reject large-R jets containing b quark. Mass, D2 and ntrk distributions of selected jets in the W boson
enriched region are shown in Figure 6.2. tt̄ events account for 75% in the W boson enriched region, and
the jets labeled as W → qq account for 28% of tt̄ events in the MC. With simple jet mass requirements
∈ [50 GeV, 110 GeV], the jets labeled as W → qq in tt̄ and single-top events account for 50%.
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Figure 6.6: Selections to define the W boson enriched region in semi-leptonic tt̄ topology. ν is measured as Emiss
T .

W bosons are reconstructed by combining µ and ν. The small-R jet near the reconstructed W boson is not required
b-tagging because W bosons are used in tW events. To identify large-R jets originating from W bosons, a b-tagged
track jet is required to be outside large-R jets.

6.1.3.2 Efficiency measurement

The signal efficiency in MC samples is calculated as :

εMC(pT) =
N tagged
signal

N tagged
signal + Nnot tagged

signal

,

(6.5)

where N tagged
signal and Nnot tagged

signal are the numbers of events containing “signal jets”, which pass (“tagged”) or
fail (“not tagged”) the tagger requirements, respectively. The signal efficiency is calculated in each pT
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bin of large-R jets, [200, 250, 300, 350, 600] GeV . The efficiency in the region where pT is greater than
600 GeV no longer derived using the method due to the insufficient data statistics.

The signal efficiency for the data sample is measured as :

εdata(pT) =
N tagged
fitted signal

N tagged
fitted signal + Nnot tagged

fitted signal

,

(6.6)

where N tagged
fitted signal and Nnot tagged

fitted signal are the estimated numbers of signal jets which pass (tagged) or fail (not
tagged) the tagging, respectively. The estimation method is described below.

The large-R jet mass distributions (templates) are made separately for

• tt̄ signal : jets of tt̄ and single-top samples labeled as W ,

• background : jets of tt̄ and single-top samples not labeled as W or other background samples.

These templates are fitted simultaneously to minimize χ2 in each pT bin and the normalization factors for
tagged and not tagged signals, and backgrounds. Consequently, N tagged

fitted signal and Nnot tagged
fitted signal are obtained.

Figure 6.7 shows examples of the jet mass distribution before/after fitting. Other distributions are shown in
Appendix F.

6.1.3.3 Results of Efficiency Measurement and Systematic uncertainties

The results of the signal efficiency measurement are shown in Figure 6.8. The signal efficiency of the MC
sample is almost constant. However, it turns out that the data/MC is weakly dependent on jet pT.

As shown in Figure 6.8, the difference in the efficiency between the data and MC sample is large. To
correct the difference, a signal efficiency scale factor (SF) is defined as;

SF(pT) =
εdata(pT)
εMC(pT)

. (6.7)

In this thesis, the jets failing the boson tagging are used for a background estimation discussed in Chapter 8.
To conserve the sum of the efficiency and inefficiency to 1, an inefficiency SF is defined as;

SFineff(pT) =
1 − εMC(pT) × SF(pT)

1 − εMC(pT)
. (6.8)

The systematic uncertainties in the efficiency measurement are evaluated for the following systematic
sources;

• tt̄ modeling: Uncertainties calculated as the difference between nominal (Powheg+Pythia 8 [95,
131–134]) and alternative samples. The uncertainty from the choice of parton shower algorithm is
estimated by the difference between nominal and Powheg +Herwig [135, 136] samples. To estimate
the matching of next-to-leading-order (NLO) matrix-elements and parton shower, nominal, and
MadGraph5_aMC@NLO [137] generated samples with shower modeling of Pythia 8 used. For
QCD radiation uncertainty estimation, a different parameter to control the pT of the first additional
emission beyond the leading-order Feynman diagram in the parton shower and regulate the high-pT
emission against which the tt̄ system recoils [134].

84



0 100 200 300 400

E
ve

nt
s 

/ 5
 G

eV

500

1000

1500

2000

2500
Data 2015-2017

 signaltt

background

-1 = 13 TeV, 80.5 fbs

 = 50%)sig∈W tagger (

+jets selectionµ
=1.0 jetsR tkTrimmed anti-

 <  300  GeV
T

p250  GeV < 
| < 2.0η|

Tag pass

 [GeV]combm
0 100 200 300 400D

at
a/

M
C

0.5
1

1.5

(a) mcomb in W-tag pass region before fitting

0 100 200 300 400

E
ve

nt
s 

/ 5
 G

eV

1000

2000

3000

4000

5000
Data 2015-2017

 signaltt

background

-1 = 13 TeV, 80.5 fbs

 = 50%)sig∈W tagger (

+jets selectionµ
=1.0 jetsR tkTrimmed anti-

 <  300  GeV
T

p250  GeV < 
| < 2.0η|

Tag fail

 [GeV]combm
0 100 200 300 400D

at
a/

M
C

0.5
1

1.5

(b) mcomb in W-tag fail region before fitting

0 100 200 300 400

E
ve

nt
s 

/ 5
 G

eV

500

1000

1500

2000 Data 2015-2017

 signaltt

background

-1 = 13 TeV, 80.5 fbs

 = 50%)sig∈W tagger (

+jets selectionµ
=1.0 jetsR tkTrimmed anti-

 <  300  GeV
T

p250  GeV < 
| < 2.0η|

Tag pass

 [GeV]combm
0 100 200 300 400D

at
a/

M
C

0.5
1

1.5

(c) mcomb in W-tag pass region after fitting

0 100 200 300 400

E
ve

nt
s 

/ 5
 G

eV

1000

2000

3000

4000

5000
Data 2015-2017

 signaltt

background

-1 = 13 TeV, 80.5 fbs

 = 50%)sig∈W tagger (

+jets selectionµ
=1.0 jetsR tkTrimmed anti-

 <  300  GeV
T

p250  GeV < 
| < 2.0η|

Tag fail

 [GeV]combm
0 100 200 300 400D

at
a/

M
C

0.5
1

1.5

(d) mcomb in W-tag fail region after fitting

Figure 6.7: (a)(b) Pre-fit or (c)(d) post-fit distribution of mcomb in the (250 GeV < pT < 300 GeV ) bin. The regions
passing ((a)(c)) or failing ((b)(d)) are shown.

• Theory: Uncertainties on tt̄, single-top and W+jets cross-sections.

• Large-R jet: Uncertainties on the large-R jet energy scale (JES) and resolution (JER).

• b-tagging: Uncertainties of the b-tagging efficiency measurement.

• Other experimental sources: A relative luminosity measurement uncertainty, detector response to
muons, Emiss

T , and small-R jets are considered.

Each systematic uncertainty is evaluated as a difference in the SF using each template of nominal and
alternative MC samples. Large-R jet uncertainties correlate with uncertainties of final results in the
statistical analysis to search for electroweakinos. The η dependencies for large-R jets are corrected by the
calibration described in Section 5.3.1.2, and the uncertainties are included in the large-R jet uncertainties.
b-tagging uncertainties and other experimental uncertainties do not correlate since their effect is small, and
these uncertainties are assigned conservatively. The dependency between 10 and 40 in the average number
of interactions per bunch crossing is smaller than 4% in the MC and data efficiency measurements. The
ratios of the data to MC are consistent within the statistical uncertainty. Since the pile-up dependencies
are small enough to be ignored to the statistical uncertainty of the analysis, no additional uncertainty is
assigned.
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Figure 6.8: Measured efficiency of Wqq-tagging. εMC(pT) (red) and εdata(pT) (black) in each pT bin. The values are
almost constant within statistical errors.

The systematic uncertainties are summarized in Table 6.2. The statistical uncertainty due to the limited data
sample size is substantially small compared with the total uncertainty. The total systematic uncertainty is
dominated by tt̄ modeling uncertainties that arise from parton shower modeling. As shown in Figure 6.9(a),
there is a small difference in the mass distribution of jets labeled as W bosons in tt̄ samples, between
different MC for jets with 250 GeV ≤ pT ≤ 300 GeV (other distributions in different pT range are shown in
Appendix G). However, D2 and ntrk have a large difference among different MCs, as shown in Figure 6.9(b),
and Figure 6.9(c). These differences between MC samples lead to large tt̄ modeling uncertainty, parton
shower variation sample has a large contribution. In contrast, it has good agreement with the data
distributions as shown in Figure 6.10. For the QCD radiation sample, the data/MC value is small. Since
the efficiency is measured, the agreement of the distribution is important, not the normalization. Thus, the
modeling uncertainty derived from the QCD radiation is small. Since jet substructure variables are not
modeled well, the differences in the efficiency SF are symmetrized and assigned as uncertainties.

In order to estimate the uncertainty on the SF derived from the choice of the pT binning in the measurement,
the uncertainty is evaluated as the difference between the original and alternative binning, [200, 275, 350,
425, 600] GeV . A linear function is used to fit the SF to reduce the effect of the difference at the binning
boundary. As shown in Figure 6.11, the difference in SF (∆SF) between the two binnings is less than 1%
and small enough to be compared to the statistical uncertainty (∼ 10%). The smoothed signal efficiency SF
estimated from the original pT binning is applied to large-R jets, and the absolute value of ∆SF is assigned
as the systematic uncertainty.
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Table 6.2: Summary of systematic uncertainties of signal efficiency SF. Each uncertainty group shows the uncertainty
by adding in quadrature.

Systematics Group W tagger pT bins [ GeV ]
[200,250] [250,300] [300,350] [350,600]

tt̄ modelling 0.16 0.13 0.10 0.04
Theory < 0.01 < 0.01 < 0.01 < 0.01
Large-R jet < 0.01 < 0.01 < 0.01 < 0.01
b-tagging < 0.01 < 0.01 < 0.01 < 0.01
Other Experiment < 0.01 < 0.01 < 0.01 < 0.01
Statistical 0.01 0.02 0.03 0.04
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Figure 6.9: Distributions of mcomb (a), D2 (b) and ntrk (c) in tt̄ MC samples (250 GeV < pT < 300 GeV). Nominal
MC represents black line. Alternative MCs for the variation of matrix elements (red), parton shower (blue), and
QCD radiation (green) are shown.
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Figure 6.10: Distributions of mcomb (a), D2 (b), and ntrk (c) in data and MC samples. The black line represents data
samples. Except for the black line, each color represents MC expected distributions with different tt̄ MC samples
(other samples are common). Each line represents nominal MC sample (violet), alternative MCs for the variation of
matrix elements (red), parton shower (blue), and QCD radiation (green) are shown.
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6.1.3.4 High pT Extrapolation

As discussed in Section 6.1.3.2, a pT range where the signal efficiency SF can be used is up to 600 GeV due
to requiring the separation between b-quark and W boson, such as dR(b-jet, J) > 1.0. However, large-R
jets with higher pT than 600 GeV are used in the main analysis, for example, such high pT jet account for
30% in the (W̃, B̃)-SIM with m( χ̃heavy) = 900 GeV, m( χ̃light) = 100 GeV.

If there are sufficient statistics in the data at high pT, the SF can be defined as:

SF(pT) = R(pT) × SF(prefT ), (6.9)

R(pT) =
εData(pT)/εData(prefT )

εMC(pT)/εMC(prefT )
, (6.10)

where prefT is the highest pT (= 600 GeV) of the measurement in the semi-leptonic tt̄ topology. However, the
high purity region of W bosons in high pT region cannot be defined. Therefore, an approximation where
the SF value in pT > 600 GeV is the same as the one at pT = 600 GeV, i.e. R(pT) = 1, is introduced, and
then, an additional uncertainty on this assumption for the W → qq tagging is assigned. This uncertainty
is evaluated as the deviation of R(pT) from unity using different hadronic shower schemes and ATLAS
detector geometry in the Geant 4 simulation. This study measures the double ratio of R(pT) with nominal
MC and alternative MC samples. In order to evaluate the systematic uncertainty, W + jets MC samples
containing W → qq are used, and the calculation is performed in each jet pT bin, [600, 700, 1000, 3000]
GeV . The double ratio is evaluated as a log(pT)b where a and b are free parameters. The function
parameters of systematic uncertainties are summarized in Table 6.3. The impact of each systematic variation
is not large. The total uncertainty of high pT extrapolation is assigned as a quadruple sum of all systematic
variations and approximately 5%. The uncertainty has a small effect on the main analysis because the
statistical error is sufficiently larger than high pT extrapolation uncertainty, described in Section 9.5.

Table 6.3: The fitted paramters of systemtic uncertainty for high pT extrapolation uncertainty. Systematic variations
are assigned as the difference between nominal MC and alternative MC.

Systematic variations parameters of a log(pT)b
a b

Hadronic
shower
scheme

Hadron-nucleus diffraction model 8.56 × 10−10 8.39
Quark gluon string model 1.08 × 10+1 −3.31
Re-scattering model of the final state 7.76 × 10−6 3.95
Inelastic hadron-nucleus cross-sections 4.22 × 10−3 0.67
Transportation of neutrons more accurately 5.96 × 10−2 −0.82

Distorted
ATLAS
geometry

Additional material between LAr and Tile 2.17 × 10+6 −9.62
Pre-LAr distorted geometry 5.99 × 10+5 −9.31
Additional material in the ID specific regions 9.01 × 10+7 −11.96
5% more material in the ID 2.09 × 10−2 −0.09
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6.1.3.5 W -to-Z Extrapolation

The correction for the Z tagging can not be estimated because it is difficult to define a Z boson enriched
region. Then, it is assumed that there is no significant difference in the efficiency SF between the W and Z
tagging. Thus, the signal efficiency SF of the Z tagging is assumed to be equal to the W tagging. However,
the uncertainty derived from the assumption is needed. It is called “W-to-Z extrapolation uncertainty.”

W-to-Z extrapolation uncertainty is estimated in a similar way to evaluate high pT extrapolation uncertainty.
The systematic uncertainty is defined as the double ratio with the generator and process differences between
W(→ qq)+jets and Z(→ qq)+jets. The double ratio definition is :

Rmodel(pT) =
ε
Herwig++
Z+jets (pT)/εSherpa

Z+jets (pT)

ε
Herwig++
W+jets (pT)/εSherpa

W+jets (pT)
, (6.11)

∆Rmodel(pT) = Rmodel(pT) − 1. (6.12)

∆Rmodel(pT) has a small dependency on pT because the cut values for each boson tagging are optimized
to reduce the dependency of performance on pT. The ∆Rmodel(pT) is ∼ 4.4%, and it is assigned as the
uncertainty without the dependency on pT.

6.1.4 Efficiency for Background Jets

6.1.4.1 Event Selection for the Measurement Regions

Like the signal efficiency measurement, the background jet efficiency is measured in γ + jets and multi-jets
samples. The γ + jets sample is used in the low pT region (pT ≤ 500 GeV) and multi-jets sample is used
in the high pT region (500 GeV ≤ pT ≤ 3000 GeV). To define “γ + jets enhanced region,” the events
collected by a single-photon trigger [138] are used, and at least one photon and one large-R jet are required.
For “multi-jets enhanced region,” the events collected by a single-jet trigger are used, and at least two
large-R jets and a lepton veto are required. One of the large-R jets is required to have pT > 500 GeV.

The distributions of jet substructure variables in each region are shown in Figures 6.12, and Figure 6.13 in
the γ + jets and multi-jets enhanced regions, respectively. In the multi-jet enhanced region, multi-jet events
account for more than 99%. In the γ + jets enhanced region, γ + jets events also account for more than
98%. mcomb and D2 distributions of Pythia 8 [95] and Sherpa [139] samples are good agreements with
data in the multi-jet and γ + jets enhanced regions. However, ntrk distributions of Pythia 8 are different
from Sherpa samples and data. ntrk distributions of Sherpa samples have similar mis-modeling in both
the multi-jet and γ + jets enhanced regions. A similar trend can be seen in the W → qq signal efficiency
measurement as shown in Figure 6.2(c), and ntrk is mis-modeled because it is not an IRC safe variable.
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Figure 6.12: Distributions of mcomb (a), D2 (b) and ntrk (c) in γ + jets enhanced region. Sherpa samples are nominal
MC and the difference between Pythia 8 and Sherpa samples is assigned as a systematic uncertainty from generator
difference.

6.1.4.2 Efficiency Measurement and Systematic Uncertainties

The efficiency of the data and MC is measured as,

εdata(pT, log(m/pT)) =
N tagged
data − N tagged

MC background

N total
data − N total

MC background
, (6.13)

εMC(pT, log(m/pT)) =
N tagged
MCγ+jets/multi-jets

N tagged
MCγ+jets/multi-jets + Nnot tagged

MCγ+jets/multi-jets

, (6.14)
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Figure 6.13: Distributions of mcomb (a), D2 (b) and ntrk (c) in multi-jet enhanced region. Pythia 8 samples are
nominal MC and the difference between Pythia 8 and Sherpa samples is assigned as a systematic uncertainty from
generator difference.

where N tagged,not tagged
MC represents the number of events estimated with jets which pass or fail the boson

tagging of γ + jets or multi-jets MC samples, N total,tagged
data represents the number of events of the data

in total or with jets which pass boson tagging requiremnets, and N total,tagged
MC background represents the number

of the other background events, such as W/Z + jets, tt̄,W/Z + γ, tt̄ + γ, as estimated with MC samples.
Unlike the signal efficiency measurement, fits need not be performed thanks to the high purity of quark- or
gluon-initiated jets.

Pythia 8 samples are treated as nominal MC in the multi-jet enhanced region and alternative MC in
γ + jets enhanced region. In contrast, Sherpa samples are treated as the opposite of Pythia 8 samples.
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Figure 6.14: Measured background rejections for the W-tagging on the top panel, and the inverse of the log(m/pT)-
inclusive SFs on the bottom panel. The results from (a) the multi-jet measurement and (b) the γ + jets are shown
respectively.

The background rejection (defined as the inverse of the efficiency) is shown in Figure 6.14. The low
background rejection at the low pT region is caused by loose cut values of jet mass and ntrk. Similarly,
in the high pT region (pT > 1300 GeV), loose cut values of the mass window and D2 lead to the low
background rejection.

In order to correct the difference in the measured efficiency between the data andMC, the SF for background
jets is defined as the ratio of the data to MC. The difference between the signal and background efficiency
SF is that background SF is evaluated as a function of a jet pT and mass because the statistics of data
samples are sufficient.

To check the difference of quark- and gluon-initiated jets, the background rejections in the multi-jet and
γ + jets enhanced regions are compared. In the γ + jets enhanced regions, quark-initiated jets account
for much. The difference in the rejection factor (500 GeV ≤ pT ≤ 600 GeV) between the multi-jets and
γ + jets enhanced regions is about 10% and smaller than the statistical uncertainty. The difference between
the two measurements is larger in the higher pT region, while the statistical uncertainty is also larger, so
they agree within the statistical uncertainty. Furthermore, the difference in terms of the SF is canceled by
the data and MC samples and reduced to 2%. Therefore, the two measurements are consistent, and thus,
the difference in the SF derived from the two measurements is ignored.

Total systematic uncertainty is discussed in Section 9.2. In the background efficiency measurements,
systematic uncertainties derived from the jet energy scale and resolution of large-R jets and these generator
differences are considered. The generator difference between Pythia 8 and Sherpa is assigned as a
modeling uncertainty, and it is a dominant source of uncertainty.
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6.1.4.3 Background efficiency SF for Z boson tagging

Unlike the signal efficiency SF, the background SF depends on the jet mass. Thus, the Z tagging SF is
defined by shifting the W tagging,

SFZ (pT, log(m/pT)) = SFW (pT, log((m − 10.803)/pT)). (6.15)

The difference in the SF values between the measurement using the Z boson tagging and evaluation with
shifted mass method from the W boson tagging is typically 1%, at maximum 4%. It is small enough
compared with total uncertainty (10-12%).

6.1.5 Physics Process Dependency

In order to compare the efficiency between the efficiency measurement regions and the main analysis
regions to search for electroweakinos (described in Section 7.5), the signal and background efficiency using
MC samples of the SUSY signals and Z(→ νν) + jets backgrounds are evaluated and compared with tt̄,
γ + jets, and multi-jets, respectively. The comparisons are shown in Figure 6.15.

Figure 6.15(a) shows that the difference in the efficiency of the signal jets is about 10%. The difference can
be explained as due to the polarization of W bosons, i.e., the fraction of W bosons originating from top
quarks with longitudinal polarization is ∼ 69% [140], and W bosons from SUSY particles have ∼ 100%
longitudinal polarization. Since MC modeling of top quarks agrees with the data, the difference in the
data/MC between the parents of W bosons is assumed to be negligible. Thus, the measured signal efficiency
in the W boson enhanced region is used without additional uncertainties in the analysis. However, since
the inefficiency SF depends on the efficiency and efficiency SF, the inefficiency SF may be incorrectly
estimated due to the difference. Therefore, additional uncertainty (10%) on the inefficiency SF derived
from the difference in the efficiency is applied.

For the backgrounds, the difference in the background rejection derived from the jet origin can be seen in
Figure 6.15(b). As discussed in Section 6.1.4, while there is the difference in the background rejection
factor, the difference in the data/MC is canceled, i.e., the difference of the SF is small. Thus, no additional
uncertainty for the background efficiency SF is applied. However, additional uncertainty on the background
inefficiency SF derived from the difference in the measured efficiency is assigned.

6.2 V → bb Tagging Techinique

For Z/h→ bb tagging, two b-tagged track jets inside a large-R jet (∆R(J, b-jet) < 1.0) and the large-R jet
mass to be consistent with the mass of Z/h are required correspondingly [122]. The mass resolution of
2b-tagged large-R jets (Jbb) is relatively poor compared to the two light flavor jets (V → qq) due to muons
generating from semi-leptonic decaying b/c hadrons. Muons pass through the calorimeters giving only a
few GeV and taking away the rest of the energy from the reconstructed V → bb candidates. To correct
jet mass and improve the resolution, the four-momentum of a spatially matched muon (∆R(J, µ) < 0.8)
is added, and the jet mass is calculated by including the matched muons, denoted as m(Jbb). If multiple
muons pass the spatial requirement, only the highest pT muon is used for the correction. The corrected
mass distribution has a narrow peak near the Higgs boson mass, as shown in Figure 6.16(a). 2.5% improves
the σ value of the Gaussian distribution from 13.9 to 13.6, and the mean value is changed from 117 GeV
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Figure 6.15: (a) The boson tagging signal efficiency of tt̄ control samples in the measured region and SUSY signals
in the analysis regions. (b) The boson tagging background rejection of γ + jets and multi-jets control samples in
the measured region and Z(→ νν) + jets backgrounds in the analysis regions. The signal efficiency is measured
using large-R jets labeled as W bosons, and the polarization causes the difference derived from the origins of
W bosons. In the background efficiency, the number of sub-jet (spatially matched small-R jets to large-R jets
with dR(small-R jet, large-R jet) < 1.0) is sensitive to jet substructure variables because it correlates D2 value.
Background jets are categorized with the hardest associated truth particle of spatially matched small-R jets.

to 118 GeV. As shown in Figure 6.16(b), the m(Jbb) distribution originating from Z → bb has a peak near
Z boson mass. A broad peak is seen in tt̄ MC samples because one of t → qqb decay products is outside
the large-R jet. To summarize, the requirements for the large-R jet mass are:

• mJ ∈ [70, 100] GeV for Z → bb tagging,

• mJ ∈ [100, 135] GeV for h→ bb tagging.

The performance of Z/h → bb tagging is shown in Figure 6.17. At the low pT bin, the efficiency is
slightly low because the b quarks are not contained in one large-R jet, for example, 2mh

pTh
∼ 1.25 where

pTh = 200 GeV 2. In the high jet pT region, the low efficiency is caused by overlapping the two track jets
originating from b-quarks. The rejection factor for the large-R jets with c-quark initiated sub-jets included
is smaller than those with the included light flavor initiated sub-jets. It is because that the inability of
falsely tagged as b-jet (mis-b-tag) is large for c-quark initiated sub-jets. The background estimation, as
described later in Chapter 8, is designed to be not sensitive to the Z/h→ bb tagging efficiency. Hence its
efficiency in the simulation is not corrected in this main analysis.

The outline of the impact on systematic uncertainties is introduced below, while more detail is discussed in
Section 9.1. The dominant systematic sources are the jet mass scale (JMS), jet mass resolution (JMR), and
b-tagging uncertainties. As shown in Figure 6.18, the largest difference in the acceptance between nominal
and systematic MC samples is about 10% and derived from the smearing scheme for the truth jet mass.
The differences in the acceptance with systematic variations are assigned as systematic uncertainties for the
Z/h→ bb tagging.

2 dR(b, b) of Higgs is about 40% larger than one of Z because Higgs mass is about 40% larger than the Z mass.
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7 Event Selection

In this section, event selections of the search for electroweakinos are discussed. First, the analysis strategy
is introduced in Section 7.1. Then, trigger and discriminating variables are introduced in Sections 7.2
and 7.3, respectively. Finally, the preselection and final selection for signal (called “signal region”) is
discussed in Sections 7.4 and 7.5, respectively.

7.1 Selection Strategy

As discussed in Section 2.3.5, the target models of electroweakinos have a large mass difference ∆m =
m( χ̃heavy) −m( χ̃light). Then, two large-R jets tagged as the SM electroweak bosons using the boson tagging
techniques and large Emiss

T generated from the χ̃light are required. Since there is no lepton in the final states,
the number of leptons is required to be 0 (“0L”), explicitly.

Two categories are used in this analysis: one is “4Q” category, and the other is “2B2Q” category. In the 4Q
category, the target is the events where both bosons decay into light quarks (q). Thus, both large-R jets
are required to pass W/Z → qq tagging requirements. In the 2B2Q category, one of the large-R jets is
required to satisfy W/Z → qq tagging requirements, and the other is required to satisfy the Z/h → bb
tagging. In each category, subdivided regions depending on target bosons are defined:

• 4Q category : WW, WZ, ZZ for χ̃heavy χ̃heavy → (W/Z)(W/Z) χ̃light χ̃light → qqqq χ̃light χ̃light,

• 2B2Q category : WZ, Wh, ZZ, Zh for χ̃heavy χ̃heavy → (W/Z)(Z/h) χ̃light χ̃light → qqbb χ̃light χ̃light.

7.2 Trigger Selection and Event Cleaning

Events collected by Emiss
T trigger are used for this analysis. The thresholds of Emiss

T triggers and the
algorithm of Emiss

T reconstruction at the trigger level were optimized to the operation parameter of the LHC,
i.e., they depend on the data period since the pile-up conditions were different. More detail is presented in
Ref.[141].

The efficiencies of the Emiss
T trigger in each year are shown in Figure 7.1. The events were selected by

Z → µµ candidates because muons do not contribute to the calculation of Emiss
T at the trigger level, which

is based only on the calorimeter information. Thus, the transverse momentum of the di-muon system,
pT(µµ), can be a good proxy for Emiss

T . As described in Section 7.4, we apply Emiss
T > 200 GeV cut at

the offline level. The trigger efficiency at Emiss
T > 200 GeV is kept high (> 95%) in all years, and the

differences are small.

At the offline level, we apply four event cleaning cuts; noise cut in the LAr calorimeters, dead tile module
veto to reject fake Emiss

T events, non-collision background veto to reject fake jets caused by beam-induced
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T trigger efficiency combined L1 and HLT for the years 2015 to 2018 is shown as a
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Emiss
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particles knocking the detector materials, track jets cleaning to avoid overestimating the number of b-quarks
by overlapped track jets. More details are described in Appendix H.

7.3 Discriminating Variables

In this section, the definition of the discriminating variables which are used to optimize and define the
main analysis selections to search for electroweakinos is summarized. These variables can be categorized
into three groups according to purpose:

1. The number of reconstructed objects to define the regions

2. The jet substructure variables to use the boson tagging

3. The kinematic variables to enhance the purity of signal samples.

For these variables, two types of jets are used: the small-R jet denoted as j, and the large-R jet denoted as
J.

1. Number of Objects

• nlepton, n
sig
lepton: Numbers of leptons identified as electrons or muons with pT > 30 GeV. Hadronic

decaying τ is not included. nlepton is the number of leptons with the baseline selections, as described
in Table 5.2. The definition of the variable with the superscript “sig” is the number of leptons with
the signal selections, as described in Table 5.2.

• nphoton: Number of photons identified as photons with pT > 200 GeV with the signal selections, as
described in Table 5.2.
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• nLarge−R jets: Number of large-R jets with the selection, as described in Table 5.2.

• Jbb (Jqq): Jbb is a large-R jet targeted as Z/h→ bb; it is required to have two b-tagged track jets
satisfying spatially matching to b-tagged track jets, i.e. ∆R(J, b-tagged track jets) < 1.0. Jqq is a
large-R jet targeted as W/Z → qq. By considering the possibility that track jets from light-flavor
quarks can be mis-tagged as b-tagged track jets, we require the number of b-tagged track jets
matching to Jqq is less than or equal to 1. n(Jbb) and n(Jqq) represents the numbers of Jbb and Jqq ,
respectively.

• ntrk
b−jet (outside J): A total number of b-tagged track jets which are not spatially matched with any of the

two leading large-R jets in the event. This variable is used as b-veto to reject background events,
such as top backgrounds.

• ntrk
b−jet (inside J): A total number of b-tagged track jets spatially matched with the two leading large-R

jets in the event. This variable is useful to reject tt̄ backgrounds.

2. Jet Substructure Variables

• m(J), D2(J), ntrk(J): The jet mass, substructure variables representing the 2-prongness and number
of ghost-associated tracks of large-R jets, as defined in Sections 5.3.1 and 6.1.1. They are mainly
used for the boson tagging. The subscript of J, such as J1, J2, represents the descending order of the
large-R jet pT.

• m(Jbb): The jet mass of Jbb is corrected by the muon-in-jet, as discussed in Section 6.2.

3. Kinematic Variables

• Emiss
T , Emiss

T,track: Emiss
T,trackis Emiss

T calculated by using tracks. Emiss
T distributions of background and

χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1 signal with m(W̃) = 900 GeV,m(B̃) = 100 GeV are shown in Figure 7.2(a). For

the background, the distribution gradually decreases because Emiss
T is generated from neutrinos

originating from leptonic decaying bosons, such as W → lν or Z → νν. On the contrary, in
the signal process, Emiss

T is generated from χ̃light. Thus, Emiss
T depends on the χ̃light mass and the

transverse momenta of the χ̃light, i.e., ∆m = m( χ̃heavy) − m( χ̃light). Since the targets are large ∆m
cases, large Emiss

T is required. As shown in Figure 7.2(b), Emiss
T is sensitive to ∆m and the χ̃light mass

(= m( χ̃0
1 ) in the (W̃, B̃)-SIM).

• ∆φ(Emiss
T,track, E

miss
T ): Azimuthal angle between the direction of Emiss

T and Emiss
T,track. This variable is used

to reject the events with jet-like signatures by beam-induced particles. More details are presented in
Appendix H.

• min∆φ( j, Emiss
T ): Minimum azimuthal angle between the Emiss

T vector and small-R jets with pT
≥ 30 GeV. Signal events have large min∆φ( j, Emiss

T ) because the directions of χ̃light and bosons
are emitted in opposite directions in the center-of-mass frame of χ̃heavy. For the background with
top quarks, Emiss

T is generated from top semi-leptonic decay, such as t → bW → blν. Small-R jets
originating from b quarks are close by neutrino, and there is a tendency that min∆φ( j, Emiss

T ) is small.
The distributions of background and χ̃±1 χ̃

0
2 → W Z χ̃0

1 χ̃
0
1 signal with m(W̃) = 900 GeV,m(B̃) =

100 GeV are shown in Figure 7.3(a). The distributions of the signals do not depend on ∆m and decay
processes, as shown in Figure 7.3(b).
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Figure 7.2: Emiss
T distributions after applying preselection (see Section 7.4). For backgrounds (a), the distribution

gradually decreases. The peak corresponding to the mass difference and the χ̃0
1 mass is seen for (W̃, B̃) samples (b).

• meff(J): Effective mass, which is defined as the scalar sums for Emiss
T and pT of two leading large-R

jets:
meff(J) = pT(J1) + pT(J2) + Emiss

T . (7.1)

The meff(J) distribution of signal and backgrounds are shown in Figure 7.4(a). In the background
process, large-R jets are generated from the initial state radiation or final state radiation. Therefore,
pT distribution gradually decreases. However, after min∆φ( j, Emiss

T ) > 1.0, Emiss
T > 200 GeV and

pT(J) > 200 GeV are required, a peak of the meff(J) distribution in the background samples is seen
at meff(J) ∼ 800 GeV. On the other hand, for the signal processes, pT of large-R jets depends on ∆m.
Thus, meff(J) of the signal samples strongly depends on ∆m, as shown in Figure 7.4(b).

• mT2(J1, J2; Emiss
T ): To reconstruct particles that decay into visible and invisible particles, the
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transverse mass variable mT is often used, which is defined as the following:

mT =

√
2pTEmiss

T (1 − cos∆φ(pvisibleT , pmiss
T )). (7.2)

For example, a leptonic decaying W boson is reconstructed by a charged lepton and Emiss
T , where

Emiss
T = |pmiss

T |. However, if two invisible particles are generated, pmiss
T represents a vector sum of

their momenta. For the SUSY signals, since there are two χ̃light and two SM electroweak bosons in
the final state, visible particles are bosons reconstructed as large-R jets (J) and invisible particles are
χ̃light. Then, we can obtain the following relationship using the transverse momentum of one χ̃light,
qmiss
T ,

m2
χ̃heavy

≥ max
(
mT

(
pJ,1T , qT

)
,mT

(
pJ,2T , pmiss

T − qT

))
. (7.3)

Then, mT2(J1, J2; Emiss
T ) is defined as the above right function with the minimization over all qmiss

T ,
with the test χ̃light mass (= 100 GeV) subtracted:

mT2(J1, J2; Emiss
T ) = min

qT

[
max

(
mT

(
pJ,1T , qT

)
,mT

(
pJ,2T , Emiss

T − qT

))]
− 100( GeV). (7.4)

For top backgrounds, mT2(J1, J2; Emiss
T ) is generally small due to W → lν. For the SUSY signals,

mT2(J1, J2; Emiss
T ) depends on the χ̃heavy and χ̃light mass. The upper limit depends on m( χ̃heavy) due

to the definition. If the χ̃light mass is larger than the test value (100 GeV), the upper limit is shifted
due to the real and assumed m( χ̃light) difference. As shown in Figure 7.5, mT2(J1, J2; Emiss

T ) values in
signal samples are larger than the backgrounds. The maximum value of mT2(J1, J2; Emiss

T ) depends
on the χ̃heavy and χ̃light mass.
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Figure 7.3: min∆φ( j, Emiss
T ) distributions after applying preselection (see Section 7.4) except for min∆φ( j, Emiss

T )

cut. For backgrounds (a), the distribution gradually decreases. Emiss
T is generated from neutrinos produced by

leptonic decay of bosons, such as W → lν and Z → νν, in Z(→ νν) + jets, W + jets, and diboson events. However,
small min∆φ( j, Emiss

T ) values are measured in events with top quarks because neutrino (Emiss
T ) can be measured

near jets by t → blν. (W̃, B̃) samples have large min∆φ( j, Emiss
T ) values and the peak that does not depend on the

mass difference and the χ̃0
1 mass (b). There is a peak in the signal distributions at min∆φ( j, Emiss

T ) ∼ 1.7. Thus,
min∆φ( j, Emiss

T ) is effective in reducing the backgrounds.
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Figure 7.4: meff(J) distributions after applying preselection (see Section 7.4). For backgrounds (a), the peak about
800 GeV is seen and the distribution gradually decreases because Emiss

T (> 200 GeV), nLarge−R jets (≥ 2 with
pT ≥ 200 GeV) and min∆φ( j, Emiss

T ) (> 1.0) cuts are applied. The peaks of (W̃, B̃) samples depend on the mass
difference.
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Figure 7.5: mT2(J1, J2; Emiss
T ) distributions after applying preselection (see Section 7.4). For the backgrounds (a), the

peak about 200 GeV is seen and the distribution gradually decreases because Emiss
T (> 200 GeV), nLarge−R jets (≥ 2

with pT ≥ 200 GeV) and min∆φ( j, Emiss
T ) (> 1.0) cuts are applied. Small values are seen in events with top quarks

due to decay process, t → blν. The peaks of (W̃, B̃) samples are larger than backgrounds and depend on the mass
points weakly (b).
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7.4 Preselection

As a baseline cut selection before applying final selections, the preselection is defined as follows. First,
events are selected by the fully hadronic final state:

• nLarge−R jets ≥ 2,

• Emiss
T > 200 GeV,

• nlepton = 0,

given that those are main characteristic signatures of signal events. Then, further selections are required:

• ntrk
b−jet (outside J) = 0,

• min∆φ( j, Emiss
T ) > 1.0,

to suppress backgrounds. As described in Section 7.3, these two quantities are effective to reduce top
backgrounds. We call this selection “Precut0L.”

This preselection is further divided into two; “Precut0L4Q” and “Precut0L2B2Q”, corresponding to target
categories of 4Q signals χ̃heavy χ̃heavy → qqqq χ̃light χ̃light and 2B2Q signals χ̃heavy χ̃heavy → qqbb χ̃light χ̃light.
In order to divide two categories, the number of Jbb is used. In the 2B2Q category, n(Jbb) = 1 is required.
In the 4Q category, n(Jbb) = 0 is required. Since at most one b-tagged track jets in a large-R jet is
allowed from the definition of Jqq, tt̄ backgrounds remain in the 4Q category. Thus, a further selection,
ntrk
b−jet (inside J) ≤ 1, is required to reduce the contribution of tt̄ only for the 4Q category. These cuts are

summarized in Table 7.1.

The distributions of a few typical kinematic variables of the events selected with Precut0L4Q and
Precut0L2B2Q are shown in Figure 7.6. Many other kinematic distributions are shown in Appendix I.
No significant difference between the data and background MC samples is observed except for m(Jbb); as
shown in Figure 7.6(d), a data excess is observed in low m(Jbb) region. It is caused by the mis-modeling of
b-tagged track jets when two track jets are collimated. This tendency is also observed in similar phase
spaces of independent measurements, such as Z → ll + b−jets and ZH → ννbb [143]. The data excess
has no significant impact on the analysis because the low m(Jbb) region is not used for the signal searches
nor background estimations.

A difference in the data/MC between Precut0L4Q and Precut0L2B2Q is observed. It is caused by the MC
under-prediction of 2b-tagged fraction (such as a gluon splitting into a bb pair). The detail is discussed in
Section 8.3.

7.5 Signal Region Selection

As described in Section 7.1, three signal regions (SRs) for 4Q (WW, WZ, ZZ) and four SRs for 2B2Q
(WZ, Wh, ZZ, Zh) are defined by explicitly identifying boson spices (either W/Z/h). Thus, it is done
using the boson tagging as summarized in Table 7.2. In addition to these exclusive boson identified SRs,
one inclusive SR for 4Q (VV) and two SRs for 2B2Q (VZ and Vh) where V is inclusive to W/Z are also
defined. The definitions of these SRs are also shown in Table 7.2. An illustration of these SRs is given in
Figure 7.7.
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Table 7.1: Definition of the preselection.
Region groups Precut0L
Trigger MET
Event cleaning (Sec.7.2) yes
nLarge−R jets ≥ 2
ntrk
b−jet (outside J) = 0

Emiss
T [GeV] > 200

nlepton = 0
min∆φ( j, Emiss

T ) > 1.0
Additional cuts to divide into 4Q regions and 2B2Q regions
Region groups Precut0L4Q Precut0L2B2Q
n(Jbb) = 0 = 1
ntrk
b−jet (inside J) ≤ 1 not apply

Table 7.2: SR structure in the 4Q and 2B2Q categories. nW→qq , nZ→qq , nZ→bb, and nh are the number of
reconstructed W → qq, Z → qq, Z → bb, h→ bb. The overlap of excluded SRs is illustrated in Fig 7.7. 3 inclusive
SRs are mutually orthogonal.

SR category SR type SR name Definition
nW→qq nZ→qq nWorZ→qq nZ→bb nh

4Q exclusive
WW = 2 - = 2 = 0 = 0
WZ ≥ 1 ≥ 1 = 2 = 0 = 0
ZZ - = 2 = 2 = 0 = 0

inclusive VV - - = 2 = 0 = 0

2B2Q
exclusive

WZ = 1 - = 1 = 1 = 0
ZZ - = 1 = 1 = 1 = 0
Wh = 1 - = 1 = 0 = 1
Zh - = 1 = 1 = 0 = 1

inclusive VZ - - = 1 = 1 = 0
Vh - - = 1 = 0 = 1

7.5.1 SR-4Q

As well as classifying into the respective SRs (WW, WZ, ZZ) using numbers of boson tagging, the
followings are applied as the final selection:

• Emiss
T > 300 GeV,

• meff(J) > 1300 GeV,

in addition to the Precut0L4Q as a preselection.

These selections on Emiss
T and meff(J) are optimized to maximize ZN value (significance)1 [144] with

the (W̃, B̃)-SIM of (m( χ̃heavy) = 900 GeV, m( χ̃light) = 100 GeV) and 30% background uncertainty in the

1 ZN represents the significance based on he normalized incomplete beta function B
(

1
bσ2 ; s + b, 1 + σ−2

)
=
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Figure 7.6: Kinematic distributions of min∆φ( j, Emiss
T ) in Precut0L4Q (a) and Precut0L2B2Q (c). Leading large-R

jet pT in Precut0L4Q (b) and Jbb mass in Precut0L2B2Q (d) are shown.

4Q-VV region. The kinematic distributions are shown in Figure 7.8. A large step at meff(J) ∼ 1.2 TeV in
Figure 7.8(a) is seen, however, it is caused by one MC event has a large event weight. In order to avoid fine
tunings of selections, kinematic selections are optimized by checking the distributions with different bin
sizes and that the total expected background yield in the SR is not less than 2.

7.5.2 SR-2B2Q

Similarly to SR-4Q, as well as classifying into the respective SRs using numbers of boson tagging, the
followings are applied as the final selection:

• mT2(J1, J2; Emiss
T ) > 250 GeV,

• meff(J) > 1000 GeV,

in addition to the Precut0L2B2Q as a preselection.

∫ 1
bσ2

0 us+b−1(1−u)σ−2

B(s+b, 1+σ−2)
, where B(a, b) is the beta function, s, b, and σ represent the expected signal yields, the expected

background yields, and the background uncertainty, respectively.
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(a) SR-4Q (b) SR-2B2Q

Figure 7.7: Illustration of segments and overlap between the exclusive SRs in (a) 4Q and (b) 2B2Q category as a
function of the reconstructed boson mass (corrected by muons for Z/h→ bb candidates) [49]. Overlap arises in the
borders between SR bins involving W → qq and Z → qq. All the other borders maintain the orthogonality between
the regions.
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Figure 7.8: meff(J) (a) and Emiss
T (b) distributions applying selections without itself in SR-4Q-VV. Grid line represents

rhe distributions of the (W̃, B̃) signals (m(W̃) = 900 GeV,m(B̃) = 100 GeV and Br( χ̃0
2 → Z χ̃0

1 ) = 100%). The
bottom panels show the ZN values (significance) with each selection value.

These selection values on mT2(J1, J2; Emiss
T ) and meff(J) are optimized to maximize ZN value using with

the (W̃, B̃)-SIM of (m( χ̃heavy) = 900 GeV, m( χ̃light) = 100 GeV) and 30% background uncertainty in the
selected region with W → qq and h → bb candidates (SR-2B2Q-Wh). The kinematic distributions are
shown in Figure 7.9. mT2(J1, J2; Emiss

T ) selection reduces the top backgrounds effectively.
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8 Background estimation

In this chapter, a method to estimate backgrounds is described. The background composition in each SR as
estimated with MC samples is shown in Figure 8.1 as an illustration. The dominant background is V+jets
in all the SRs and accounts for > 60% where V stands for the SM electroweak boson. VV , t + X , and tt̄ are
the sub-dominant backgrounds. These are classified as reducible backgrounds, as explained in Section 8.1.
VVV and tt̄ + X are minor backgrounds and account for ∼ 10%. These are classified as irreducible
backgrounds. The overview of the strategy how to estimate the background is explained in Section 8.1.
Then, how the reducible backgrounds are estimated and validated are described in Sections 8.2 and 8.3,
respectively. The irreducible background estimation is discussed in Section 8.5. Multi-jet backgrounds are
negligible in the SRs since high Emiss

T is required. More detail is described in Appendix J.

8.1 Strategy

Due to requiring large Emiss
T (Emiss

T > 200 GeV or 300 GeV), SM processes containing leptonically decaying
bosons, such as W → lν and Z → νν, can remain as backgrounds by Emiss

T originating from ν. For the
case of W → lν, l must be τ decaying hadronically or e/µ experimentally not identified as lepton, since
nlepton = 0 is required. These backgrounds can be classified into two categories, “reducible backgrounds”
and “irreducible backgrounds.”

Reducible backgrounds : At most one of two leading large-R jets originate from the real SM electroweak
bosons, and the others are not from W/Z/h bosons. V + jets (including γ + jets), VV (including Vγ),
t + X , tt̄ and V h processes are categorized. Figure 8.2 and Figure 8.3 show, the true origins of the
large-R jets as estimated from MC samples for the case of Z(→ νν) + jets, VV in SR-4Q-VV, and tt̄
in SR-2B2Q-Vzh (the logical union of SR-2B2Q-VZ and SR-2B2Q-Vh). It is seen that they contain
at least one large-R jet that originates from quarks or gluons of initial or final state radiations, as
illustrated in Figure 8.4. This holds for all the reducible backgrounds (the origin of the large-R jets
for the other processes are in Appendix K). The reducible backgrounds account for at least 85% of
SRs. Z(→ νν) + jets background is the dominant background in all the SRs, and the sub-dominant
backgrounds are W + jets and VV (mainly ZV → ννqq).

Irreducible backgrounds : Both two leading large-R jets originate from the real SM electroweak bosons,
which decay hadronically. In the SM, processes producing at least three SM electroweak bosons can
create large Emiss

T (from one boson decaying leptonically) as well as two large-R jets; therefore, they
can become these irreducible backgrounds. tt̄ + X (mainly tt(→ bqqbqq) + Z(→ νν)) and VVV
(mainly VV(→ qqqq) + Z(→ νν)) are the main of this category.

The irreducible backgrounds are estimated with MC samples directly. The reducible backgrounds are
estimated in a data-driven way as follows. “Control regions” (CRs) with high purity of the reducible
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Figure 8.1: Background composition of physics processes estimated from the MC samples in SRs, directly. SR-
2B2Q-VZh is the logical union of SR-2B2Q-VZ and SR-2B2Q-Vh. V denotes W/Z/h/γ in this figure.

backgrounds are defined. The reducible backgrounds are normalized in the CRs using the following
normalization factor (NF):

NF =
Ndata − Nirreducible BG

Nreducible BG
, (8.1)

where Nirreducible BG and Nreducible BG represent the number of events estimated by irreducible and reducible
background MC samples directly. This normalization factor is almost solely due to the W/Z → qq tagging
for quark- and gluon-initiated jets, i.e., correcting for the data and MC difference in such mis-tagging
efficiency. Then, to estimate the reducible backgrounds in the SRs, this normalization factor is applied to
those in the SRs estimated with MC samples. This corresponds to the extrapolation of the W/Z → qq
(mis-)tagging against quark- or gluon-initiated jets from the CR to SR. The normalization factors separately
for the 4Q and 2B2Q categories are estimated. More detail is introduced in Section 8.2.

In this analysis, the statistical error on the data is 40-100% in the SRs (discussed in Section 10.1, and
uncertainties are shown in Figure 10.6). Thus, a robust background estimation is important, even if the
uncertainty derived from the background estimation is a bit large.
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Figure 8.2: The fractions of the jet origin of Z(→ νν) + jets (a) and VV (b) in SR-4Q-VV are shown. The x-axis
represents the origin of a leading large-R jet, and the y-axis represents a sub-leading large-R jet. At least one jet is
originated from quark or gluon, denoted as q/g (ISR/FSR).
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Figure 8.4: Feynman diagrams for the single boson production (V + jets) with ISR/FSR jets.

8.2 Reducible Backgrounds Estimation

8.2.1 Overview

To estimate the reducible background using the data-drivenmethod, CRs are defined. Reducible backgrounds
are constrained in the CRs using data and MC samples, and the numbers of events are estimated using
extrapolation from the CRs to SRs. For reducible backgrounds, the CRs are better to base the followings:

• Sufficient statistics,

• Low contribution from signals and other backgrounds (irreducible backgrounds),

• Similar phase spaces with SRs.

To meet them, the CRs are defined by inverting the W/Z → qq tagging requirement on one of the non
2b-tagged large-R jets (Jqq) to the SRs, as illustrated in Figure 8.5. This estimation method has some
advantages:

• Given that W/Z → qq tagging has a large rejection, i.e., the stats in the CRs are sufficient.

• Uncertainties on the extrapolation mainly depend on the W/Z → qq tagging, which is reasonably
well modeled by the efficiency measurement (15-20%), as described in Section 6.1.3.3.

• The jet composition of the reducible backgrounds is similar in both the CRs and SRs, while
the reducible backgrounds contain different physics processes (W/Z + jets, VV, tt̄ ...). Thus, all
reducible backgrounds are treated as one component, and additional control or validation regions for
backgrounds containing one hadronically decaying SM electroweak boson, such as VV , need not be
defined.

Thus, the normalization factors in the CRs as defined by Equation 8.1 are estimated and are applied to
evaluate the reducible backgrounds in the SRs.

To validate the extrapolation, the two kinematically equivalent regions are defined: one is “1-lepton
category” (denoted as “1L”) defined by requiring nsig

lepton = 1, and the other is “1-photon category” (denoted
as “1Y”) defined by requiring nphoton = 1 and Emiss

T < 200 GeV.
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(a) 4Q (b) 2B2Q

Figure 8.5: Schematics illustrating the relation between the SRs (VRs) and CRs in the (a) 4Q and (b) 2B2Q categories.
SRs (VRs) are required to pass boson tagging requirements for both two leading large-R jets, and the CRs are
constructed by inverting the Wqq/Zqq-tagging requirement for one of them. In the 2B2Q category, the Jbb mass
window cuts in the CRs and VRs are loosened to increase data statistics and suppress signal contaminations.

In this section, a method to estimate the reducible backgrounds in the SRs is introduced, and the validation
method for this estimation is discussed in the next section. Only statistical uncertainty is considered in this
section.

8.2.2 Control Regions

As same as the selection for the SRs, except for the result of the boson tagging, CR0L-4Q and CR0L-2B2Q
are defined as the corresponding CRs with respect to the SRs in the 4Q and 2B2Q categories, respectively.
The selections in CR0L-4Q and CR0L-2B2Q are summarized in Table 8.1. m(Jbb) and mT2(J1, J2; Emiss

T )

selections are loosened to decrease the contribution from SUSY signals and increase the data statistics in
the CR0L-2B2Q. Signal contaminations after applying selections for CR0L-4Q or CR0L-2B2Q are shown
in Figure 8.6 and Figure 8.7. Other signal contaminations of the different models are shown in Appendix L.
Relative 10 − 15% contamination to total backgrounds remains in each CR, except for the excluded region
by previous analyses, at most 23% contamination of the (H̃, G̃) model in CR0L-2B2Q. Since the signal
contributions in the CRs are treated the same as the irreducible backgrounds in the calculation of the
normalization factors (Equation 8.1), it leads to underestimating the normalization factors. However, these
contributions are smaller than systematic uncertainties of the background (discussed in Section 9.5 and
shown in Figure 9.6). Thus, the impact is small enough. For example, the significance value is < 10%
worse than the case without signal contamination of m(H̃) = 700 GeV, Br( χ̃0

1 → hG̃) = 40%, and upper
limits is worse than the case without signal contamination.

In the CRs, most large-R jets which fail both Wqq and Zqq tagging (Jfail V-tag) originates from ISR/FSR jet,
as shown in Figure 8.8 and Figure 8.9. Other samples are shown in Appendix K. There is no significant
difference between physics processes. The extrapolation from the CRs to the SRs is equivalent to the
extrapolation from failed ISR/FSR jets to pass. Thus, reducible backgrounds are treated as one component.
In other words, common normalization factors are assigned for whole reducible backgrounds.
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Table 8.1: Definition of control regions in the 4Q and 2B2Q categories. The most inclusive signal regions
(SR-4Q-VV,SR-2B2Q-VZ,SR-2B2Q-Vh) are list for comparison.

SR-4Q-VV CR0L-4Q SR-2B2Q-VZ CR0L-2B2Q(SR-2B2Q-Vh)
Pre-selection

Precut0L4Q Precut0L2B2Q
Large-R jet selections
npass V-tagLarge−R jets = 2 = 1 = 1 = 0
nfail V-tagLarge−R jets = 0 = 1 = 0 = 1
n(Jbb) = 0 = 0 = 1 = 1

m(Jbb) [GeV] not apply not apply ∈ [70, 100]
∈ [70, 150]

(∈ [100, 135])
Kinematic cuts
min∆φ( j, Emiss

T ) > 1.0 > 1.0
Emiss
T [GeV] > 300 > 200 GeV

pT(V) + pT(J1) + pT(J2) [GeV] > 1300 > 1000 > 900
mT2(J1, J2; Emiss

T ) [GeV] not apply > 250
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Figure 8.6: Signal contaminations of the C1N2-WZ and (H̃, G̃) signals relative to the total backgrounds in CR0L-4Q.
Previous searches exclude regions surrounded by lines.

As discussed in Section 7.4, the data/MC values in the 4Q and 2B2Q categories have a large difference.
The difference is caused by the MC underprediction of 2b-tagged fraction, and the mis-modeling is the
same between the SRs and CRs. The difference is canceled by the ratio of the CRs to the SRs. Thus, each
normalization factor is estimated in corresponding CRs. For example, the normalization factor evaluated in
CR0L-4Q applies to SR-4Q bins, and CR0L-2B2Q for SR-2B2Q bins, respectively.
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Figure 8.7: Signal contaminations of the C1N2-Wh and (H̃, G̃) signals relative to the total backgrounds in CR0L-2B2Q.
Previous searches exclude regions surrounded by lines.
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Figure 8.8: The fraction of the large-R jets of the reducible background events in CR0L-4Q. The x-axis represents
the origin of large-R jets which pass either Wqq-tagging or Zqq-tagging (Jpass V-tag) and the y-axis represents the
origin of large-R jets which fail both Wqq-tagging and Zqq-tagging (Jfail V-tag).
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Figure 8.9: The fraction of Jqq and Jbb of the reducible background events in CR0L-2B2Q. The x-axis represents
the origin of Jbb and the y-axis represents the origin of Jqq .
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8.3 Validation for the Reducible Background Estimation

Since the extrapolation from the CRs to the SRs relies on MC simulation, the modeling of MC simulation
is important. W(→ lν) + jets and γ + jets have larger cross-sections and similar diagrams with Z + jets,
which is the dominant background process in the SRs. Then, W(→ lν) + jets and γ + jets are used to
validate the background estimation.

In the Z(→ νν) + jets process, Emiss
T represents pT of a Z boson. As discussed later in Section 8.3.3, the

pT of W boson for W + jets in the 1L category and photon for γ+jets in the 1Y category can be used as
good proxies of Z bosons. Additional CRs and validation regions (denoted as “VRs”) like the SRs for
W + jets/γ + jets in the 1L/1Y categories are defined. Similarly, the normalization factors are defined in
the CRs and are applied in the VRs.

Like the 0L category, multi-jet backgrounds are also negligible in the 1L and 1Y categories since an isolated
lepton or a high pT photon in validation regions is required. More detail is described in Appendix J.

8.3.1 Preselection in 1L/1Y Categories

Selections to define CRs and VRs in the 1L and 1Y categories are introduced. The definitions are similar
to the CRs and SRs in the 0L category. The difference between target backgrounds in each category is
the species of bosons. In the 0L category, Z(→ νν) + jets backgrounds are targeted, and Emiss

T is used to
define the SRs. In Z(→ νν) + jets events, Emiss

T represents pT of Z bosons. Thus, we need to use variables
that are a substitute for Emiss

T . In the 1Y category, γ + jets backgrounds are targeted, and pT of photons
(pT(γ)) is a good proxy of Emiss

T . Then, we can use pT(γ) instead of Emiss
T to calculate substitute variables

of meff(J), min∆φ( j, Emiss
T ), and mT2(J1, J2; Emiss

T ). Considering W + jets in the 1L category, we can use
pT of reconstructed W (pT(W)) as a vector sum of transverse momentum of a lepton and pmiss

T . We define
pT(V) + pT(J1) + pT(J2), min∆φ( j,V), and mT2(J1, J2; V) as common variables in the 0L, 1L, and 1Y
categories. They are extended variables for meff(J), min∆φ( j, Emiss

T ), and mT2(J1, J2; Emiss
T ) in the 1L/1Y

categories where pT(W) and pT(γ) are used instead of Emiss
T .

In the 1L category, a new preselection is defined. Two types of single-lepton triggers are required: a
single-electron trigger and a single-muon trigger. The thresholds of these triggers are selected to correspond
to the data period [130, 138]. As described above, kinematic selections are also defined using pT(W)
instead of Emiss

T . Similarly, a new preselection is also defined in the 1Y category, such as single-photon
triggers, pT(γ), and min∆φ( j,V). The preselections are summarized in Table 8.2.

The data and MC distributions in preselected regions of 1L/1Y categories are shown in Figure 8.10, 8.11
The normalization of the 1Y4Q region is caused by the overestimated cross-section of γ + jets in Sherpa
samples. The cross-section is calculated at the NLO, and a similar tendency is also observed in the SM
γ + jets measurement [145]. However, the disagreement is not significant because it is constrained by using
the normalization factor.

The general trends of 2B2Q/4Q are seen in each 0L, 1L, 1Y category. Each double ratio of the data/MC
in 2B2Q/4Q is 1.27 ± 0.05 in 0L, 1.17 ± 0.05 in 1L, and 1.23 ± 0.06 in 1Y. The double ratios have
good agreement between the 0L, 1L, and 1Y categories. Then, they imply that the 2b-tagged fraction
(such as a gluon splitting into a bb pair) is underpredicted by MC samples. Since the difference in the
normalization between the regions is large, the normalization factor in each region is evaluated individually.
Consequently, the difference is not sensitive to the background estimation strategy in the analysis because
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Table 8.2: Definition of preselected regions. Emiss
T as V in 0L regions is used for the min∆φ( j,V) calculations.

Reconstructed W boson and photon are used in 1L/1Y regions.

Region groups Precut0L Precut1L Precut1Y
Trigger MET Single-lepton Single-photon
Event cleaning yes yes yes
Dead tile module jets veto yes yes yes
Non-collision veto yes not apply not apply
nLarge−R jets ≥ 2 ≥ 2 ≥ 2
ntrk
b−jet (outside J) = 0 = 0 = 0

nlepton(n
sig
lepton) = 0(= 0) = 1(= 1) = 0(= 0)

nphoton not apply not apply = 1
Emiss
T [GeV] > 200 > 50 < 200

pT(W) [GeV] not apply > 200 not apply
pT(l) [GeV] not apply > 30 not apply
pT(γ) [GeV] not apply not apply > 200
min∆φ( j,V) > 1.0 > 1.0 > 1.0

Additional cuts to divide into 4Q regions and 2B2Q regions
Region groups Precut0L4Q Precut0L2B2Q Precut1L4Q Precut1L2B2Q Precut1Y4Q Precut1Y2B2Q
n(Jbb) = 0 = 1 = 0 = 1 = 0 = 1
ntrk
b−jet (inside J) ≤ 1 not apply ≤ 1 not apply ≤ 1 not apply

the data/MC value is canceled by the ratio of VRs/CRs or SRs/CRs. What is more important in the
background estimation is the shape similarity of backgrounds between 0L/1L/1Y categories, as discussed
below.

8.3.2 Definition of CRs and VRs in the 1L/1Y Categories

New CRs in 1L/1Y categories are defined and denoted as CR1L-4Q, CR1L-2B2Q, CR1Y-4Q, and
CR1Y-2B2Q, respectively. Additionally, new VRs are defined and denoted as VR1L-4Q, VR1L-2B2Q,
VR1Y-4Q, and VR1Y-2B2Q, respectively. The selections of the CRs and VRs are summarized in Table 8.3
and Table 8.4. However, looser kinematic selections are applied to maintain sufficient data statistics
than similar ones in the 0L category. For the 2B2Q regions in the 1L/1Y categories, m(Jbb) selections
in CR1L-2B2Q and CR1Y-2B2Q are consistent with CR0L-2B2Q, and inclusive m(Jbb) selections in
VR1L-2B2Q and VR1Y-2B2Q are applied.

Background compositions in each region are shown in Figure 8.12. The composition of minor backgrounds
in the 1L and 1Y categories are similar to the 0L category, and it is similar between SRs and VRs and
corresponding CRs.

In order to guarantee that W + jets and γ + jets can be used for validation, the kinematic distributions of
W + jets and γ + jets need to be confirmed to have similar shapes of Z + jets and whether reconstructed W
bosons in the 1L category and photons in the 1Y category are good proxies as Z bosons in the 0L category,
or not. The jet origins of Z + jets, W + jets, and γ + jets are similar in each CR, SR, and VR since W , Z , and
γ are not the origin of jets. More details of jet origins are shown in Appendix K. In the 1L/1Y VRs, signal
contaminations (shown in Appendix L) are negligible since signals are required to decay semi-leptonically
and need a hard initial state radiation jet (pT > 200 GeV, m > 40 GeV) to pass nLarge−R jets ≥ 2 requirement
in the 1L category, or emit a hard initial state radiation photon in the 1Y category.
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Figure 8.10: Kinematic distributions of min∆φ( j, Emiss
T ) in Precut1L4Q (a) and Precut1L2B2Q (c). Leading large-R

jet pT in Precut1L4Q (b) and m(Jbb) in Precut1L2B2Q (d) are shown.

MC modeling in each region should be compared to verify the reducible background estimation strategy. A
transfer factor (TF) as a ratio of the event yields from region A to region B, i.e. r(A→ B) := y(B)/y(A),
is defined. The MC modelings as the TFs between r(CR0L→ SR) and r(CR1L/1Y→ VR1L/1Y) need
to be checked and confirmed that they are similar. Two following assumptions will be checked,

• The extrapolations from CRs to SRs/VRs depend on the W/Z → qq tagging when kinematic
selections are matched in all regions

• The difference between the data and MC samples in actual CRs/SRs/VRs is small enough

For checking the first item, the distributions of jet substructure variables and the TFs between 0L, 1L, and
1Y categories are compared in Section 8.3.4. Additionally, the TF trends in the data and MC samples are
compared by the level of the agreement for the second item in Section 8.3.5.
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Figure 8.11: Kinematic distributions of min∆φ( j, Emiss
T ) in Precut1Y4Q (a) and Precut1Y2B2Q (c). Leading large-R

jet pT in Precut1Y4Q (b) and m(Jbb) in Precut1Y2B2Q (d) are shown.
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Figure 8.12: Background composition of physics processes in CRs, VRs, and SRs.
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Table 8.3: Definition of control regions and validation regions in the 1L category. pT(V) + pT(J1) + pT(J2) and
pT(W) cuts are looser than meff(J) and Emiss

T cuts in the 0L category due to sufficient data statistics.
CR1L-4Q VR1L-4Q CR1L-2B2Q VR1L-2B2Q

Pre-selection
Trigger Single-lepton
Event Cleaning yes
nsig

lepton = 1
nLarge−R jets ≥ 2
ntrk
b−jet (outside J) = 0

pT(W) [GeV] > 200
pT(l) [GeV] > 30
min∆φ( j,V) > 1.0
ntrk
b−jet (inside J) ≤ 1 not apply

n(Jbb) = 0 = 1
Large-R selections
npass V-tagLarge−R jets = 1 = 2 = 0 = 1
nfail V-tagLarge−R jets = 1 = 0 = 1 = 0
n(Jbb) = 0 = 0 = 1 = 1
m(Jbb) [GeV] not apply ∈ [70, 150] ∈ [70, 135]
Kinematic cuts
pT(V) + pT(J1) + pT(J2) [GeV] > 1000 > 900
mT2(J1, J2; V) [GeV] not apply > 250
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Table 8.4: Definition of control regions and validation regions in the 1Y category. pT(V)+ pT(J1)+ pT(J2) and pT(γ)
cuts are looser than meff(J) and Emiss

T cuts in the 0L category due to sufficient data statistics.
CR1Y-4Q VR1Y-4Q CR1Y-2B2Q VR1Y-2B2Q

Pre-selection
Trigger Single-photon
Event Cleaning yes
nphoton = 1
nLarge−R jets ≥ 2
ntrk
b−jet (outside J) = 0

Emiss
T [GeV] < 200

pT(γ) [GeV] > 200
min∆φ( j,V) > 1.0
ntrk
b−jet (inside J) ≤ 1 not apply

n(Jbb) = 0 = 1
Large-R selections
npass V-tagLarge−R jets = 1 = 2 = 0 = 1
nfail V-tagLarge−R jets = 1 = 0 = 1 = 0
n(Jbb) = 0 = 0 = 1 = 1
m(Jbb) [GeV] not apply ∈ [70, 150] ∈ [70, 135]
Kinematic cuts
pT(V) + pT(J1) + pT(J2) [GeV] > 1000 > 900
mT2(J1, J2; V) [GeV] not apply > 250
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8.3.3 Comparison between 0L/1L/1Y for V+jets MC

In this sub-section, we discuss whether W + jets/γ + jets in the 1L/1Y category can be nearly equivalent
to the validation of Z(→ νν) + jets in the 0L category. The kinematic distributions are checked in each
category with loose selections summarized in Table 8.5, and shown in Figure 8.13.

The distributions of jet variables are similar and W/Z → qq tagging performances of W + jets and γ + jets
samples are consistent within the statistical errors due to the similar diagrams. Thus, the extrapolation from
fail criteria to pass criteria ofW/Z → qq tagging in the 0L category can be validated byW+ jets and γ+ jets
samples. In addition, kinematic variables of W/Z/γ, such as pT(V), min∆φ( j,V), pT(V)+ pT(J1)+ pT(J2)

and mT2(J1, J2; V), are also similar.

8.3.4 Jet variable comparison in the CRs and SRs/VRs

The MC-to-MC distributions of Jfail V-tag variables in CR0L-4Q, CR1L-4Q, and CR1Y-4Q are shown in
Figure 8.14. This figure shows the sum of the reducible backgrounds, containing other than V + jets MC
samples too. Selections in CR0L-4Q are loosened so that they are consistent with the same as selections
of CR1L-4Q/CR1Y-4Q, i.e., pT(V) + pT(J1) + pT(J2) (pT(V)) cut is loosened from 1300 (300) GeV to
1000 (200)GeV. Reasonable agreements of jet variables between the three regions are found inMC samples.
Figure 8.15 shows a similar MC-to-MC comparison for 2B2Q regions. Like the 4Q categories, reasonable
consistencies within the limited MC statistics are seen in all samples. The data-to-data distributions in the
data are shown in Appendix N.

Similarly, MC-to-MC comparisons are checked in the SR-like regions where both jets are satisfied with
boson tagging requirements, as shown in Figure 8.16. Other variables are shown in Appendix N. To
maintain MC statistics, pT(V)+ pT(J1)+ pT(J2) and pT(V) cuts are loosened to 800 GeV and 200 GeV. For
the 2B2Q categories, m(Jbb) cut in SR-2B2Q is changed to the logical union of Z → bb and h→ bb cuts
to align with VR1L-2B2Q and VR1Y-2B2Q. Like the CRs, reasonable consistencies within the limited
MC statistical uncertainty are seen in all regions.
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Table 8.5: Cuts for the comparison of kinematic distributions between V+jets MC samples.
Samples Z(→ νν) + jets (0L) W + jets (1L) γ+jets (1γ)
Trigger MET Single-lepton Single-photon
Dead tile module jets veto yes yes yes
Non-collision veto yes not apply not apply
nlepton = 0 = 1 = 0
nphoton not apply not apply = 1
nLarge−R jets ≥ 2
Emiss
T [GeV] > 200 not apply < 200

pT(W) [GeV] not apply > 200 not apply
pT)l) [GeV] not apply > 30 not apply
pT(γ) [GeV] not apply not apply > 200
min∆φ( j,V) > 1.0
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Figure 8.13: Shape comparison between Z(→ νν) + jets with the 0L, W(→ `ν) + jets with the 1L, and γ + jets with
the 1Y preselections summarized in Table 8.5. To mimic the variables used in the 0L category, Emiss

T is replaced into
pT(W) = pT(`) + Emiss

T or pT(γ).
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Figure 8.14: MC-to-MC comparison of et substructure variables of the failed jet for boson tagging requirements in
CR0L-4Q, CR1L-4Q, and CR1Y-4Q. CR0L-4Q selections are loosened to pT(V) + pT(J1) + pT(J2) > 1000 GeV,
pT(V) > 200 GeV, respectively, to align with CR1L-4Q and CR1Y-4Q.
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Figure 8.15: MC-to-MC comparison of jet substructure variables of the fail jet for boson tagging requirements in
CR0L-2B2Q, CR1L-2B2Q, and CR1Y-2B2Q.
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Figure 8.16: MC-to-MC comparison of leading large-R jet pT distributions (a) and sub-leading large-R jet pT
distributions (b) in SR-4Q-VV, VR1L-4Q, and VR1Y-4Q with loose kinematic selections, pT(V)+ pT(J1)+ pT(J2) >
800 GeV, pT(V) > 200 GeV in all regions to maintain MC statistics. MC-to-MC comparison of pT(Jqq) distributions
(c) in SR-2B2Q-VZh, VR1L-2B2Q, and VR1Y-2B2Q with loose kinematic selections, pT(V) + pT(J1) + pT(J2) >
800 GeV.
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8.3.5 Transfer factor comparison

To avoid the fluctuation of the data and MC samples, the transfer factor (TF) comparisons with loose
kinematic selections (pT(V) > 200 GeV, meff(J,V) > 0.8 TeV in the 4Q and 2B2Q categories, additionally
mT2(J1, J2; V) > 200 GeV for the 2B2Q categories) are shown in Figure 8.17(a). The largest disagreement
between the data and MC samples is observed in the 1Y-2B2Q region, but the difference is consistent
within the statistical uncertainty. The transfer factors of the data and MC samples in the 0L-2B2Q region
are in good agreement with the 1L-2B2Q and 1Y-2B2Q regions. Additionally, the transfer factors are good
agreements in the 4Q regions of the 0L, 1L, and 1Y categories. The difference in the TFs between the 4Q
and 2B2Q categories is a factor of 2 and this value is reasonable because

• The ratios in the 4Q categories are defined as (J1 and J2 pass)/((J1 pass and J2 fail) | | (J1 fail and J2
pass)) ∼ 1/2×(pass/fail).

• In 2B2Q categories, the ratios defined as (Jqq pass)/(Jqq fail) ∼ (pass/fail).

A similar check is also performed using kinematic selections aligned to SRs and shown in Figure 8.17(b). In
the 2B2Q categories, the TFs of MC samples are good agreements between the 0L, 1L, and 1Y categories.
However, the TF in VR1L-4Q is larger than SR-4Q bins and VR1Y-4Q. The difference is mainly caused by
the limitation of the MC statistics.

The TFs with various kinematic selections are considered to check trends of TFs in the 4Q categories.
Figure 8.18 shows the TFs as a function of varying pT(V) + pT(J1) + pT(J2) thresholds with constant
pT(V) selection (pT(V) > 200 GeV). There is no significant difference between the 0L and 1Y categories.
However, some up-trends with respect to the 0L above 1.3 TeV in pT(V) + pT(J1) + pT(J2) threshold are
seen in the 1L category. This trend is caused by the MC stat fluctuation. The TFs between the data and
MC samples in the 1Y category are consistent within the statistical error. However, some down-trend
of data/MC above 0.9 TeV pT(V) + pT(J1) + pT(J2) threshold is seen in the 1L category. As shown in
Figure 8.19, the difference is caused by the data down fluctuation because a good agreement is found in
pT(V) + pT(J1) + pT(J2) < 1 TeV.

Additionally, Figure 8.20 shows the trend of the 4Q TFs as a function of pT(V) with loose pT(V)+ pT(J1)+

pT(J2) cut (pT(V) + pT(J1) + pT(J2) > 1 TeV). For the MC TFs, there is no significant trend of pT(V) cut
values in the 0L/1L/1Y regions and good agreement between the 0L and 1L regions. There is no significant
difference in the MC TFs between the 0L and 1Y because the MC fluctuation causes the 1Y/0L ratio
deviation from unity.

For the data/MC of the TFs in the 1Y region, there is no dependency on pT(V) cut values and a good
agreement between the data and MC samples. In the 1L region, due to the data down fluctuation at
pT(V) + pT(J1) + pT(J2) ∼ 1 TeV, there is no trend for the pT(V) cut values while the ratio is ∼ 0.7

In conclusion, no significant trend in TF disagreement between the 0L, 1L, and 1Y categories is seen. As
well as between the data and the MC samples, no disagreement is seen in the 1L/1Y categories. The results
in VRs with full systematics are discussed in Section 10.1.
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Figure 8.17: Data/MC comparison of the transfer factors (the ratios in the yields) from CR-like regions to the SR-like
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Figure 8.18: Top panel: TF (CR-like → SR/VR-like) for the 0L-4Q, 1L-4Q, and 1Y-4Q regions, as a function
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8.4 Physics Process Dependency in the Reducible Background Estimation
and the Impact of the Composition Uncertainty

The extrapolation of quark- or gluon-initiated jets depends mainly on the boson tagging efficiency. Thus, it
is necessary to check the differences of the jet variables between the different physics processes in each
region.

Figures 8.21 and Figure 8.22 show a comparison of the physics processes of the quark- or gluon-initiated
jet distribution with the only 0L-4Q/1Y-4Q preselections. Other distributions in each preselected region
are shown in Appendix O. Generally, the V + jets, VV , and t + X have similar distributions of the jet
substructure. However, in tt̄ events, there is a little difference in pT, D2, and ntrk. These differences are
due to the origin of the jets: tt̄ has much more jets from gluons than the other; in the low pT region, the
gluon-initiated jets have larger track multiplicity and higher boson tagging rejection than the quark-initiated
jets. Additionally, a difference of ntrk between γ + jets and V + γ is large in Precut1Y4Q. Since ntrk
increases to the jet pT, the difference is derived from the pT. Thus, there is no significant difference in jet
substructure variables derived from the physics processes. These results in the differences in the transfer
factor (TF) (defined by the yield ratio y(SR/VR)/y(CR)), as shown in Figure 8.23. The TF is consistent
across physics processes, while the error in the MC statistics is large.

If the process breakdowns are modeled incorrectly in the MC simulation, the remaining TFs can affect the
final estimation. To check the impact of this potential breakdown uncertainty, we shift the normalization
of one process up or down by a factor of two and evaluate the response in the TF of the total reducible
background. The results are shown in Figure 8.24. For the t + X process (mainly t +W), a factor of 10 is
used as the down-variation to account for the interference between tt̄ and t +W production [146]. This
factor is finally determined by considering the difference between diagram removal and diagram subtraction
methods [146]. The maximum difference in CR0L-4Q is ∼ 9.17 except in the low MC statistical regions.
A factor of 10 is assigned as the conservative evaluation for t + X process because it is a minor background
in all regions and is not significantly affected. The envelope of the transfer factor variation shown in
Figure 8.24 is quoted as the transfer factor uncertainty for the reducible backgrounds. For example, the
largest deviation, 6% from the Z(→ νν) + jets variation, is quoted for all SR-4Q bins.
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Figure 8.21: The kinematic distributions of large-R jets which originate from quarks or gluons with Precut0L4Q in
various physics processes. All distributions are normalized to unity. Only the main backgrounds of these regions
are shown. The large-R jets are selected by the truth information, as described in Appendix E. A single event fills
multiple entries if more than one such jet is found.
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Figure 8.22: The kinematic distributions of large-R jets which originate from quarks or gluons with Precut1Y4Q in
various physics processes. The same descriptions as Figure 8.21 are applied.
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Figure 8.23: The TFs of the individual physics component are calculated using the MC samples. The TF is defined
by the yield ratio of an SR (VR) to the corresponding CR. The error bars represent the MC stat errors. Note that
some SRs are mutually overlapping.
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Figure 8.24: The change in the transfer factors (SR/CR or VR/CR ratio) for the sum of the reducible BGs, caused by
shifting theMC normalization of each process up and down by a factor of 2 (factor of 10 for single-top down-variation).
The maximum value is assigned as a modeling uncertainty for reducible backgrounds.

8.5 Irreducible Backgrounds Estimation

The irreducible backgrounds, such as tt̄ + X and VVV , have a small contribution to the SRs and are
estimated from MC samples directly. For VVV process, the dominant process is VV(→ qqqq) + Z(→ νν).
In ATLAS and CMS experiments, VVV has been observed [147, 148] by multi-lepton analyses. However,
the data size is insufficient to define the control and validation regions. Additionally, the purity of VVV
will be poor by loosening selections for sufficient data statistics. For the modeling validation of tt̄ + X , a
validation region with three leptons called “VRTTX” is defined.

tt̄+X contributions are negligible in SR-4Q bins due to ntrk
b−jet (inside J) ≤ 1. However, they account for∼ 10%

in the SR-2B2Q bins. The dominant process of tt̄ + X in SR-2B2Q bins is tt(→ bqqbqq) + Z(→ νν). For
validation of kinematic distributions and the normalization of tt̄ + X , we define VRTTX with the selections
summarized in Table 8.6. VRTTX is designed as a VR for tt + Z , such as tt (→ bqqblν) + Z(→ ll).
One of the top quarks is required to semi-leptonically decay to suppress the contributions from the other
background, and Z boson is required to decay into a charged lepton pair. At least one large-R jet from the
top quark is required, and the jet contains two b-tagged track jets inside.

To maintain sufficient statistics, looser kinematic selections apply to VRTTX, without corresponding
Precut0L to Emiss

T > 200 GeV, pT(Jqq) > 200 GeV, and min∆φ( j, Emiss
T ) > 1.0. Alternative variables in

VRTTX are used to verify the distribution. Emiss
T in the 0L category represents the pT of Z boson because

most tt̄ + X processes are tt(→ bqqbqq) + Z(→ νν). Thus, the pT of di-lepton system reconstructed
as Z candidate from the opposite sign same flavor leptons is a good proxy. Additionally, min∆φ( j, Z)
is used instead of min∆φ( j, Emiss

T ). Since pT(Jqq) represents the pT of W boson from top quark in the
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Table 8.6: Definition of VRTTX to validate tt̄ + X modelling. `3 represents third highest pT lepton.
VRTTX

Trigger Single-e/µ
Track jet cleaning yes
nlepton = 3
pT(`1) [GeV] > 30
pT(`3) [GeV] > 10
nLarge−R jets ≥ 1
n(Jbb) = 1

0L category, pT(W) can be used as an alternative variable. For the reconstruction of W boson, the rest
lepton, which is not used for the di-lepton system, and Emiss

T treated as a neutrino is used. The physics
sub-process in VRTTX and the 0L-2B2Q regions are similar between the 0L-2B2Q (tt + Z(→ νν)) and
VRTTX (tt + Z(→ ll)), as shown in Figure 8.25.

ttW )νν →ttZ(  qq)→ttZ(  ll)→ttZ( ttH ttVV Other
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0.2
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a.
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SR-2B2Q-VZh

Figure 8.25: Fraction of tt̄ + X processes in VRTTX, Precut0L and inclusive SR-2B2Q.

The best-fit normalization factor for tt̄ + X is 1.68 ± 0.32 if it allows floating. The distributions in VRTTX
after fit are shown in Figure 8.26. While there was a large deviation of MC normalization from data in this
region, the distributions between the data and MC samples are in good agreement. The large normalization
factor for tt̄ + X is caused by the mis-modeling of 2b-tagged large-R jets. Thus, the yields of tt̄ + X samples
are estimated using MC samples directly, and 68% flat uncertainty is assigned as the modeling uncertainty
on the 2b-atgged large-R jets.
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Figure 8.26: Kinematic distributions after fit in VRTTX. Only tt̄ + X is scaled by the normalization factor (= 1.68).
There is no trend between data and MC samples.
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9 Systematic Uncertainties

Systematic uncertainty is categorized into experimental and theoretical uncertainties. The experimental
uncertainties derive from experimental techniques such as the modeling of particle reconstruction in the
detector simulation, the measurement of the luminosity, and pile-up. The difference between the data and
MC samples is corrected by “scale factors,” which could also cause systematic uncertainties. The boson
tagging uncertainties are also included in the experimental uncertainties. The theoretical uncertainties are
due to differences among the simulation method.

In this thesis, output variables of theW/Z → qq tagging are employed to estimate the reducible backgrounds,
as explained in the previous chapter. The normalization factor and the extrapolation from the CRs to SRs
are used. Then, the systematic uncertainties for reducible backgrounds are evaluated as originating from the
normalization factor. For the irreducible background and the SUSY signals, the systematic uncertainties
affect the yield in each region.

9.1 Large-R Jets

The uncertainties for large-R jets from jet energy scale (JES), jet energy resolution (JER), jet mass scale
(JMS), and jet mass resolution (JMR) uncertainties are considered. The estimation of the uncertainties is
described in Ref.[109].

Jet Energy Scale (JES) We use “in-situ” methods to correct residual difference between the data and
MC samples, as described in Section 5.3.1.2. In this method, three control samples, Z + jets, γ + jets, and
multi-jet, are used to estimate the JES uncertainty depending on the pT of the jet; Z + jets and γ + jets
events are used for calibrating large-R jets, which have pT ≥ 200 GeV and |η | < 0.8, and multi-jets events
are used to calibrate higher pT large-R jets (pT ≥ 300 GeV and |η | < 0.8). The uncertainties in the in-situ
calibration are shown in Figure 5.5. The differences of the calibration factors between MC samples using
different generators and a combination of three measurements are assigned as systematic uncertainties.

An additional uncertainty depending on the flavor of large-R jets is also considered. This additional
uncertainty is zero for gluon- and quark-initiated jets and non-zero for large-R jets originating from W/Z
boson and top quarks. The total uncertainties for the large-R jets are shown in Figure 9.1.

Jet Energy Resolution (JER) The jet energy resolution is measured in two η regions; one in the central
region (|η | < 0.8) and the other in the forward region (0.8 < |η | < 2.0). An absolute 2% uncertainty for
jet energy resolution estimated by the differences of the width in the truth and reconstructed jet energy
distributions is assigned.
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Figure 9.1: The uncertainty as a function of jet pT of gluon- and quark-initiated jets (a) and jets resulting from
hadronically decaying W/Z boson (b). Flavor uncertainties are propagated from small-R jets. “Relative in situ
JES” are uncertainties from the η inter-calibration, and “Absolute in situ JES” includes all uncertainties of in-situ
measurement in the central region. Total uncertainties are determined as the quadruple sum of each component [110].

Jet Mass Scale (JMS) and Jet Mass Resolution (JMR) For the jet mass resolution uncertainty, the jet
mass response, defined as the ratio of the reconstructed mass to the true jet mass (R = mreco/mtrue) is
measured in the MC based study. The measurement method is described in Ref.[149]. A relative 20%
uncertainty extracted from the jet mass distribution using a Gaussian width is assigned.

The jet mass scale is estimated in the Rtrk method, as described in Section 5.3.1.2. In this method, three
generators are used to estimate the theoretical uncertainties, and three types of mis-modeling for tracking
(efficiency, fake rates, and q/pT bias) as sources of uncertainties are considered. The systematic uncertainty
evaluated in the Rtrk method is shown in Figure 9.2. In the higher pT region, the double ratio of MC samples
(Pythia 8) to data in Rm

trk is ∼ 0.96. The deviation from unity is assigned as a systematic uncertainty and is
shown as a red line. This uncertainty from the Rtrk method is a dominant source of the JMS uncertainty.

The JMS/JMR uncertainties for Z/h→ bb tagging need to be estimated, and the differences between the
data and MC samples are corrected. For the irreducible backgrounds, they are evaluated on the relative
yields, such as the ratio of the yields with the JMS/JMR systematic variations to the nominal MC samples.
The uncertainties for the reducible backgrounds are evaluated as systematic uncertainties on the transfer
factor, such as the double ratio in the CRs and SRs with the JMS/JMR systematic variations to the nominal.
For the SUSY signals, the JMS/JMR systematic uncertainties on the acceptance of m(Jbb) selections are
estimated. The relative yields of each signal process in each SR are calculated with systematic uncertainties.
There is no significant dependency on the signal mass. Thus, all signal samples are summed up for the
estimation. The relative yields of the JMS uncertainty are shown in Figure 9.3. For the JMR uncertainty,
the relative yields are shown in Figure 9.4. There is no problem while these uncertainties are large in not
proper SRs for the SUSY signals due to the MC statistics. The systematic uncertainties of the Z/h→ bb
tagging are fully correlated with them on the normalization factors of kinematic extrapolations.
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Figure 9.2: The uncertainty in the relative jet mass scale as a function of the large-R jet pT with large-R jet
m/pT = 0.2. The baseline uncertainty represents the deviation of the double ratio from unity for Pythia 8. The
modeling uncertainty represents the largest deviation from the unity of alternative MC generators. The tracking
uncertainty represents the quadratic sum of the effect of three tracking variations [109].

9.2 Boson Tagging Efficiency Uncertainty

As measurements of the scale factor of W/Z → qq tagging efficiency are in Sections 6.1.3 and 6.1.4, a
short summary is presented in this section.

The uncertainties derived from the physics objects are estimated as the impact on the W/Z → qq tagging
efficiency. Additionally, theoretical and modeling uncertainties are also estimated with different generators
considering the cross-section uncertainty. As discussed in Section 6.1.3, the uncertainty on smoothing
the SF, the high pT extrapolation, and the W-to-Z extrapolation in the signal SF measurement are also
considered. The total uncertainties for the tagged jets are shown in Figure 9.5. The dominant uncertainty
sources are derived from the modeling and extrapolations.
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Figure 9.3: The relative acceptance change in each signal and control region of the 0L-2B2Q category. The
differences are due to the JMS variations in Figure 9.2. All the statistics from each signal combined as no statistically
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Figure 9.5: Uncertainties for signal jets (a) and background jets (b) passing the W/Z → qq tagging. The red line
represents jet energy scale uncertainties. “Modeling uncertainty” is derived from generator differences. “Flavor
tagging” is the uncertainty of the event selection for the signal efficiency measurement. “SF smoothing” uncertainty
is derived from the choice of binnings in the signal efficiency measurement. “High pT extrapolation” and “W to Z
extrapolation” uncertainties are derived from extrapolating the W boson tagging efficiency measurement to high pT
region and Z boson tagging, respectively. “All other” (the light green line) includes other sources of uncertainties
than the ones described above.
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9.3 Other Experimental Uncertainties

The uncertainties on electrons, muons, small-R jets, and Emiss
T , which are smaller than ones of large-R jets,

are summarized in Table 9.1. Energy scales and resolutions of small-R jets, electrons, and muons, are
considered because they are used to calculate Emiss

T . Additionally, the efficiency of reconstructed objects is
considered. The pile-up correction and the luminosity measurement are taken into account. More detail is
described in Appendix P.

Table 9.1: Minor uncertainties of the objects except for large-R jets.
Objects Systematic sources Impact
Small-R jets Jet energy scale, Jet energy resolution, Jet Vertex Tagger < 5%
Track jets b-tagging < 5%

Electrons Energy scale, Energy resolution
< 1%Efficiency measurement (reconstruction, identification, isolation, trigger)

Photons Efficiency measurement (reconstruction, identification, isolation, trigger) < 1%

Muons Momentum resolution (in ID, MS), Momentum scale
< 1%Efficiency measurement (reconstruction, identification, isolation, trigger)

Emiss
T Scale and resolution of soft term < 2%

Pile-up Correction of the difference between the data and MC < 2%
Luminosity Luminosity measurement 1.7%

9.4 Theoretical Uncertainty

Some physics parameters derived from the MC samples generations for the signal and backgrounds are
considered. Thus, the choice of parameters is assigned as theoretical uncertainties. For example, the
uncertainties come from Parton Distribution Function (PDF) and the strong coupling constant (αs) are
evaluated as the difference in the yield in each region using different PDFs and αs values. The variations on
PDF and αs are based on the nominal choice (NNPDF [96, 150]) and on alternative PDF (MMHT2014 [151]
and CT14 [152]).

Other uncertainties from parameters in the MC sample generation are considered. For example, the
factorization scale (µF ) and the renormalization scale (µR), which is introduced in Section 4.2.1, is
considered. This uncertainty is evaluated as the difference in the yield with varying the parameters by
a factor of 2 and 0.5. Additional uncertainty for W/Z+jets modeling is the matrix element matching
uncertainty. This uncertainty is evaluated as a difference in the yields with different scales using the
nominal value 20 GeV and the up/down variation value (30/15 GeV). The other uncertainty is related to
the scale for the resummation of soft gluon emission. This uncertainty is evaluated as the difference in the
yield by varying the parameters by a factor of 4 and 0.25.

The factorization and renormalization scale uncertainties for the SUSY signals are also considered. This
uncertainty is evaluated as the difference in the yield with varying the parameters of the matrix-element
to parton-shower matching parameter (nominal value: mχ̃heavy/4) by a factor of 2 and 0.5, parton shower
tuning and radiation. Relative 10% uncertainty is assigned as the total signal theoretical uncertainty,
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conservatively. Additionally, the signal cross-section uncertainty is considered. This uncertainty is mainly
driven by the PDF uncertainty [153] and typically 6-20%.

9.5 Summary of Systematic Uncertainties

In addition to the uncertainties discussed above, statistical errors in control regions (CRs) are considered.
The statistical errors in CRs affect the normalization factors of the reducible backgrounds.

Figure 9.6 shows the total uncertainty and the breakdown in the signal regions (SRs) and the validation
regions (VRs) by the fit without signal contribution. The “Reducible BG composition” represents the
composition of reducible backgrounds is discussed in Section 8.4. The dominant uncertainty in the SRs
is the statistics of MC samples, mainly from Z → νν+jets, which is smaller than the statistical errors in
data, as discussed later in Section 10.2. The systematic uncertainties in all the SRs of the 4Q and 2B2Q
categories are similar.

Major systematic sources in each SR are shown in Table 9.2 and Table 9.3. The dominant sources of
uncertainty are the data and MC statistical uncertainties. The sub-dominant sources are uncertainty
originating from the background components in the CRs, W/Z-tagging uncertainties for quark-/gluon-
initiated jets, and theoretical uncertainties of backgrounds.
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Figure 9.6: The total uncertainty and its breakdown obtained from the background-only fit (described in Section 10.1)
in all SRs and VRs [49]. “Boson tagging” represents the uncertainty on the boson tagging (Wqq/Zqq) efficiency.
“Theory” indicates the theoretical uncertainty of the backgrounds. “Experimental” shows the contribution from the
rest of the experimental uncertainties. “CR statistical” and “MC statistical” represent the statistical uncertainty in CR
and SR/VR, respectively. “Reducible BG composition” is the uncertainty assigned to the transfer factor, as shown in
Figure 8.24.
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Table 9.2: Major sources of uncertainties in SR-4Q bins. Statistical error in data (40 ∼ 100%) is not included in this
table. W/Z-tagging uncertainties for quark-/gluon-initiated jets are sub-dominant sources. Due to requiring high
meff, i.e. high pT jet, the impact from di-jet modeling uncertainty is larger than gamma-jet modeling. The uncertainty
originating from the background estimation method is also a sub-dominant source.

Systematic group Dominant component SR-4Q-WW SR-4Q-WZ SR-4Q-ZZ SR-4Q-VV
CR statistical error 8.6% 8.9% 8.8% 8.9%
Reducible BG composition 5.1% 5.3% 5.2% 5.2%
Boson tagging Di-jet modeling 6.6% 7.6% 10.0% 7.7%
Boson tagging γ + jets modeling 4.6% 4.3% 3.8% 4.3%
SR statistical error 14.0% 13.8% 18.1% 12.3%

Table 9.3: Major sources of uncertianites in SR-2B2Q bins. Statistical error in data (40 ∼ 100%) is not included in
this table. The uncertainty originating from the background estimation method is found to be larger thanW/Z-tagging
uncertainties in this table. The impact on the W/Z-tagging uncertainties in SR-2B2Q bins is smaller than SR-4Q bins
because one of two leading large-R jets is required. Z + jets and tt̄ + X theoretical uncertainties are also dominant
sources.

Systematic group Dominant component SR-2B2Q-WZ SR-2B2Q-ZZ SR-2B2Q-VZ
CR statistical error 11.3% 11.1% 11.1%
Reducible BG composition 6.3% 6.1% 6.2%
Boson tagging Di-jet modeling 5.9% 5.9% 5.9%
Boson tagging γ + jets modeling 4.2% 4.0% 4.0%
Theory Z + jets PDF 4.7% 4.0% 4.5%
Theory tt̄ + X normalization 4.5% 5.8% 5.6%
SR statistical error 21.6% 19.6% 17.3%
Systematic group Dominant component SR-2B2Q-Wh SR-2B2Q-Zh SR-2B2Q-Vh
CR statistical error 12.0% 11.7% 11.9%
Reducible BG composition 7.5% 7.3% 7.4%
Boson tagging Di-jet modeling 1.5% 4.1% 3.2%
Boson tagging γ + jets modeling 8.1% 5.3% 7.1%
Theory Z + jets PDF 7.5% 4.8% 6.5%
Theory tt̄ + X normalization 2.5% 3.7% 2.9%
SR statistical error 26.8% 26.6% 24.1%
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10 Results

Results of the search for electroweakinos are presented in this chapter. The significance for the beyond
SM (BSM) signals is examined by comparing the yields of the data and SM backgrounds in the defined
signal regions (SRs). Thus, the background estimation needs to be confirmed that it is a reliable method, as
discussed in Section 8.3. The backgrounds are determined in the control regions (CRs) and evaluated in
the validation regions (VRs) to confirm correct estimation. Once confirmed, the backgrounds in the SRs
are evaluated and compared with the data yields to search for signal excess.

Practically, this is done with a likelihood fitting with normalization factors for reducible backgrounds in
each CR as free parameters to be determined, as well as systematic and statistical uncertainties as nuisance
parameters. The fit is performed simultaneously for all the CRs without assuming the contribution of
the BSM signals. This method is called “background-only fit.” The results of the background estimation
method, such as the normalization factors, the yields, and kinematic distributions in the CRs and VRs, are
described in Sections 10.1. The results of the search are discussed after Section 10.2.

10.1 Background Determination

In order to obtain the normalization factors, we use the following likelihood function:

L(x; (µB, θ)) =
N∏
j

(Ej(µB, θ))
x j

xj!
e−Ej (µB,θ), (10.1)

where µB is the normalization factor of reducible backgrounds, θ is the nuisance parameters derived from
the systematic and statistical uncertainties, xj and Ej(µB, θ) represent the observed events and probability
density function of reducible and irreducible backgrounds in j-th region. The maximum likelihood
approach to fit MC samples to the observed data in the CRs is performed, and the normalization factors are
obtained. More details are described in Appendix Q.1.

A simultaneous fit computes the normalization factors for the reducible backgrounds in all the CRs
(CR0L-4Q, CR0L-2B2Q, CR1L-4Q, CR1L-2B2Q, CR1Y-4Q, and CR1Y-2B2Q). The normalization
factors in CRs (defined in Table 8.1, Table 8.3, and Table 8.4) are used to estimate the backgrounds in
the SRs, and estimate the background in the VRs. The obtained normalization factors are summarized
in Table 10.1. As discussed in Section 8.3, the deviation from unity in the NFs is not problematic. The
post-fit numbers for the backgrounds in the CRs are summarized in Table 10.2.

In the VRs for the 1L and 1Y categories, the CR→ VR extrapolation is validated using W + jets and
γ + jets control samples, which have similar diagrams of the dominant background in the 0L category,
Z(→ νν) + jets. The post-fit breakdown of backgrounds is summarized in Table 10.3, which is visualy
illustrated in Figure 10.1.
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Table 10.1: Normalization factors for the reducible backgrounds by the background-only fit in each CR.
Region Normalization Factor
0L-4Q 0.90 ± 0.08
1L-4Q 0.87 ± 0.04
1Y-4Q 0.71 ± 0.03
0L-2B2Q 1.31 ± 0.16
1L-2B2Q 0.99 ± 0.11
1Y-2B2Q 0.79 ± 0.10

Table 10.2: Observed data events and the post-fit SM background prediction in the CRs [49]. “-” indicates negligible
contribution.

Region CR0L-4Q CR1L-4Q CR1Y-4Q CR0L-2B2Q CR1L-2B2Q CR1Y-2B2Q
Observed 129 439 1001 83 96 127
Post-fit 129 ± 11 439 ± 21 1001 ± 32 83 ± 9 96 ± 10 127 ± 11
W + jets 24.2 ± 2.2 325 ± 16 2.59 ± 0.08 16.6 ± 2.0 48 ± 5 < 0.1
Z + jets 78 ± 7 4.45 ± 0.21 < 1 44 ± 5 0.58 ± 0.06 < 0.01
γ + jets - < 1 856 ± 28 - 0.57 ± 0.06 107 ± 11
VV 21.5 ± 1.9 65.4 ± 3.1 < 1 7.1 ± 0.9 6.9 ± 0.7 -
Vγ - < 1 131 ± 4 < 0.01 < 0.1 12.6 ± 1.3
VVV 0.9 ± 0.4 1.3 ± 0.6 < 0.1 0.10 ± 0.05 0.14 ± 0.08 -
tt̄ 1.38 ± 0.12 30.4 ± 1.5 1.28 ± 0.04 7.8 ± 0.9 24.0 ± 2.5 0.57 ± 0.06
t + X 1.32 ± 0.12 11.0 ± 0.5 < 1 2.87 ± 0.34 13.2 ± 1.4 < 0.1
tt̄ + X 1.3 ± 0.9 1.5 ± 1.2 9 ± 6 3.7 ± 2.6 1.5 ± 1.1 7 ± 5
V h < 0.1 < 0.1 < 0.001 0.95 ± 0.11 0.69 ± 0.07 < 0.01

The post-fit distributions in VRs are shown in Figure 10.2 and Figure 10.3 for the key kinematic variables.
Other distributions are shown in Appendix R. The most significant disagreement between the data and
the estimated backgrounds are observed in VR1L-4Q, corresponding to a statistical significance of 1.8σ.
In order to confirm that the discrepancy is caused by data fluctuation and the background estimation is
reliable, an additional check is performed as discussed below. As discussed in Section 8.3.5, seemingly
discontinuous data deficits observed around meff = 1 TeV and meff = 1.3 TeV, which are most likely due
to statistical fluctuation in the data given that the meff spectra should follow according to a steep-falling
probability distribution. With loosening the pT(V) + pT(J1) + pT(J2) cut from 1 TeV to 0.9 TeV, the deficit
becomes smaller since the normalization factor becomes smaller in the CR1L-4Q, as shown in Figure 10.4,
and the discrepancy in the total becomes smaller than 0.9σ in the region. Thus, these disagreements are
due to statistical fluctuations.

Therefore, it is concluded that the kinematic distributions and the data/MC agreement in the VRs are very
well; hence the background estimation is well validated. Thus, systematic uncertainties originating from
the background estimation method are not assigned.
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Table 10.3: Observed data events and the post-fit SM background prediction in the VR1L (1Y) bins [49]. The
corresponding CR1L (1Y) bins are shown in Table 10.2. “-” indicates negligible contribution.

Region VR1L-4Q VR1Y-4Q VR1L-2B2Q VR1Y-2B2Q
Observed 13 38 5 14
Post-fit 22.0 ± 3.4 43 ± 8 7.8 ± 1.5 8.6 ± 2.0
W + jets 13.4 ± 2.2 < 0.1 3.4 ± 0.7 -
Z + jets 0.198 ± 0.035 - 0.044 ± 0.012 -
γ + jets - 37 ± 7 0.22 ± 0.10 6.4 ± 1.6
VV 4.1 ± 0.8 - 0.55 ± 0.15 -
Vγ - 5.0 ± 0.9 - 1.13 ± 0.27
VVV 0.52 ± 0.28 < 0.01 0.09 ± 0.05 -
tt̄ 2.7 ± 0.4 - 1.8 ± 0.4 0.28 ± 0.18
t + X 0.91 ± 0.21 - 1.27 ± 0.34 -
tt̄ + X 0.16 ± 0.12 0.6 ± 0.5 0.4 ± 0.4 0.8 ± 0.6
V h < 0.001 - 0.046 ± 0.009 -

0

10

20

30

40

50

60

70

E
ve

nt
s

Data Total SM W+jets VV

+jetsγ Top γV+ Other
-1 = 13 TeV, 139 fbs

ATLAS

Post-fit

VR1L
-4

Q

VR1Y
-4

Q

VR1L
-2

B2Q

VR1Y
-2

B2Q
2−

0

2

S
ig

ni
fic

an
ce

Figure 10.1: Comparison between the observed data and the post-fit SM background prediction in the VRs [49].
“Tops” includes tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , and V h. The bottom panel shows the statistical
significance for the discrepancy between the observed numbers of events and the expected SM backgrounds.
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Figure 10.2: Distributions of pT(V)+ pT(J1)+ pT(J2) (a), leading large-R jet mass (b) in VR1L-4Q, pT(V)+ pT(J1)+

pT(J2) (c), mT2(J1, J2; V) (d) in VR1L-2B2Q. “Tops” includes tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV ,
V h, γ + jets, and Vγ.
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Figure 10.3: Distributions of pT(V)+ pT(J1)+ pT(J2) (a) and leading large-R jet mass (b) in VR1Y-4Q. Distributions
of pT(V) + pT(J1) + pT(J2) (c) and mT2(J1, J2; V) (d) in VR1Y-2B2Q. “Tops” includes tt̄, t + X , and tt̄ +X . “Other”
includes Z + jets, VVV , V h, W + jets, and VV .
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Figure 10.4: pT(V) + pT(J1) + pT(J2) distribution in loose VR1L-4Q-like region with the pT(V) + pT(J1) + pT(J2)

selection loosened from 1 TeV to 0.9 TeV. The normalization factor of 1L-4Q region is evaluated from CR1L-4Q-like
region with the same kinematic selections as CR1L-4Q except for pT(V)+ pT(J1)+ pT(J2) selection. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, γ + jets, and Vγ.

10.2 Results on the Signal Regions

Given that the background estimation method is validated, the yields of the data events in the signal regions
(SRs) are finally measured and compared with the SM backgrounds. In addition to the evaluation of the
statistical deviation between the data and the SM prediction, upper limits of a generic beyond-the-SM
(BSM) signal are set in each SR under the background-only hypothesis. Statistical analysis with a fixed
number of signal events without considering specific models is performed. The method is referred to as
“model-independent fit.” In this model-independent fit, we use the likelihood by adding the number of
signal events to Equation 10.1:

L(x; (s, µB, θ)) =
N∏
j

(Ej(s, µB, θ))
x j

xj!
e−Ej (s,µB,θ), (10.2)

where s = (s0, ..., sN ) and sj is the assumed number of BSM signal events in j-th region, Ej(s, µB, θ) is a
sum of sj and the number of background events. In this method, BSM signals are assumed not to remain in
the CRs, sCR = 0.

Next, the profile likelihood ratio with various assumptions of signal events in the SRs (s) is calculated:

λ(s) =
L(s, ˆ̂µB, ˆ̂θ)
L(ŝ, µ̂B, θ̂)

, (10.3)

where ŝ, µ̂B, θ̂ are a set of s, µB, θ that plausibly explains themeasurement under the condition ofmaximizing
the likelihood when s is a free parameter, and ˆ̂µB, ˆ̂θ are the similar to µ̂B, θ̂ while additional constraint
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where s is fixed is added. The profile likelihood ratio is used for the calculation of p-value:

ps =
∫ ∞

qs,obs
f (qs |s) dqs, (10.4)

where qs = −2lnλ(s) is called “test statistics,” f (qs |s) is the probability density function of qs with the
assumption of the fixed signal strength s. Figure 10.5 illustrates the relation between the p-value and f (qs |s)
distribution, and the significance Z . The f (qs |s) function can be obtained by the pseudo experiments
called “toy experiments.” The data of pseudo experiments are generated with fixed nuisance parameters to
the maximum likelihood estimation, and the test statistic function is sampled using the data.

To set upper limits, CLs value [155] is defined:

CLs =
CLs+b

CLb
=

ps
ps=0

, (10.5)

where CLs+b (CLb) and ps (ps=0) are the confidence level (CL) and the p-value of signal-plus-background
(background-only) hypothesis [155]. The upper limit on the number of BSM signal events is set at 95% CL
(CLs = 0.05).

The upper limits are summarized in Table 10.4. The upper limits on expected and observed signal events
are denoted as S95

exp and S95
obs

, respectively. The expected confidence level (CLB), the one-side p-value
(p0), and the significance (Z) for the background-only hypothesis are also summarized. The upper limits
on the visible cross-section (efficiency times cross-section: 〈εσ〉95

obs) is defined:

〈εσ〉95
obs = S95

obs/(Integrated luminosity = 139 fb−1). (10.6)

As shown in Table 10.4, no significant data excess is observed in each SR, and good agreement between
the data and the expected SM backgrounds is observed. The upper limit on the efficiency times the
cross-section of generic BSM signals in each SR allows for easy interpretation of other BSM signals such
as heavy triplet leptons [156]. In this thesis, since the search for electroweakinos is focused, there is no
discussion about other BSM models.

The upper limits in additional signal regions are also set. 10 SRs are already defined in Section 7.5, and 2
inclusive signal regions are added. One is Disc-SR-2B2Q, defined as the logical union of SR-2B2Q-VZ and
SR-2B2Q-Vh. The other is Disc-SR-Incl, defined as the logical union of SR-4Q-VV and Disc-SR-2B2Q. In
SR-2B2Q-Wh and SR-2B2Q-Vh, more stringent observed upper limits than expected are set due to the
large deficit.

The yields of the observed data and expected SM backgrounds in all the SRs are shown in Figure 10.6. The
expected signal from the benchmark SUSY model is also illustrated in the figure. The breakdowns of the
backgrounds in the SRs are shown in Table 10.5 and Table 10.6. Some small data deficits with the data are
observed in SR-2B2Q-Wh and SR-2B2Q-Vh, corresponding to statistical significances 1.0σ.

The post-fit distributions of the kinematic variables in SR-4Q-VV, SR-2B2Q-VZ, and SR-2B2Q-Vh are
shown in Figure 10.7-10.9. Other distributions are shown in Appendix R. A reasonable agreement is
generally found between the data and the expected SM backgrounds across the spectra as well.
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Figure 1: (a) Illustration of the relation between the p-value obtained from an observed value of

the test statistic tµ. (b) The standard normal distribution ϕ(x) = (1/
√

2π) exp(−x2/2) showing the
relation between the significance Z and the p-value.

For a model where µ ≥ 0, if one finds data such that µ̂ < 0, then the best level of
agreement between the data and any physical value of µ occurs for µ = 0. We therefore
define

λ̃(µ) =

⎧
⎪⎪⎨
⎪⎪⎩

L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0,

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0 .

(10)

Here
ˆ̂
θ(0) and

ˆ̂
θ(µ) refer to the conditional ML estimators of θ given a strength parameter

of 0 or µ, respectively.

The variable λ̃(µ) can be used instead of λ(µ) in Eq. (8) to obtain the corresponding test
statistic, which we denote t̃µ. That is,

t̃µ = −2 ln λ̃(µ) =

⎧
⎪⎪⎨
⎪⎪⎩

−2 ln L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0 ,

−2 ln L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0 .

(11)

As was done with the statistic tµ, one can quantify the level of disagreement between the
data and the hypothesized value of µ with the p-value, just as in Eq. (9). For this one needs
the distribution of t̃µ, an approximation of which is given in Sec. 3.4.

Also similar to the case of tµ, values of µ both above and below µ̂ may be excluded by a
given data set, i.e., one may obtain either a one-sided or two-sided confidence interval for µ.
For the case of no nuisance parameters, the test variable t̃µ is equivalent to what is used in
constructing confidence intervals according to the procedure of Feldman and Cousins [8].

2.3 Test statistic q0 for discovery of a positive signal

An important special case of the statistic t̃µ described above is used to test µ = 0 in a class
of model where we assume µ ≥ 0. Rejecting the µ = 0 hypothesis effectively leads to the
discovery of a new signal. For this important case we use the special notation q0 = t̃0. Using
the definition (11) with µ = 0 one finds

6
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Figure 1: (a) Illustration of the relation between the p-value obtained from an observed value of

the test statistic tµ. (b) The standard normal distribution ϕ(x) = (1/
√

2π) exp(−x2/2) showing the
relation between the significance Z and the p-value.

For a model where µ ≥ 0, if one finds data such that µ̂ < 0, then the best level of
agreement between the data and any physical value of µ occurs for µ = 0. We therefore
define

λ̃(µ) =

⎧
⎪⎪⎨
⎪⎪⎩

L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0,

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0 .

(10)

Here
ˆ̂
θ(0) and

ˆ̂
θ(µ) refer to the conditional ML estimators of θ given a strength parameter

of 0 or µ, respectively.

The variable λ̃(µ) can be used instead of λ(µ) in Eq. (8) to obtain the corresponding test
statistic, which we denote t̃µ. That is,

t̃µ = −2 ln λ̃(µ) =

⎧
⎪⎪⎨
⎪⎪⎩

−2 ln L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0 ,

−2 ln L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0 .

(11)

As was done with the statistic tµ, one can quantify the level of disagreement between the
data and the hypothesized value of µ with the p-value, just as in Eq. (9). For this one needs
the distribution of t̃µ, an approximation of which is given in Sec. 3.4.

Also similar to the case of tµ, values of µ both above and below µ̂ may be excluded by a
given data set, i.e., one may obtain either a one-sided or two-sided confidence interval for µ.
For the case of no nuisance parameters, the test variable t̃µ is equivalent to what is used in
constructing confidence intervals according to the procedure of Feldman and Cousins [8].

2.3 Test statistic q0 for discovery of a positive signal

An important special case of the statistic t̃µ described above is used to test µ = 0 in a class
of model where we assume µ ≥ 0. Rejecting the µ = 0 hypothesis effectively leads to the
discovery of a new signal. For this important case we use the special notation q0 = t̃0. Using
the definition (11) with µ = 0 one finds

6

(b) Significance Z and p-value

Figure 10.5: (a) Illustration of the relation between the p-value obtained from an observed value of the test statistic tµ,
instead of s in Equation 10.4. (b) The standard normal distribution ϕ(x) = (1/

√
2π)exp(−x2/2 showing the relation

between the significance Z and the p-value [154].

Table 10.4: 95% CL upper limits on the visible cross-section, defined as efficiency times cross-section (〈εσ〉95
exp) [49].

S95
obs (S

95
exp) shows the 95% CL upper limit on the number of signal events, given the observed number (expected

number and ±1σ excursions) of background events. CLB is the confidence level expected for the background-only
hypothesis. The last column is the discovery p-value (p(s = 0)) with the corresponding Gaussian significance
(Z). This value indicates a compatibility of the observed data with the background-only hypothesis relative
to fluctuations of the background, and is not calculated in the region where the deficit of the data is observed.
Signal region 〈εσ〉95

obs[fb] S95
obs S95

exp CLB p(s = 0) (Z)
SR-4Q-WW 0.032 4.5 4.2+1.8

−1.0 0.55 0.44 (0.15)
SR-4Q-WZ 0.036 5.0 5.1+2.1

−1.3 0.46 −

SR-4Q-ZZ 0.025 3.6 4.1+1.8
−1.0 0.30 −

SR-4Q-VV 0.034 4.7 5.3+2.3
−1.5 0.38 −

SR-2B2Q-WZ 0.033 4.7 4.0+1.7
−0.7 0.66 0.33 (0.44)

SR-2B2Q-Wh 0.022 3.1 3.9+1.3
−0.7 0.28 −

SR-2B2Q-ZZ 0.033 4.5 4.1+1.7
−0.9 0.63 0.37 (0.32)

SR-2B2Q-Zh 0.026 3.6 3.9+1.4
−0.7 0.38 −

SR-2B2Q-VZ 0.032 4.4 4.4+1.8
−1.0 0.50 −

SR-2B2Q-Vh 0.026 3.6 4.4+1.7
−1.0 0.24 −

Disc-SR-2B2Q 0.034 4.8 5.6+2.4
−1.6 0.30 −

Disc-SR-Incl 0.042 5.9 7.2+2.2
−2.0 0.27 −
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Figure 10.6: Comparison between the observed data and the post-fit SM background prediction in the SRs [49]. For
the C1N2-WZ and C1N2-Wh models, the label (900, 100) GeV represents (m( χ̃0

2 ) = 900 GeV,m( χ̃0
1 ) = 100 GeV).

“Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.The bottom panel shows the statistical significance of
the discrepancy between the observed events and the expected SM backgrounds.

Table 10.5: Observed data events and the post-fit SMbackground prediction in the SR-4Q bins [49]. The corresponding
CR0L bins are shown in Table 10.2. “-” indicates a negligible contribution. "Other" includes V h, γ + jets, Vγ, and
tt̄ + X .

Region SR-4Q-WW SR-4Q-WZ SR-4Q-ZZ SR-4Q-VV
Observed 2 3 1 3
Post-fit 1.9 ± 0.4 3.4 ± 0.7 1.9 ± 0.5 3.9 ± 0.8
W+jets 0.37 ± 0.08 0.60 ± 0.13 0.26 ± 0.07 0.69 ± 0.15
Z+jets 1.0 ± 0.21 1.8 ± 0.4 1.26 ± 0.32 2.1 ± 0.4
VV 0.35 ± 0.11 0.73 ± 0.24 0.26 ± 0.09 0.79 ± 0.25
VVV 0.17 ± 0.09 0.19 ± 0.10 0.11 ± 0.07 0.23 ± 0.12
tt̄ 0.039 ± 0.009 0.060 ± 0.018 0.025 ± 0.010 0.063 ± 0.018
t + X 0.015 ± 0.006 0.039 ± 0.016 0.012 ± 0.005 0.039 ± 0.016
Other < 0.001 < 0.001 < 0.001 < 0.001
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Table 10.6: Observed data events and the post-fit SM background prediction in the SR-2B2Q bins [49]. The
corresponding CR0L bins are shown in Table 10.2. “-” indicates a negligible contribution. "Other" includes V h,
γ + jets and Vγ.
Region SR-2B2Q-WZ SR-2B2Q-Wh SR-2B2Q-ZZ SR-2B2Q-Zh SR-2B2Q-VZ SR-2B2Q-Vh
Observed 2 0 2 1 2 1
Post-fit 1.6 ± 0.4 1.9 ± 0.7 1.7 ± 0.5 1.6 ± 0.5 2.2 ± 0.6 2.5 ± 0.8
W+jets 0.11 ± 0.06 0.24 ± 0.09 0.23 ± 0.08 0.26 ± 0.10 0.26 ± 0.09 0.26 ± 0.09
Z+jets 0.84 ± 0.27 1.3 ± 0.5 0.78 ± 0.23 0.66 ± 0.24 1.15 ± 0.33 1.4 ± 0.5
VV 0.33 ± 0.11 0.09 ± 0.03 0.32 ± 0.10 0.085 ± 0.032 0.37 ± 0.11 0.085 ± 0.030
VVV 0.047 ± 0.027 < 0.01 0.051 ± 0.032 0.011 ± 0.007 0.06 ± 0.04 0.011 ± 0.007
tt̄ 0.016 ± 0.006 0.13 ± 0.04 0.064 ± 0.019 0.40 ± 0.16 0.072 ± 0.021 0.46 ± 0.18
t + X 0.11 ± 0.05 0.07 ± 0.04 0.11 ± 0.05 0.041 ± 0.022 0.11 ± 0.05 0.10 ± 0.05
tt̄ + X 0.10 ± 0.08 0.07+0.10

−0.07 0.14 ± 0.12 0.08+0.09
−0.08 0.18 ± 0.14 0.10+0.11

−0.10
Other < 0.01 0.03 ± 0.01 < 0.01 0.024 ± 0.008 < 0.01 0.037 ± 0.011
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Figure 10.7: Distributions of pT(V) (a), pT(V) + pT(J1) + pT(J2) (b), leading large-R jet pT (c), mass (d), D2 (e),
and ntrk (f) in SR-4Q-VV. “Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ. In the D2 and ntrk plots,
kinematic cuts except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure 10.8: Distributions of pT(V) + pT(J1) + pT(J2) (a), mT2(J1, J2; V) (b), pT(Jbb) (c), m(Jbb) (d), pT(Jqq) (e),
and m(Jqq) (f) in SR-2B2Q-VZ. “Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.
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Figure 10.9: Distributions of pT(V) + pT(J1) + pT(J2) (a), mT2(J1, J2; V) (b), pT(Jbb) (c), m(Jbb) (d), pT(Jqq) (e),
and m(Jqq) (f) in SR-2B2Q-Vh. “Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.
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10.3 Model-specific Exclusion Limits

In this section, the impact of this analysis in specific models (summarized in Table 10.7) is discussed.
We calculate the CLs in a similar way as described in Section 10.2. However, the only difference of s in
Equation 10.2 is the numbers of the expected yields of signal MC samples, and the signal contribution to the
CRs are properly taken into account (sCR > 0). Thus, the normalization factors for reducible backgrounds
are different from ones in the background-only fit. Additionally, the systematic uncertainties for signals are
considered, and they correlate with the same systematic uncertainties for backgrounds. This method is
called “model-dependent fit.”

In the model-dependent fit, the CLs value, which is defined in Equation 10.5, are calculated for each
signal point defined in the model space, and the exclusion limits are typically presented in a 2D plane of
(m( χ̃heavy),m( χ̃light)) by interpolating the CLs values from the descrete signal points. Some benchmark
combination points of the SUSY parameters are set and the CLs values are interpolated from these points
to points at the 95% CL (CLs = 0.05). The contours corresponding to CLs = 0.05 is referred to as the
"exclusion limits", and the region where the CLs < 0.05 is called the “ excluded region.” In this fit, some
SRs according to the signal models are used, as summarized in Table 10.7.

10.3.1 (W̃ , B̃)-SIM

The (W̃, B̃)-SIM model is often used as the benchmark SUSY model in the ATLAS/CMS analyses, and
therefore, useful for comparing with the previous analyses [157]. As described in Section 2.3.5, the
branching fraction of χ̃0

2 into χ̃0
1 with Z or h is assumed to be 100%. The exclusion limits for the three

simplified models are shown in Figure 10.10 and Figure 10.11. For the C1C1-WW model, as shown in
Figure 10.10, the mass of the lightest chargino m( χ̃±1 ) between 630 GeV and 760 GeV is excluded for the
mass of the lightest neutralino m( χ̃0

1 ) < 80 GeV by this analysis while the previous analysis excluded
up to 420 GeV for m( χ̃±1 ), corresponding to exclusion of signals with a 15 times smaller production
cross-section.

For the C1N2-WZ and C1N2-Wh models, as shown in Figure 10.11, more stringent limits can be obtained
compared to the C1C1-WWmodel, owing to the large production cross-section. In the C1N2-WZ model, as
shown in Figure 10.11(a), m( χ̃±1 / χ̃

0
2 ) between 440 GeV and 960 GeV is excluded for m( χ̃0

1 ) < 300 GeV in
this analysis while the previous analysis [158, 159] excluded up to 640 GeV for m( χ̃±1 / χ̃

0
2 ), corresponding

to exclusion of signals with a 7.5 times smaller production cross-section. In the C1N2-Wh model, as
shown in Figure 10.11(b), m( χ̃±1 / χ̃

0
2 ) between 400 GeV and 1060 GeV is excluded for m( χ̃0

1 ) < 420 GeV
in this analysis while the previous analysis [160] excluded up to 740 GeV for m( χ̃±1 / χ̃

0
2 ), corresponding to

exclusion of signals with a 3.9 times smaller production cross-section.
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Table 10.7: Summary of the signal models targeted in the search, including the production modes, final states, signal
regions (SRs) used for the hypothetical tests [49]. For the (W̃, H̃) and (H̃, W̃) models, M2, µ and tan β are scanned.
We consider cases with 0 TeV < M2 < 1.2 TeV, −1.2 TeV < µ < 1.2 TeV, and tan β = 2, 5, 10, 30.

Model Production Final states SRs simultaneously fitted Branching ratio

(W̃ ,B̃) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
2 WW,W Z,Wh 4Q-VV, 2B2Q-WZ, 2B2Q-Wh B( χ̃±1 → W χ̃0

1 ) = 1,
B( χ̃0

2 → Z χ̃0
1 ) scanned.

(H̃,B̃)
χ̃±1 χ̃

∓
1 , χ̃

±
1 χ̃

0
2 ,

χ̃±1 χ̃
0
3 , χ̃

0
2 χ̃

0
3

WW,W Z,W h,
Z Z, Zh, hh 4Q-VV, 2B2Q-VZ, 2B2Q-Vh

B( χ̃±1 → W χ̃0
1 ) = 1,

B( χ̃0
2 → Z χ̃0

1 ) scanned,
B( χ̃0

3 → h χ̃0
1 ) = 1 − B( χ̃0

2 → Z χ̃0
1 )

(W̃ ,H̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
3

WW,W Z,Wh, 4Q-VV, 2B2Q-VZ, 2B2Q-Vh Determined from (M2, µ, tan β).
Z Z, Zh, hh

(H̃,W̃) χ̃±2 χ̃
∓
2 , χ̃

±
2 χ̃

0
2 , WW,W Z,Wh, 4Q-VV, 2B2Q-VZ, 2B2Q-Vh Determined from (M2, µ, tan β).

χ̃±2 χ̃
0
3 , χ̃

0
2 χ̃

0
3 Z Z, Zh, hh

(H̃,G̃) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
1 , Z Z, Zh, hh 4Q-ZZ, 2B2Q-ZZ, 2B2Q-Zh B( χ̃0

1 → ZG̃) scanned.
χ̃±1 χ̃

0
2 , χ̃

0
1 χ̃

0
2

(H̃,ã) χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
1 , Z Z, Zh, hh 4Q-ZZ, 2B2Q-ZZ, 2B2Q-Zh B( χ̃0

1 → Zã) scanned.
χ̃±1 χ̃

0
2 , χ̃

0
1 χ̃

0
2

(W̃ , B̃) simplified models: (W̃ , B̃)-SIM
C1C1-WW χ̃±1 χ̃

∓
1 WW 4Q-WW B( χ̃±1 → W χ̃0

1 ) = 1.

C1N2-WZ χ̃±1 χ̃
0
2 W Z 4Q-WZ, 2B2Q-WZ B( χ̃±1 → W χ̃0

1 ) = B( χ̃
0
2 → Z χ̃0

1 ) = 1.

C1N2-Wh χ̃±1 χ̃
0
2 Wh 2B2Q-Wh B( χ̃±1 → W χ̃0

1 ) = B( χ̃
0
2 → h χ̃0

1 ) = 1.
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Figure 10.10: The expected and observed limits for the C1C1-WW model at the 95% CL [49]. The x-axis represents
the lightest chargino mass m( χ̃±1 ) and the y-axis represents the lightest neutralino mass m( χ̃0

1 ). The surrounding
regions by black dashed and soild brown lines represent the expected and observed excluded regions, respectively.
The light blue regions are already excluded by previous searches [157].
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Figure 10.11: The expected and observed limits for the C1N2-WZ and C1N2-Wh models at the 95% CL [49]. χ̃±1 χ̃0
2

→W Z χ̃0
1 χ̃0

1 process (a) and χ̃±1 χ̃0
2 →Wh χ̃0

1 χ̃0
1 process (b) are shown. The x-axis represents the lightest chargino

mass m( χ̃±1 ) and the y-axis represents the lightest neutralino mass m( χ̃0
1 ). The surrounding regions by black dashed

and soild brown lines represent the expected and observed excluded regions, respectively. The light blue regions are
already excluded by previous searches [158–160].
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10.3.2 (W̃ , B̃), (H̃ , B̃), (W̃ , H̃) and (H̃ , W̃ ) models

In order to search for the (W̃, B̃), (H̃, B̃), (W̃, H̃), and (H̃, W̃) models, inclusive signal regions, such as
SR-4Q-VV, SR-2B2Q-VZ, and SR-2B2Q-Vh are used to target all of the W/Z/h. The exclusion limits
on the (W̃, B̃) and (H̃, B̃) models with various assumptions on the branching ratio, B( χ̃0

2 → Z χ̃0
1 ), are

shown in Figure 10.12. A small dependency of the limits on the branching ratio in the (W̃, B̃) model is
found. The statistical combination of SR-4Q and SR-2B2Q bins leads to very stable sensitivity against
varying branching ratio hypotheses. For example, B( χ̃0

2 → Z χ̃0
1 ) is a free parameter in the (W̃, B̃)

model. Comparing the case of B( χ̃0
2 → Z χ̃0

1 ) = 100% and 50%, the amount of χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1

will be a half. However, χ̃±1 χ̃
0
2 → Wh χ̃0

1 χ̃
0
1 increases by the same amount that χ̃±1 χ̃

0
2 → W Z χ̃0

1 χ̃
0
1

decreases. Consequently, the events of χ̃±1 χ̃
0
2 → Wh χ̃0

1 χ̃
0
1 in SR-2B2Q-Wh increase while the events of

χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1 in SR-4Q-WZ and SR-2B2Q-WZ decreases. Thus, the total number of signal events

does not change significantly. This is opposed to what has been commonly done in the result presentation
in the ATLAS/CMS publication, which quotes the CLs value from the most sensitive SR bin, effectively
discarding the signals in one of the SRs.

For the (W̃, B̃) model, m( χ̃±1 / χ̃
0
2 ) between 400 GeV and 1080 GeV is excluded for m( χ̃0

1 ) < 400 GeV. As
described in Section 2.3.5, since signal productions of χ̃±1 χ̃∓1 and χ̃±1 χ̃0

2 are considered simultaneously, the
limits of the (W̃, B̃) model are more stringent than the (W̃, B̃)-SIM. For the (H̃, B̃) model, m( χ̃0

2 ) between
450 GeV and 900 GeV for m( χ̃0

1 ) < 240 GeV is excluded.

Since various decay processes can be considered in the (W̃, H̃) and (H̃, W̃)model, as shown in Figure 2.9(b)
and Figure 2.9(d), the limit are first evaluated based on the 3D parameter space of (µ, M2, tan β) where
µ, M2, tan β are the bilinear Higgs mass parameter, W̃ mass, the ratio of the Higgs vacuum expectation
values. In these models, other SUSY particles than W̃ and H̃ are assumed to be decoupled; then,
all the decay branching ratios can be determined at signal points of (µ, M2, tan β). Consequently, the
expected signal yields in the SRs can be calculated, and CLs values and exclusion limits can be obtained.
Additionally, if (tan β, sign(µ)) is fixed, a pair of (M2, µ) can be uniquely projected to the corresponding
pair of (m( χ̃±2 ),m( χ̃

0
1 )). The results are shown in Figure 10.13. Small dependency on tan β and the sign of

µ is found in the statistical combination of SR-4Q and SR-2B2Q bins. For the (W̃, H̃) model, m( χ̃±2 / χ̃
0
3 )

between 400 GeV and 1060 GeV is excluded for m( χ̃0
1 ) < 400 GeV. For the (H̃, W̃) model, m( χ̃0

2 ) between
440 GeV and 910 GeV is excluded for m( χ̃0

1 ) < 250 GeV.

As shown in Figure 10.12 and Figure 10.13, the dependencies on the branching fraction and the LSP types
are found to be small. This is because all the W/Z/h are targeted inclusively without requiring leptons in
the final states, and the multiple decay processes are combined statistically.

167



300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

1

±χ∼m(

0

100

200

300

400

500

600

700

800
) 

[G
eV

]
10 χ∼

m
( ) = 100%

0

1
χ∼ Z→ 0

2
χ∼B(

) = 75%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 50%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 25%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 0%
0

1
χ∼ Z→ 0

2
χ∼B(

)B
~

, H
~

) = 100% for (
0

1
χ∼ Z→ 0

3
χ∼)+B(

0

1
χ∼ Z→ 0

2
χ∼B(

)B
~

, W
~

(

)B
~

, H
~

(

ATLAS

, X=W/Z/h)
0

1
χ∼: B

~
, 

0

3
χ∼0

2
χ∼±

1
χ∼: H

~
,  

0

2
χ∼±

1
χ∼: W

~
+XX (B

~
B
~

→)H
~

H
~

(W
~

W
~

, 95% CL Expected limit-1 = 13 TeV, 139 fbs

(a) Expected limits with various B( χ̃0
2 → Z χ̃0

1 )

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

1

±χ∼m(

0

100

200

300

400

500

600

700

800

) 
[G

eV
]

10 χ∼
m

( ) = 100%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 75%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 50%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 25%
0

1
χ∼ Z→ 0

2
χ∼B(

) = 0%
0

1
χ∼ Z→ 0

2
χ∼B(

)B
~

, H
~

) = 100% for (
0

1
χ∼ Z→ 0

3
χ∼)+B(

0

1
χ∼ Z→ 0

2
χ∼B(

)B
~

, W
~

(

)B
~

, H
~

(

ATLAS

, X=W/Z/h)
0

1
χ∼: B

~
, 

0

3
χ∼0

2
χ∼±

1
χ∼: H

~
,  

0

2
χ∼±

1
χ∼: W

~
+XX (B

~
B
~

→)H
~

H
~

(W
~

W
~

, 95% CL Observed limit-1 = 13 TeV, 139 fbs

(b) Observed limits with various B( χ̃0
2 → Z χ̃0

1 )

Figure 10.12: Exclusion limits for the (W̃, B̃) and (H̃, B̃) models at the 95% CL shown as a function of the lightest
chargino mass m( χ̃±1 ) (the x-axis) and the lightest neutralino mass m( χ̃0

1 ) (the y-axis) [49]. Expected (a) and observed
(b) limits for various B( χ̃0

2 → Z χ̃0
1 ) hypotheses overlaid. The outer and inner lines correspond to the limits for the

(W̃, B̃) and (H̃, B̃) models, respectively.
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Figure 10.13: Exclusion limits for the (W̃, H̃) and (H̃, W̃)models at the 95% CL shown [49]. The limits are projected
to the higgsino mass and wino mass parameters plane (µ, M2) (a). Additionally, the limits are projected to the gaugino
mass eigenstates plane (b). The limits are shown as a function of the heavy chargino mass m( χ̃±2 ) (the x-axis) and the
lightest neutralino mass m( χ̃0

1 ) (the y-axis).
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10.3.3 (H̃ , G̃) model

Figure 10.14 shows the exclusion limit for the (H̃, G̃) model as a function of the mass of the lightest
neutralino m( χ̃0

1 ) and the branching ratio B( χ̃0
1 → ZG̃). The region with m( χ̃0

1 ) between 450 GeV and
940 GeV is excluded for B( χ̃0

1 → ZG̃) = 100% in this analysis while the previous analysis [161] excluded
up to 540 GeV by the multi-lepton analysis. The improvement in the sensitivity corresponds to 17 times on
the production cross-section of H̃. The region with m( χ̃0

1 ) between 500 GeV and 850 GeV is excluded for
B( χ̃0

1 → ZG̃) = 50% in this analysis while the previous analysis [162] excluded up to 580 GeV by the
multi-b analysis. The sensitivity with B( χ̃0

1 → ZG̃) = 50% in the previous analyses is worse because their
targets are only χ̃0

1 χ̃
0
1 → Z ZG̃G̃ or χ̃0

1 χ̃
0
1 → hhG̃G̃ process. The sensitivity at B( χ̃0

1 → ZG̃) = 50% is
improved by targeting the χ̃0

1 χ̃
0
1 → ZhG̃G̃ process for the first time.
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Figure 10.14: Expected (dashed black) and observed (solid red) exclusion limits for the (H̃, G̃) model at the 95% CL,
as a function of the lightest neutralino mass m( χ̃0

1 ) and the branching ratio B( χ̃
0
1 → ZG̃) = 1 − B( χ̃0

1 → hG̃) [49].
The exclusion limits from the previous ATLAS search using multi-lepton analysis [161] (cyan) and final states with
multi-b analysis [162] (blue) are shown by the shades.
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10.3.4 (H̃ , ã) model

Figure 10.15 shows the exclusion limit for the (H̃, ã) model as a function of the mass of the lightest
neutralino m( χ̃0

1 ) and the axino mass m(ã). As in the (H̃, G̃) model, the excluded lightest neutralino
mass range strongly depends on the branching ratio. The region with m( χ̃0

1 ) between 450 (500) GeV and
940 (850) GeV is excluded for the massless-like axino and B( χ̃0

1 → Zã) = 100 (50)%.

In the (H̃, ã)model, this analysis provides the exclusion limit for the first time since the previous study [163].
The sensitivity is significantly improved by about 600 GeV on m( χ̃0

1 ).
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1 → Zã) = 25% because the CLs values of all the benchmark signal points in the
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11 Discussions

The future prospects in this analysis and the comparisons between the results in this analysis and the
prospects in other final states are discussed in Section 11.1. How the results of this analysis have changed
the direction of the search for electroweakinos with a large mass difference between χ̃heavy and χ̃light in the
future ATLAS experiment is discussed.

As discussed in Section 2.3.4, the MSSM provides the solutions for the problems in the SM. The lightest
neutralino is the LSP and can be a good dark matter candidate. Thus, the impact on the SUSY scenarios
motivated by the dark matter with the B̃/W̃ /H̃-LSP by the results in this thesis is discussed using the
pMSSM framework in Section 11.2. The MSSM can also explain the muon g-2 anomaly by introducing
the loops between sleptons and electroweakinos. In this thesis, sleptons are assumed to be heavy and not
generated in the production or decay processes of target topologies. The impact of this analysis on the
scenarios motivated by the muon g-2 anomaly is checked using the pMSSM framework in Section 11.3.
The naturalness in the light higgsino case is also discussed in Section 11.4.

11.1 Future Prospects

The LHC Run-3 is planned to start in 2022, and an additional 160 fb−1 of data is expected to be recorded in
3 years. The High-Luminosity LHC (HL-LHC) [164] is planned after the LHC Run-3. In the HL-LHC, a
center-of-mass energy will be 14 TeV and a luminosity of 5.0 ∼ 7.5 × 1034 cm−2s−1 is expected by the
upgrade of the accelerator. Thus, 3000 ∼ 4000 fb−1 of data is expected to be recorded in ∼ 10 years. The
exclusion limits of this analysis and the future limit projections of multi-lepton and multi-b analyses are
compared, and the sensitivity of this analysis is extrapolated to the LHC Run-3 and HL-LHC.

11.1.1 Future Prospects of the Multi-Lepton and Multi-b-and-1-Lepton Analyses

Figure 11.1 shows the future limit projection of the multi-lepton analysis and the exclusion limit for
the C1N2-WZ model in this analysis. The multi-lepton analysis will exclude m( χ̃±1 / χ̃

0
2 ) < 840 GeV

at 300 fb−1 [165]. In this analysis, the exclusion has been improved to 960 GeV for m( χ̃±1 / χ̃
0
2 ), which

outperforms the multi-lepton analysis at 300 fb−1.

Figure 11.2 shows the future limit projection of the multi-b-and-1-lepton analysis and the exclusion limit in
this analysis. The multi-b-and-1-lepton analysis will exclude m( χ̃±1 / χ̃

0
2 ) < 920 GeV at 300 fb−1. In this

analysis, the exclusion has been improved to 1060 GeV for m( χ̃±1 / χ̃
0
2 ), which outperforms the multi-b-and-

1-lepton analysis at 300 fb−1. The multi-lepton analysis for χ̃±1 χ̃
0
2 → Wh χ̃0

1 χ̃
0
1 → lνll (lνττ)+ χ̃0

1 χ̃
0
1 also

provides the future limit projection [165]. The multi-lepton analysis will exclude m( χ̃±1 / χ̃
0
2 ) < 940 GeV at

3000 fb−1 collected in the HL-LHC, which the exclusion limit achieved in this analysis already surpasses
for scenarios with ∆m > 500 GeV in the multi-lepton analyses using 21 times or more data statistics.
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Figure 11.1: Comparison of exclusion limits in the C1N2-WZ model at the 95% CL and the future projection of the
multi-lepton analysis, as a function of the bino mass m( χ̃0

1 ) and the wino mass m( χ̃±1 / χ̃
0
2 ). The solid black line is the

exclusion limit at the 95% CL in this analysis using the fully hadronic final state. The dashed red line is the expected
exclusion limit at the 95% CL of the future multi-lepton analysis at 300 fb−1 taken by ATLAS in the future [165].

Figure 11.3 shows the future limit projection of the multi-lepton and multi-b analyses at 300 fb−1. The
combined results will exclude m( χ̃±1 ) < 600 GeV at 300 fb−1. In this analysis, the exclusion has been
improved to 900 GeV for m( χ̃±1 ), which outperforms the combined analyses at 300 fb−1.

In the (W̃, H̃) model, Ref.[168] provides the future limit projection of the same sign multi-lepton analysis.
The same sign multi-lepton analysis will exclude m(W̃) < 800 GeV at 1000 fb−1. In this analysis, the
exclusion has been improved to 1000 GeV for m(W̃), which outperforms the same sign multi-lepton analyses
at 1000 fb−1.

In the (H̃, ã) model, Ref.[169] reports the exclusion limits up to 300 GeV for m( χ̃0
2 ). In this analysis, the

exclusion has been improved to 960 GeV if B( χ̃0
1 → Zã) = 100%, and the sensitivity is significantly

improved.

As discussed above, the sensitivities in this analysis to search for heavy electroweakinos outperform the
future limit projections of the other analyses without any significant improvements. However, the other
analyses have better sensitivity with a small difference ( χ̃heavy − χ̃light < 300 GeV) since this analysis focus
on the heavy electroweakino scenarios with the large mass difference. Therefore, by optimizing the other
analyses for a small mass difference, efficient SUSY searches can be performed in ATLAS as a whole.
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11.1.2 Future Prospects of the Full-Hadronic Analysis

This analysis can impose much tighter event selections to search heavier electroweakinos with larger mass
splittings and large data statistics in the HL-LHC. The event selections are summarized in Table 11.1.

The limit projections of some benchmark signals are shown in Figure 11.4. Considering the (W̃, B̃)-SIM,
the sensitivity can be extended up to 1.3-1.5 TeV in m( χ̃±1 / χ̃

0
2 ) with L = 3000 fb−1. In (H̃, G̃), the

sensitivity can be extended up to 1.3 TeV in m( χ̃0
1 ) with L = 3000 fb−1.
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Table 11.1: Event selections for the future limit projection. Preselction (Precut0L4Q and Precut0L2B2Q) and the
boson tagging requirements are not changed and omitted while they are required.

Category Integrated luminosity Selections

SR-4Q
139 fb−1 (Run-2) Emiss

T > 300 GeV min∆φ( j, Emiss
T ) > 1.0 meff > 1300 GeV

300 fb−1 (Run-3) Emiss
T > 400 GeV min∆φ( j, Emiss

T ) > 1.0 meff > 1500 GeV
3000 fb−1 (HL-LHC) Emiss

T > 400 GeV min∆φ( j, Emiss
T ) > 1.6 meff > 1900 GeV

SR-2B2Q
139 fb−1 (Run-2) Emiss

T > 200 GeV mT2 > 250 GeV meff > 1000 GeV
300 fb−1 (Run-3) Emiss

T > 200 GeV mT2 > 250 GeV meff > 1100 GeV
3000 fb−1 (HL-LHC) Emiss

T > 400 GeV mT2 > 250 GeV meff > 1600 GeV
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Figure 11.4: The prospects for the (W̃, B̃)-SIM and (H̃, G̃) models. The exclusion limits at the 95% CL in the
C1C1-WW (a), C1N2-WZ (b), and C1N2-Wh models as functions of m( χ̃±1 / χ̃

0
2 ) and m( χ̃0

1 ). The exclusion limits
at the 95% CL in the (H̃, G̃) model as functions of m( χ̃0

1 ) and the branching ratio of χ̃0
1 → ZG̃. The black lines

represent the observed limits of this analysis using 139 fb−1 with 30% systematic uncertainty of backgrounds. Red
(blue) lines correspond to the expected limits with 300 (3000) fb−1 and 30% systematic uncertainty of backgrounds.
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11.2 Implication to Dark Matter

As discussed in Section 2.3.4.2, the lightest neutralino can be a good candidate for the dark matter.
Figure 2.6 shows the dark matter density with B̃/W̃ /H̃-like dark matter as a function of m( χ̃0

1 ). If other
particles can also be dark matter components, the expected dark matter density of B̃/W̃ /H̃ will be small.

11.2.1 B̃-like Dark Matter

In this thesis, the SUSY models with a large mass difference between χ̃heavy and χ̃light are targeted, and the
other SUSY particles, such as sleptons and BSM Higgs bosons, are decoupled. Thus, only the Z-/h-funnel
models [41] as the B̃-dominant dark matter scenario can explain the dark matter density (Ωχ̃0

1
h2 = 0.12).

In these models, m( χ̃0
1 ) ∼ m(Z)/2, m(h)/2. For the Z-/h-funnel models, the density of B̃ is determined

by the coupling between the dark matter (LSP) and Z/h bosons. The coupling depends on the higgsino
mass parameter µ and the ratio of the Higgs vacuum expectation values tan β (more details described in
Appendix A.4). Therefore, the upper limit for µ can be set if the density of B̃ is allowed to be smaller than
the observed dark matter density.

Then, the (H̃, B̃) model1 is considered. Figure 11.5 shows the constraint from this analysis. From the
results in this analysis, the m( χ̃0

2 ) between 500 GeV and 900 GeV are excluded regardless of tan β and the
sign of µ. Thus, in the (H̃, B̃) scenario motivated by the dark matter, 5.5 < tan β < 7 is excluded in the
h-funnel case with µ < 0 and tan β > 8.5 is excluded in the h-funnel case with µ > 0. In these regions,
the XENON-1T experiment is insensitive (more detail is described in Appendix A.4). While the indirect
dark matter searches, such as Fermi-LAT [63] and AMS-02 [64], provide the limits on the dark matter
annihilation cross-sections times the velocity for χ̃0

1 χ̃
0
1 → bb̄ or ττ̄, they do not provide the significant

constraint for the Z-/h-funnel models since the upper limit is at most O(10−28) cm3s−1 and enough smaller
than the expected cross-sections times the velocity of B̃ [41]. Other constraints discussed in Ref.[41] do not
provide effective exclusion limits. Therefore, this analysis provides the most stringent limit on the (H̃, B̃)
scenario motivated by the dark matter.

11.2.2 W̃ -/H̃-like Dark Matter

In the light W̃-LSP or H̃-LSP cases, the lightest chargino degenerates. Such case with m( χ̃±1 ) < 103 GeV is
already excluded by LEP [40]. Considering the heavy W̃-LSP or H̃-LSP cases, the lightest neutralino mass
m( χ̃0

1 ) is favored to be 3 (1) TeV, as shown in Figure 2.6. However, these heavy LSPs are not considered in
this analysis, but the models where W̃ or H̃ is the LSP and one of the dark matter components. To study
these dark matter models, the phenomelogical MSSM parameters are scanned over using libraries, such
as SOFTSUSY [170], SPheno [171], FeynHiggs [172], GM2Calc [173] and micrOMEGAs [174]. The
ranges for scan of the parameters are summarized in Table 11.2. In this thesis, the (W̃, H̃) and (H̃, W̃)
models are considered. Then, the ranges of scan for these models are considered, and the results are shown
in the H̃ and W̃ mass parameters plane (µ, M2). In this study, the positive W̃ mass (M2 > 0) and the
positive/negative H̃ mass case is only considered. The reason why the negative M2 case is not considered is

1 In the (W̃, B̃) model, we need to introduce an inconsistent assumption for this analysis. To explain the observed dark matter
density, the higgsino mass parameter µ is required to be not very large, even though higgsino is assumed to be decoupled. Thus,
the (W̃, B̃) model motivated by the dark matter is not considered here.
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Figure 11.5: Expected (dashed green band) and observed (hashed green band) limits at the 95% CL on the (H̃, B̃)
model as a function of tan β and m( χ̃0

2 ), when the mass of B̃-like LSP ( χ̃0
1 ) being (a) half of the Z-mass (42.6 GeV),

or (b) half of the h-mass (62.5 GeV) so that the LSP dark matter can annihilate via Z/h resonance [49]. The areas
surrounded by the bands represent the excluded range of χ̃0

2 . The limits are assumed to be constant along tan β given
the small dependency on B( χ̃0

2 → Z χ̃0
1 ) seen in Figure 10.12. The overlaid red solid (blue dashed) line indicates χ̃0

2
that reproduces the observed dark matter relic density, Ωh2 = 0.12, with µ > 0 (µ < 0) [41].

that the transformation that M2 → −M2 corresponds to the conversion of µ→ −µ, i.e., the sign of M2 × µ

is important.

Some MSSM parameters, such as the mass parameters for superpartners, are constrained by the ATLAS
and CMS analyses. However, these constraints depend on the LSP type; in most cases, B̃-LSP is considered.
Thus, the exclusion limits can not apply to this study for the W̃-LSP or H̃-LSP cases. For example, the
searches for stop, as shown in Figure 2.4(b) target the decay process of t̃ → X χ̃0

1 , however, in the W̃-LSP
or H̃-LSP cases, t̃ → X χ̃±1 process is allowed. Then, the exclusion limits become smaller.

Thus, the following selections for the dark matter motivated scenario in the (W̃, H̃) or (H̃, W̃) case are
imposed:

• Selections for the (W̃, H̃) and (H̃, W̃) models:

– |M2 |, |µ| < |M1 | (B̃ is decoupled)

– B(W̃ → W/Z/h + H̃) ∼ 100% or B(H̃ → W/Z/h + W̃) ∼ 100%

• Passing the loose constraint on the observed dark matter density: ΩMh2 < 0.14

• Passing the constraint on the Higgs mass: 124 GeV < mh < 128 GeV

• Passing the constraints from other analyses

– XENON-1T [60, 61] (direct dark matter search)

– Fermi-LAT [175] and AMS-02 [64] (indirect dark matter search)

– The searches for electroweakinos with a small mass difference between χ̃±1 ( χ̃0
2 ) and χ̃

0
1 [53,

55, 176]
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Table 11.2: The ranges of the pMSSM parameters scan in the dark matter motivated scenarios for the W̃-LSP and
H̃-LSP cases.

Parameter Min value Max value Note

mL̃1
(= mL̃2

) 90 GeV 4 TeV Left-handed slepton (first two gens.) mass
mẽ1(= mẽ2) 90 GeV 4 TeV Right-handed slepton (first two gens.) mass
mL̃3

90 GeV 4 TeV Left-handed stau doublet mass
mẽ3 90 GeV 4 TeV Right-handed stau mass

mQ̃1
(= mQ̃2

) 1 TeV 10 TeV Left-handed squark (first two gens.) mass
mũ1(= mũ2) 1 TeV 10 TeV Right-handed up-type squark (first two gens.) mass
md̃1
(= md̃2

) 1 TeV 10 TeV Right-handed down-type squark (first two gens.) mass
mQ̃3

1 TeV 10 TeV Left-handed squark (third gen.) mass
mũ3 1 TeV 10 TeV Right-handed top squark mass
md̃3

1 TeV 10 TeV Right-handed bottom squark mass

|M1 | 400 GeV 13 TeV Bino mass parameter
M2 70 GeV 1.2 TeV Wino mass parameter
|µ| 80 GeV 1.0 TeV Bilinear Higgs mass parameter
M3 1.5 TeV 4 TeV Gluino mass parameter

|At | 0 GeV 16 TeV Trilinear top coupling
|Ab | 0 GeV 4 TeV Trilinear bottom coupling
|Aτ | 0 GeV 4 TeV Trilinear τ lepton coupling
mA 100 GeV 4 TeV Pseudoscalar Higgs boson mass
tan β 1 70 Ratio of the Higgs vacuum expectation values

– The combined LEP search [40] (m( χ̃±1 ) > 103 GeV)

– 2.69×10−4 < B(b→ sγ) < 3.87×10−4 (±2σ of theoretical prediction [177] and experimental
measurements [178])

– 1.6×10−9 < B(Bs → µ+µ−) < 4.2×10−9 (±2σ of LHCb [179] and CMS [180] measurements)

– 6.6× 10−5 < B(B+ → τ+ντ) < 16.1× 10−5 (±2σ of experimental results [181] and theoretical
prediction [182])

The result of the scan is shown in Figure 11.6. |M2 − µ| < 90 GeV is not considered in this thesis. In large
(µ−M2) region, i.e., the target phase space in this analysis, W̃-like χ̃±1 and χ̃0

1 degenerate. Thus, the search
for a small mass difference between χ̃±1 and χ̃0

1 in ATLAS [55] provides a stringent limit. However, if H̃ is
the LSP, this analysis provides the most powerful sensitivity than other experiments. That is because the
direct and indirect searches have low sensitivities and provide the constraints of interactions of whole the
dark matter, not one component, such as χ̃0

1 . ATLAS and CMS have poor sensitivities in a mass difference
between χ̃±1 and χ̃0

1 (> 2 GeV). The asymmetry on the sign of µ is caused by a difference in the dark matter
annihilation cross-sections. This analysis provides the most stringent limits for the scenario motivated by
the dark matter with H̃-like LSP (µ > 150 GeV).
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11.3 Implication to Muon g-2 anomaly

As discussed in Section 2.3.4.3, the discrepancy can be explained using the loop of electroweakinos and
sleptons. Discrepancy of the muon g-2 at 4.2σ level is reported by the Fermilab group [45]:

∆aµ = aexpmµ − aSMµ = (25.1 ± 5.9) × 10−10. (11.1)

A contribution of ∆aµ by the SUSY particles (∆aSUSYµ ) is proportional to tan β. Thus, if tan β is small,
electroweakinos are required to be light to explain the muon g-2 anomaly. The light electroweakino
cases have already been excluded by the previous analyses with multi-lepton final states. Thus, the heavy
electroweakino cases, i.e., with large tan β are considered in this thesis.

In order to evaluate the contribution by the SUSY particles in the target models of this thesis, ∆aSUSYµ

is calculated with various B̃/W̃ /H̃ mass parameter (M1, M2, µ), and the fixed smuon mass, tan β. The
settings of calculations are,

• tan β = 60

• mµ̃L = 700 GeV

• mµ̃R =

{
701 GeV (light µ̃R model)
3000 GeV (heavy µ̃R model)

• The heaviest of (M1, M2, µ) is assumed to be 3000 GeV.

The settings are determined by the typical upper limit of tan β and passing the constraints on the smuon
search [157].

The results with the light or heavy µ̃R models are shown in Figure 11.8 and Figure 11.9. Figure 11.8
shows the results in the heavy µ̃R model, where the contributions of right-handed smuons are assumed to
be negligible. Figure 11.9 shows the results in the light µ̃R model. The red lines represent the observed
exclusion limits of this analysis.

In the (W̃, B̃) and (H̃, B̃) models, ∆aSUSYµ is typically smaller than 1.5 × 10−9 with tan β = 60 and
mµ̃ ∼ 700 GeV. However, ∆aSUSYµ with large tan β (for example, tan β = 100) is consistent with the
anomaly since ∆aSUSYµ strongly depends on tan β and mµ̃. Since the results in this analysis only depend
on the mass, constraints on the scenarios motivated by the muon g-2 anomaly can be set if very large
tan β is assumed. On the other hand, the (W̃, H̃) and (H̃, W̃) models are favored by the muon g-2 anomaly.
XENON-1T provides stringent limits on the dark matter mass in the (W̃, H̃) model, as discussed in
Ref.[46]. The search for electroweakinos with a small mass difference between χ̃±1 and χ̃0

1 in the ATLAS
experiment [55] provides stringent limits for the (H̃, W̃) model, as discussed in Section 11.2. The (W̃, H̃)
and (H̃, W̃) models motivated by the muon g-2 anomaly are constrained by this analysis as well.

11.3.1 Light Electroweakino Scenarios motivated by Muon g-2 Anomaly

In this sub-section, specific parameter space, which passes the constraints by the other analyses and has a
similar topology of target models in this thesis, is considered. The target models in this thesis are required
to have a large mass difference (> 400 GeV) and light W̃ and H̃ cases, such as the (W̃, H̃) or (H̃, W̃)model is
favored by the muon g-2 anomaly, as discussed above. However, these models have already been excluded
by the other analyses [46, 55]. Then, light B̃ is also introduced in these models. If H̃ is the lightest or

181



100 200 300 400 500 600 700 800
m( ̃μL, R) [GeV]

0

100

200

300

400

500

600

m
(

̃
χ0 1)

[G
eV

]

pp → ̃μ+
L, R ̃μ−

L, R, ̃μ → μ ̃χ0
1, bino LSP

ATLAS Preliminary
8 − 13 TeV, 20.3 −139 fb−1

June 2021

m(μ̃) <
m(

̃χ
0 1)

All limits at 95% CL
Expected
Observed

arXiv:1403.5294, Run 1 2ℓ
arXiv:1911.12606, Run 2 soft 2ℓ
arXiv:1908.08215, Run 2 2ℓ0J
LEP ̃μR excluded

aSUSY
μ ± 1σ = (2.5 ± 0.6) × 10−9

(tanβ, μ, M2)
(60, 0.5 TeV, 0.5 TeV)
(60, 3.0 TeV, 1.0 TeV)
(60, 1.0 TeV, 1.0 TeV)
( 5, 3.0 TeV, 1.0 TeV)
( 5, 1.0 TeV, 1.0 TeV)

Figure 11.7: Exclusion limits of smuon at the 95% CL [58]. The hatched bands correspond to the observed muon
g-2 anomaly [45]. The muon g-2 bands are calculated using the GM2Calc [173] and SPheno [171] packages.

second lightest of (B̃, W̃ , H̃), the case is excluded by XENON-1T. Thus, the heaviest H̃ case is considered.
If W̃ and B̃ do not degenerated, the multi-decay process with different ∆m, such as H̃ → VW̃ and H̃ → V B̃,
can be observed and they are not targeted in this thesis. On the contrary, if W̃ and B̃ degenerate (typically
< 5 GeV), the results in this thesis can be interpreted since the difference in observed mass difference
between two processes is small, and decay products of W̃ (B̃) decaying into B̃ (W̃) have low momenta and
cannot be reconstructed by kinematic selections in this thesis. Since W̃-like dark matter case is excluded
by XENON-1T, the case where m(B̃) < m(W̃) < m(H̃) and m(W̃) − m(B̃) is typically less than 5 GeV is
considerd. The mass hierarchies of this case and a similar case such as (H̃, W̃) are shown in Figure 11.10.
In this case, the mass difference between χ̃±1 and χ̃0

1 is larger than the W̃-like LSP case. The target decay
processes in this thesis are illustrated as red lines. The orange lines represent the decay process with a
small mass difference, such as χ̃±1 and χ̃0

1 , and the decay products have low momenta. Thus, they are not
observed in this thesis due to kinematic selections.

As the mass differences between χ̃±1 ( χ̃0
2 ) and χ̃

0
1 are small, similar exclusion limits to the (H̃, W̃) model

in this thesis because low pT leptons and jets, as illustrated in an orange arrow in Figure 11.10, do not
pass the lepton and jet selections and the exclusion limits for the (H̃, W̃) model in this thesis have a small
dependency on MSSM parameters.

The phenomenological MSSM parameters are scanned over using libraries, such as SOFTSUSY [170],
SPheno [171], FeynHiggs [172], GM2Calc [173] and micrOMEGAs [174]. The scan ranges of the
parameters are summarized in Table 11.3. M2 and µ are assumed to be positive because ∆aµ is low due
to small tan β if M2 < 0, and the dominant contribution of the W̃-H̃-ν̃µ is negative value if M2 > 0 and
µ < 0.

The following selections are applied:

• Selections for the this target the (W̃, H̃) and (H̃, W̃) models:

– |M2 |, |M1 | < |µ|
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Figure 11.8: ∆aSUSYµ with heavy right-handed smuon in the (W̃, B̃) (a), (H̃, B̃) (b), (W̃, H̃) and (H̃, W̃) (c) models.
The black solid line represents ∆aSUSYµ = 2.5 × 10−9, and the dashed lines represent 1σ band. The red lines
are the observed exclusion limits of the (W̃, B̃) model with B( χ̃0

2 → Z χ̃0
1 ) = 100% (a), the (H̃, B̃) model with

B( χ̃0
2 → Z χ̃0

1 ) = B( χ̃
0
3 → h χ̃0

1 ) = 100% (b), and the (W̃, H̃) and (H̃, W̃) models with tan β = 30 and µ > 0 (c) at
the 95% CL in this analysis.

– B(H̃ → W/Z/h + W̃/B̃) ∼ 100%

– m( χ̃±1 ) − m( χ̃0
1 ) < 5 GeV, m( χ̃0

2 ) − m( χ̃0
1 ) < 5 GeV

• Passing the constraint on the observed dark matter density: ΩMh2 < 0.12 [8, 9]

• Passing the constraint on the Higgs mass: 124 GeV < mh < 128 GeV

• Passing the constraints from other analyses

– XENON-1T [60, 61] (direct dark matter search)

– Fermi-LAT [175] and AMS-02 [64] (indirect dark matter search)

– The searches for electroweakinos with a small mass difference between χ̃±1 ( χ̃0
2 ) and χ̃

0
1 [53,

55, 176]

– The combined LEP search [40] (m( χ̃±1 ) > 103 GeV)
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Figure 11.9: ∆aSUSYµ withmµ̃L ∼ mµ̃R in the (W̃, B̃) (a), (H̃, B̃) (b), (W̃, H̃) and (H̃, W̃) (c) models. The black solid line
represents∆aSUSYµ = 2.5×10−9, and the dashed lines represent 1σ band. The red lines are the observed exclusion limits
of the (W̃, B̃)model withB( χ̃0

2 → Z χ̃0
1 ) = 100% (a), the (H̃, B̃)model withB( χ̃0

2 → Z χ̃0
1 ) = B( χ̃

0
3 → h χ̃0

1 ) = 100%
(b), and the (W̃, H̃) and (H̃, W̃) models with tan β = 30 and µ > 0 (c) at the 95% CL in this analysis.

– 2.69×10−4 < B(b→ sγ) < 3.87×10−4 (±2σ of theoretical prediction [177] and experimental
measurement [178])

– 1.6×10−9 < B(Bs → µ+µ−) < 4.2×10−9 (±2σ of LHCb [179] and CMS [180] measurements)

– 6.6× 10−5 < B(B+ → τ+ντ) < 16.1× 10−5 (±2σ of experimental results [181] and theoretical
prediction [182])

The result of the parameter scan is shown in Figure 11.11. The blue points represent the remaining models
after the selections described above. This analysis provides the exclusion limits on this SUSY scenario
motivated by the muon g-2 anomaly.
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Figure 11.11: Results of pMSSM scan in the (H̃, W̃-B̃) model motivated by the muon g-2 anomaly. The red lines
represent the observed exclusion limit in this analysis (tan β = 30) at the 95% CL for the (H̃, W̃) model.
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Table 11.3: The ranges of the pMSSM parameters scan in the scenarios motivated by the muon g-2 anomaly for the
(H̃, W̃-B̃) model.

Parameter Min value Max value Note

mL̃1
(= mL̃2

) 90 GeV 4 TeV Left-handed slepton (first two gens.) mass
mẽ1(= mẽ2) 90 GeV 4 TeV Right-handed slepton (first two gens.) mass
mL̃3

90 GeV 4 TeV Left-handed stau doublet mass
mẽ3 90 GeV 4 TeV Right-handed stau mass

mQ̃1
(= mQ̃2

) 1 TeV 10 TeV Left-handed squark (first two gens.) mass
mũ1(= mũ2) 1 TeV 10 TeV Right-handed up-type squark (first two gens.) mass
md̃1
(= md̃2

) 1 TeV 10 TeV Right-handed down-type squark (first two gens.) mass
mQ̃3

1 TeV 10 TeV Left-handed squark (third gen.) mass
mũ3 1 TeV 10 TeV Right-handed top squark mass
md̃3

1 TeV 10 TeV Right-handed bottom squark mass

M1 100 GeV 300 GeV Bino mass parameter
M2 100 GeV 300 GeV Wino mass parameter
µ 400 GeV 900 GeV Bilinear Higgs mass parameter
M3 1.5 TeV 4 TeV Gluino mass parameter

|At | 0 GeV 16 TeV Trilinear top coupling
|Ab | 0 GeV 4 TeV Trilinear bottom coupling
|Aτ | 0 GeV 4 TeV Trilinear τ lepton coupling
mA 100 GeV 4 TeV Pseudoscalar Higgs boson mass
tan β 1 70 Ratio of the Higgs vacuum expectation values
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11.4 Implication to Naturalness

From the viewpoint of naturalness, light higgsino is favored. As discussed in Sec.2.3.5, µ < 700 GeV is
allowed with 1% fine-tuning. In this thesis, we consider the (W̃, H̃) model as the H̃-LSP model. In this
model, XENON-1T [60, 61] and the previous analyses in ATLAS/CMS [53, 55, 176] provide limits on the
higgsino mass and exclude m( χ̃0

1 ) < 200 GeV. On the other hand, we provide the limit up to 400 GeV with
m(W̃) < 1 TeV. For the H̃-NLSP case, the (H̃, B̃), (H̃, W̃), (H̃, G̃), and (H̃, ã) models are considered. For
the (H̃, G̃) model, only the gravitino LSP case has been explored, and the limits on higgsino mass reach
∼ 890 GeV in the ATLAS and CMS, as shown in Figure 2.14. In this case, we explore the heavy higgsino
mass (m( χ̃0

1 ) > 900 GeV) for the first time. For the (H̃, B̃), (H̃, W̃), (H̃, ã) models, we set stringent limits
on the higgsino mass at the first time.

Therefore, this analysis provides the stringent limits on m(H̃) up to 960 GeV in the SUSY scenarios
motivated by the naturalness such as allowing 1% fine-tuning.
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12 Conclusions

The search for supersymmetric electroweakinos using 139 fb−1 of
√

s = 13 TeV pp-collision data collected
by the ATLAS detector was reported. Particularly targeted in this thesis are those in which χ̃heavy decays
into χ̃light and W/Z/h bosons, with a large mass difference between χ̃heavy and χ̃light (> 400 GeV). Thanks
to the large mass difference, the bosons are boosted and reconstructed as a single large-R jet when the
bosons decay hadronically. Such hadronic decay modes can provide a significant advantage thanks to
the large branching ratio. Since we focus on the fully hadronic final state without leptons, and W/Z/h
are all targeted, it is possible to search for electroweakinos with a small model dependence on the SUSY
parameters.

However, many backgrounds possibly originate from the quark- or gluon-initiated jets called QCD
backgrounds. In most of the previous searches in ATLAS and CMS, leptonic decay of bosons is used to
reject these backgrounds. Consequently, the signal acceptance is small due to the small branching ratio. On
the contrary, we reject the backgrounds by developing a technique to identify bosons effectively with strong
discrimination from QCD backgrounds in the fully hadronic final state. For the W/Z → qq tagging, the jet
mass and substructures, such as D2 and ntrk, are used for the selections, and the cut values for the selections
are optimized for this analysis. The signal efficiency is approximately 50%, and the background rejection
is 10 − 40. For the Z/h→ bb tagging, the jet mass and the number of b-tagged sub-jets are used for the
selections. The signal efficiency is approximately 50%, and the background rejection is 10 − 1000.

We search for electroweakinos in two decay modes simultaneously, χ̃heavy χ̃heavy → qqqq χ̃light χ̃light
and χ̃heavy χ̃heavy → qqbb χ̃light χ̃light. The search in the decay mode of χ̃heavy χ̃heavy → qqqq χ̃light χ̃light
presented in this thesis is the first search in ATLAS and CMS experiments. Thanks to the boson tagging
technique, the sensitivity of this search is significantly improved with respect to the previous searches by
ATLAS and CMS experiments. Ten signal regions, defined as the combinations of the selections to search
for electroweakinos, corresponding to the types of bosons in the decay processes are defined. Thus, targets
in this analysis are not only simplified models but also general models targeting B̃/W̃ /H̃/G̃/ã, which are
superpartners of the SM electroweak bosons, the Higgs boson, the graviton, and the axion, respectively.

In order to estimate major SM backgrounds, which include at most one hadronic decaying boson, the
control regions are defined by inverting the W/Z → qq tagging of signal regions. These backgrounds
are normalized to the data in the control regions and extrapolated from the control regions to the signal
regions using the W/Z → qq tagging. Since the dominant background is Z(→ νν) + jets, the background
estimation method is validated using the data samples from W + jets and γ + jets, which have similar
diagrams. Consequently, there is no significant deviation between the number of observed events in the
data sample and the expectation, confirming the validation of this background estimation method. The
other SM backgrounds, such as VVV and ttV , are estimated by the Monte Carlo simulation samples.

The numbers of the observed data in the signal regions are found to be consistent with the SM predictions,
and this analysis provides model-independent upper limits at the 95% confidence level in each signal region.
Furthermore, exclusion limits at the 95% confidence level are set for various theoretical models. For the
(W̃, B̃)-SIM model, three models, such as C1C1-WW, C1N2-WZ, and C1N2-Wh, are considered. For the
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C1C1-WW model, the lightest chargino mass between 630 GeV and 760 GeV is excluded for the lightest
neutralino mass m( χ̃0

1 ) < 80 GeV. For the C1N2-WZ (C1N2-Wh) model, m( χ̃±1 / χ̃
0
2 ) between 440 GeV

and 960 GeV (400 GeV and 1060 GeV) is excluded for the lightest neutralino mass m( χ̃0
1 ) < 300 GeV

(420 GeV). The results correspond to 300-400 GeV improvement on m( χ̃0
2 ) with respect to the existing

best limits by ATLAS and CMS experiments. For the general models, a wino up to 1060 (900) GeV in the
wino production models is excluded when the lightest SUSY particle mass is below 400 GeV and the mass
difference is larger than 400 GeV. A higgsino mass up to 900 GeV in the higgsino production models is
excluded when the lightest SUSY particle mass is below 240 GeV and the mass difference is larger than
450 GeV.

In this analysis, a new method of searching for electroweakinos was established. The sensitivity for heavy
electroweakinos in this method is better than that of other analyses using leptons. Even if other analyses
use twice the amount of data, it can not exceed the results of this analysis. In the HL-LHC (

√
s = 14 TeV,

3000 fb−1), the sensitivity for heavy electroweakinos is expected to reach up to 1.5 TeV.

In the scenario motivated by the naturalness, 1% fine-tuning is allowed when bilinear Higgs mass parameter
µ is less than 700 GeV. Whether higgsino is the LSP or the NLSP, we provide the most stringent limits on
various models using the (H̃, B̃), (H̃, W̃), (W̃, H̃), (H̃, G̃), and (H̃, ã) models.

Considering electroweakinos in the scenarios motivated by the dark matter, the Z(h)-funnel model with
m( χ̃0

1 ) ∼ m(Z)/2 (m(h)/2) is favored. In these models, B̃ is the LSP and bilinear Higgs mass parameter
µ, which is nearly higgsino mass, is less than O(TeV) to explain the dark matter density. Therefore, the
(H̃, B̃) model is a good model to explain the dark matter. This analysis set the most stringent limits on the
Z(h)-funnel model than the other searches, such as XENON-1T and Fermi-LAT.

In order to explain the muon g-2 anomaly by SUSY, electroweakino masses are to be with the range of
O(100 GeV) − O(1 TeV). In the light electroweakino case, for example, B̃, W̃ , and H̃ are less than 1 TeV,
there are various decay processes in this light electroweakino scenario. Then, it has not been easy to
explore in the previous searches. Thanks to the small dependency on the processes this analysis targets,
this analysis excludes some phase space that other analyses have not explored.

In conclusion, there is no significant excess derived from electroweakinos in the data with respect to the
SM prediction in this thesis. This analysis provided the most stringent limits on the wino or higgsino
pair production modes with various branching ratio and the type of the LSP. Besides, the most stringent
constraints on various SUSY scenarios motivated by the dark matter, the muon g-2 anomaly, and the
naturalness were set by interpreting the results.
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A Supplements of Supersymmetry framework

A.1 Operator

In the supersymmetric theory [14–19], an operator Q carries itself a half-integer spin angular momentum
and transforms bosonic states to fermionic states and vice versa.

Q |Boson〉 = |Fermion〉 , Q |Fermion〉 = Boson. (A.1)

The fermionic (bosonic) partner of SM particles after transformations is called “superpartner,” and the
irreducible representations of SUSY algebra combining SM particles and the superpartners are called
“supermultiplet.” The Q operator and its hamiltonian conjugate (Q†) are defined to satisfy,

{Q,Q†} = Pµ, (A.2)
{Q,Q} = {Q†,Q†} = 0, (A.3)
[Pµ,Q] = [Pµ,Q†] = 0. (A.4)

where P is the four-momentum operator. Therefore, particles in the same multiplets have identical mass
and quantum numbers, except for spins.

A.2 Gaugino Mass Eigenstates

Considering the assumption that electroweak symmetry breaking has a weak effect on the neutralino mass
matrix such as mZ � |µ ± M1 |, |µ ± M2 |, Ñ1∼4 are:

mÑ1
= M1 +

m2
Z s2

W (M1 + µ sin 2β)
µ2 − M2

1
+ . . . , (A.5)

mÑ2
= M2 −

m2
W (M2 + µ sin 2β)

µ2 − M2
2

+ . . . , (A.6)

mÑ3
,mÑ4

= |µ| +
m2

Z (I − sin 2β)(µ + M1c2
W + M2s2

W )

2(µ + M1)(µ + M2)
+ . . . , (A.7)

|µ| +
m2

Z (I + sin 2β)(µ − M1c2
W − M2s2

W )

2(µ − M1)(µ − M2)
+ . . . . (A.8)

where M1 and M2 are taken real and positive by convention, and µ is assumed to be real with the sign
I = ±1. The subscript labels of Equations A.5-A.8 are assigned if M1 < M2 � |µ| and can be rearranged
depending on the parameters.
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If M2 < |µ| and mZ � |µ ± M1 |, |µ ± M2 | are assumed, the chargino mass eigenstates are described,

mC̃1
= M2 −

m2
W (M2 + µ sin 2β)

µ2 − M2
2

+ . . . , (A.9)

mC̃2
= |µ| +

Im2
W (µ + M2 sin 2β)

µ2 − M2
2

+ . . . . (A.10)

In many scenarios, the lightest neutralino can be a good dark matter candidate if it is LSP, as explained
in Sec.2.3.4. The LSP components depend on mass parameters (M1, M2, and |µ|), most three simple
cases dominated by one component are considered. In M1 � M2, |µ| case, the lightest neutralino is
dominated by Bino component and mÑ1

∼ M1. If M2 � M1, |µ|, dominant components of the lightest
neutralino and chargino are wino. In this assumption, the lightest mass eigenstates of neutralino and
chargino degenerate.

A.3 Grand Unified Theory

In the Grand Unified Theory (GUT), strong, electromagnetic, and weak interactions are treated as a
unification. In the SM, there is no energy scale that three couplings are the same. However, by introducing
supersymmetry, there is a point at the GUT energy scale in which three couplings unify.

The quantities αa = g2
a/4π at one-loop order are described as,

d
dt
α−1
a = −

ba

2π
, (a = 1, 2, 3). (A.11)

where αa represents the coupling constants of the strong, weak, and electromagnetic interactions,
respectively. Thus, ba is the coefficient which is determined by the gauge bosons and the particle multiplets.
In the SM and MSSM, ba is,

(b1, b2, b3) =

{
(41/10,−19/6,−7) (SM),
(33/5, 1,−3) (MSSM). (A.12)

In the MSSM, the contribution of additional MSSM particles in loops leads the coefficients to be
larger. Figure A.1 shows the inverse gauge couplings α−1

a including the two-loop effects as a function of
renormalization group scale Q. If the mass scale of the SUSY particles is O(TeV), three couplings unify at
MU ∼ 1.5 × 106 GeV.

A.4 Couplings between the Lightest Neutralino and Z/h

In the (H̃, B̃)model, the couplings (λh, λZ ) between the lightest neutralino ( χ̃0
1 ) as the dark matter candidate

and Z/h [41] are:

λZ '
g′

2sW

(
cos 2β

m2
Z s2

W

µ2 − M2
1
+ O

(
mZ sW
µ

)4
)
, (A.13)

λh ' g′ε1

(
µ sin 2β + M1

µ2 − M2
1

mZ sW + O
(

mZ sW
µ

)3
)
, (A.14)
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Figure 6.8: Two-loop renormal-
ization group evolution of the
inverse gauge couplings α−1

a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid
lines). In the MSSM case, the
sparticle masses are treated as
a common threshold varied be-
tween 750 GeV and 2.5 TeV,
and α3(mZ) is varied between
0.117 and 0.120.
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6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that

describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential

parameters, and soft terms using their renormalization group (RG) equations. This ensures that the

loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures

in supersymmetry. The most popular regularization method for computations of radiative corrections

within the Standard Model is dimensional regularization (DREG), in which the number of spacetime

dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-

persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and

the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors

up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-

pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative

corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.

Instead, one may use the slightly different scheme known as regularization by dimensional reduction,

or DRED, which does respect supersymmetry [113]. In the DRED method, all momentum integrals

are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa
µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running

couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

the usual DREG with modified minimal subtraction (MS). In particular, the boundary conditions at

the input scale should presumably be applied in a supersymmetry-preserving scheme like DR. One

loop β-functions are always the same in these two schemes, but it is important to realize that the MS

scheme does violate supersymmetry, so that DR is preferred† from that point of view. (The NSVZ

scheme [118] also respects supersymmetry and has some very useful properties, but with a less obvious

connection to calculations of physical observables. It is also possible, but not always very practical, to

†Even the DRED scheme may not provide a supersymmetric regulator, because of either ambiguities or inconsistencies
(depending on the precise method) appearing at five-loop order at the latest [114]. Fortunately, this does not seem to
cause practical difficulties [115, 116]. See also ref. [117] for an interesting proposal that avoids doing violence to the
number of spacetime dimensions.
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Figure A.1: Two-loop renormalization group evolution of the inverse gauge couplings α−1
a [20]. Dashed lines

represent the SM and Solid lines represent the MSSM. α3(mZ ) is varied between 0.117 and 0.120. In the MSSM, the
sparticle masses are treated as a threshold varied between 750 GeV (blue) and 2.5 TeV (red).

where g′ is the U(1)Y gauge coupling and satisfies that g′ = g tan θW (g is the SU(2)L gauge coupling).
The couplings depend on tan β and the bilinear Higgs mass parameter (µ), and the differences between the
H̃ mass (µ) and the B̃ mass (M1) are allowed to be O(100 ∼ 1000 GeV), as shown in Figure A.2.

For the Z funnel case, higgsino mass is motivated to be nearly 480 GeV regardless of tan β because the
dark matter-Z boson coupling (Z − H̃ − H̃ coupling) is mild dependent on tan β due to independency on
the mixing between B̃ and H̃. In addition, the higgsino mass parameter to explain the observed density
depends on the sign of µ since the coupling has only the term with even number order of µ. For the h
funnel case, higgsino mass strongly depends on tan β and the sign of µ since the dark matter-higgs boson
coupling has terms with odd number order of µ and sin 2β. This is because that the dark matter-h coupling
(h− H̃ − B̃ coupling) depends on the mixing between B̃ and H̃ and the magnitude is represented by tan β.
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Figure 1: Constraints and future sensitivity of the Higgs- and Z-resonant neutralino DM,
for tanβ = 2 and 3, and for µ < 0 (left) and µ > 0 (right). The black lines show abundance
Ωχ1 ≃ 0.120. The gray shaded region is excluded by current constraints; the LUX bound
on σSI

N (blue dashed), the XENON100 bound on σSD
n (green dashed), and the Higgs invisible

decay (magenta dashed). The light yellow region will be probed by future experiments; the
XENON 1T via SI-scattering (blue solid) and SD-scattering (green solid), the Higgs invisible
decay at the HL-LHC (magenta dot-dashed) and at the ILC (magenta solid), and the search
for the chargino and neutralinos at the 14 TeV LHC, at 3000 fb−1 (red solid). In particular,
the light orange region within the red dotted lines will be reached at 300 fb−1. See text for
details.

15

(a) tan β = 2, µ > 0

Figure 1: Constraints and future sensitivity of the Higgs- and Z-resonant neutralino DM,
for tanβ = 2 and 3, and for µ < 0 (left) and µ > 0 (right). The black lines show abundance
Ωχ1 ≃ 0.120. The gray shaded region is excluded by current constraints; the LUX bound
on σSI

N (blue dashed), the XENON100 bound on σSD
n (green dashed), and the Higgs invisible

decay (magenta dashed). The light yellow region will be probed by future experiments; the
XENON 1T via SI-scattering (blue solid) and SD-scattering (green solid), the Higgs invisible
decay at the HL-LHC (magenta dot-dashed) and at the ILC (magenta solid), and the search
for the chargino and neutralinos at the 14 TeV LHC, at 3000 fb−1 (red solid). In particular,
the light orange region within the red dotted lines will be reached at 300 fb−1. See text for
details.

15

(b) tan β = 2, µ < 0

Figure 5: The same as Fig. 1, but for tan β = 30, 40 and 50.

19

(c) tan β = 30, µ > 0

Figure 5: The same as Fig. 1, but for tan β = 30, 40 and 50.

19

(d) tan β = 30, µ < 0

Figure A.2: The higgsino mass (m( χ̃±1 )) as a function of m( χ̃0
1 ) to explain the observed dark matter and the constraints

and future sensitivity of the Higgs- and Z-resonant neutralino dark matter with the assumption that all SUSY
multiplets except for higgsino and bino are decoupled [41]. tan β = 2 cases are shown in the top row and tan β = 30
cases are shown in the bottom row and for µ > 0 (left) and µ < 0 (right). The black lines show the observed dark
matter density Ωχ̃0

1
h2 ' 0.12. The gray shaded region is excluded by the combination of the LUX bound on σSI

N

(blue dashed) [183], the XENON100 bound on σSD
n (green dashed) [184], and the Higgs invisible decay (magenta

dashed) [185, 186]. The light yellow region will be probed by some experiments in the future; the XENON-1T via
SI-scattering (blue solid) [187] and SD-scattering (green solid) [188], the Higgs invisible decay at the HL-LHC
(magenta dot-dashed) [189, 190] and at the ILC (magenta solid) [191], and the search for the chargino and neutralinos
at the 14 TeV LHC, at 3000 fb−1 (red solid). In particular, the light orange region within the red dotted lines will be
reached at 300 fb−1.
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A.5 Muon g-2 Contribution of SUSY Particles

The contributions of SUSY particles to the muon g-2 are described as the follows in Ref. [47],

∆aµ(W̃, H̃, ν̃µ) =
α2

4π
m2
µ

M2µ
tan β · fC

(
M2

2

m2
ν̃

,
µ2

m2
ν̃

)
, (A.15)

∆aµ(W̃, H̃, µ̃L) = −
α2

8π
m2
µ

M2µ
tan β · fN

(
M2

2

m2
µ̃L

,
µ2

m2
µ̃L

)
, (A.16)

∆aµ(B̃, H̃, µ̃L) =
αY
8π

m2
µ

M1µ
tan β · fN

(
M2

1

m2
µ̃L

,
µ2

m2
µ̃L

)
, (A.17)

∆aµ(B̃, H̃, µ̃R) = −
αY
4π

m2
µ

M1µ
tan β · fN

(
M2

1

m2
µ̃R

,
µ2

m2
µ̃R

)
, (A.18)

∆aµ(µ̃L, µ̃R, B̃) =
αY
4π

m2
µM1µ

m2
µ̃L

m2
µ̃R

tan β · fN

(
m2
µ̃L

M2
1
,

m2
µ̃R

M2
1

)
. (A.19)

where mµ is the muon mass, and α2 and αY represent the fine structure constants of the SU(2)L and the SM
U(1)Y gauge symmetries. The fC and fN functions describe the loop, and they are defined,

fC(x, y) = xy
[
5 − 3(x + y) + xy
(x − 1)2(y − 1)2

−
2 log x

(x − y)(x − 1)3
+

2 log y

(x − y)(y − 1)3

]
, (A.20)

fN (x, y) = xy
[
−3 + x + y + xy
(x − 1)2(y − 1)2

+
2x log x

(x − y)(x − 1)3
−

2y log y

(x − y)(y − 1)3

]
. (A.21)

The sneutrino mass mν̃ is represented using mµ̃L as m2
ν̃ = m2

µ̃L
+ m2

W cos 2β.

A.6 Gauge Mediated Symmetry Breaking

To understand which models satisfy the assumption of Equations 2.6 and 2.7, general cases are considered.
Considering that the vacuum state is not invariant when supersymmetry is spontaneously broken in the case
of SUSY, a new goldstone particle (goldstino, G̃) is introduced in the same way of higgs mechanism for
the electroweak symmetry breaking. It has to be a massless neutral Weyl fermion with the same quantum
numbers as the broken symmetry generator (the supercharge Q). The goldstiono field is described in the
proportional to the following vector:

G̃ =
(
〈Da〉 /

√
2

〈Fi〉

)
. (A.22)

where Da is a bosonic auxiliary field and Fi is a fermionic auxiliary field of the supersymmetry Lagrangian,
and 〈〉 represents their vacuum expectation value. In order to be non-trivial, at least one of Da and Fi is
required to have a non-zero vacuum expectation value.

In the Fayet-Iliopoulos mechanism [192], Da has a non-zero vacuum expectation value and is the
dominant source of supersymmetry breaking. However, this mechanism has difficulty in giving appropriate
explanations of MSSM particles’ masses. In this thesis, this mechanism is not discussed.
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In the O’Raifeartaigh mechanism [193], Fi has a non-zero vacuum expectation value. In the MSSM, there
is no good candidate to be a gauge singlet to have a non-zero vacuum expectation value of F-term. Thus,
at least one new chiral supermultiplet is expected to add. When we consider gravity, supersymmetry is
prompted to be a local symmetry, and the resulting theory is called supergravity. In this model, the spin-2
graviton [194] has the superpartner called gravitino. Gravitino (G̃), which is the fermion and has the
spin-3/2, can be interpreted as the gauge field of local supersymmetry transformations. Gravitino mass,
described as m3/2, can be estimated as [195]:

m3/2 ∼ 〈F〉 /ΛP . (A.23)

where 〈F〉 is the vacuum expectation value of the supersymmetry-breaking F-term and ΛP is the Planck
scale.

TheMSSMsoft terms arising through radiative corrections do not appear at a tree level in any supersymmetry-
breaking models. Supersymmetry-breaking occurs in a hidden sector, and MSSM particles remain in the
visible sector. However, the hidden and visible sectors share some interactions mediating supersymmetry-
breaking from the hidden to the visible sectors. In the gauge-mediated supersymmetry-breaking (GMSB)
model, the mediating interactions are the ordinary electroweak and QCD gauge interactions.

In the GMSB framework [196–198], gauge interactions mediate a connection between the hidden sector and
the visible sector. Gravitational communication between the source of supersymmetry-breaking and the
MSSM sector remains, and the effect is smaller than the gauge interactions. The MSSM gauginos masses
are contributed from the 1-loop corrections of the mediator, involving the MSSM gaugino interactions.
The contribution of the squark and sfermion squared masses is the 2-loop level. In these cases, the MSSM
soft terms are given by:

msoft ≈
〈F〉

Mmediator
. (A.24)

Comparing Equation A.23 and Equation A.24, the gravitino mass is lighter than the rest of superpartners
when the mass of the mediators is lower than the Planck scale. Thus, the gravitino is assumed to be near
massless and the LSP in the general GMSB models.

Since the gauge interactions are flavor blind and the masses of the squarks and sleptons depend on
the SU(3)C × SU(2)L ×U(1)Y quantum numbers, flavor-changing effects are suppressed in the GMSB
framework. Thus, the GMSB framework leads to a flavor-universal MSSM spectrum and is consistent with
experimental results.

In the ordinary gauge mediated model, B̃- or stau-LSP model is favored [199] because it is assumed
that singlet messengers mediate the connection between the hidden sector and visible sector, and |µ| is
larger than M1 and M2. However, suppose doublet or triplet messengers are considered. In that case, |µ|
is allowed to be small while keeping mt̃ & 1 TeV because we can get a cancelation of the electroweak
symmetry breaking in MSSM [200].

In the (H̃, G̃) model, M1 and M2 are assumed to be large and W̃ /B̃ are decoupled. For this model, only χ̃0
1

→ G̃ decay processes with Z/h boson are considered because χ̃0
1 → γ + G̃ decay mode is suppressed by

large M1 and M2.
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B Details of simulated samples

B.1 Detailed Setup of SM Background MC Simulation in the SUSY Search

In this section, the setup of SM background samples is introduced. The generator setup is summarized in
Table B.1.

Table B.1: Setup of SM background samples.

Process Matrix element Parton shower PDF set
W + jets, Z + jets Sherpa 2.2.1 [139] NNPDF 3.0 NNLO [201]
γ + jets Sherpa 2.2.2 [139] NNPDF 3.0 NNLO [201]
tt̄, tW , Powheg-Box v2 [131–134] Pythia 8.230 [95] NNPDF 2.3 LO [96]
tt̄ + h Powheg-Box v2.2 [131–134] Pythia 8.230 [95] NNPDF 2.3 LO [96]
tW Z , tZ MadGraph 5 _aMC@NLO 2.3.3 [137] Pythia 8.212 [95] NNPDF 2.3 LO [96]
tt̄ +WW MadGraph 5 _aMC@NLO 2.2.2 [137] Pythia 8.186 [95] NNPDF 2.3 LO [96]
tt̄ + V MadGraph 5 _aMC@NLO 2.3.3 [137] Pythia 8.210 [95] NNPDF 3.0 NNLO [201]
ttt, ttt̄ t̄, tt̄ +Wll, tt̄ + γ, tt̄ + VV MadGraph 5 _aMC@NLO 2.2.3-2.6.7 [137] Pythia 8.186-240 [95] NNPDF 2.3 LO [96]
VV Sherpa 2.2.1/2.2.2 [139] NNPDF 3.0 NNLO [201]
VVV MadGraph 5 _aMC@NLO 2.6.6 [137] Pythia 8.243 [95] NNPDF 3.0 NNLO [201]
Vγ Sherpa 2.1.1 [139] CT10 [202]
V h Powheg-Box v2.2 [131–134] Pythia 8.186 [95] with AZNLO tune [203] NNLO+NLO [204–210]
Multi-jet Sherpa 2.1.1 [139] CT10 [202]

V+jets W+jets and Z+jets eventswith leptonically-decaying bosons are simulated usingSherpa 2.2.1 [139].
In this setup, matrix elements for up to two partons are calculated using next-to-leading-order (NLO)
accuracy, and for up to four partons are calculated using leading-order (LO) accuracy by Comix [211]
and OpenLoops [212–214] libraries. The default Sherpa parton shower model [215], which is based
on Catani–Seymour dipole factorization and the cluster hadronization model [216], is employed. The
NNPDF3.0NNLO PDF set [201], which parameters are tuned by the Sherpa, is used. Their cross-sections
are normalized to an NLO prediction [217]. Additionally, prompt single photon samples (γ + jets) are
simulated by Sherpa 2.2.2. Photons are required to satisfy a smooth-cone isolation criterion [218].

Tops tt̄ and t +W event generations are simulated by Powheg-Box [131–134] v2 at NLO with the
NNPDF3.0NNLO PDF set. The interference for the parton shower and hadronization is simulated by
Pythia 8.230 [95] using A14 set of tuned parameters [219] and the NNPDF2.3LO PDF set [96]. The
bottom and charm hadron decays are simulated by the EvtGen 1.6.0 [220]. In this simulation, we use the
hdamp parameter to control the matching matrix elements to the parton shower in Powheg and regulate the
high-pT radiation against which the tt̄ system recoils [221], and hdamp is set to be 1.5 times top mass. The
tt̄ sample is normalized to the cross-section prediction of Top++ 2.0 [222–228] using the calculation at
NLO in QCD, including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms.
Similarly, the cross-section of t +W sample is normalized to the theoretical prediction using the calculation
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at NLO in QCD with NNLL soft-gluon corrections [229, 230]. However, t-channel t +W samples are
normalized to the theoretical prediction of the calculation at NLO in QCD with Hathor 2.1 [231, 232].
Additionally, we employ the diagram removal scheme [146] to consider the interference between tt̄ and
t +W process.

tW Z and tZ events are simulated by MadGraph 5 _aMC@NLO 2.3.3 [137] with the NNPDF3.0NNLO
PDF set. The interference is simulated by Pythia 8.212 [95] using A14 set of tuned parameters and the
NNPDF2.3LO PDF set. The bottom and charm hadron decays are simulated by the EvtGen 1.2.0.

tt̄ + h event generations are simulated with Powheg-Box v2.2 and and the NNPDF3.0NNLO PDF set. The
cross-section is calculated at NLO QCD and NLO EW accuracy by MadGraph 5 _aMC@NLO [233]. 3/4
tops, tt̄ +WW events are simulated by MadGraph 5 _aMC@NLO 2.2.2 [137] with Pythia 8.186 A14 set
of tuned parameters and the NNPDF2.3LO PDF set. The bottom and charm hadron decays are simulated
by the EvtGen 1.2.0. tt̄ + V production events are simulated by MadGraph 5 _aMC@NLO 2.3.3 with
the NNPDF3.0NNLO PDF set. The interference is simulated by Pythia 8.210 using A14 set of tuned
parameters and the NNPDF2.3LO PDF set. The bottom and charm hadron decays are simulated by the
EvtGen 1.2.0. The cross-sections are calculated at NLO QCD and NLO EW accuracy by MadGraph 5
_aMC@NLO [233]. Other top backgrounds, such as tt̄t, ttt̄ t̄, tt̄ +Wll, tt̄ + γ, and tt̄ + VV , are simulated
by MadGraph 5 _aMC@NLO 2.2.3-2.6.7. The interferences are simulated by Pythia 8.186-8.240 using
A14 set of tuned parameters and the NNPDF2.3LO PDF set. The bottom and charm hadron decays are
simulated by the EvtGen 1.2.0-1.7.0. Events with two tops and at least one boson are referred to as tt̄ + X
samples.

Multi-bosons Diboson processes, such as WW,W Z, Z Z , are simulated by Sherpa. Fully leptonic
decaying events are simulated with Sherpa 2.2.1 (Z Z → νννν) or Sherpa 2.2.2 (llll, lllν, llνν, and lννν).
Additionally, semi-leptonic decaying events, where one boson decays leptonically and the other decays
hadronically, are simulated with Sherpa 2.2.1. Besides, gluon-initiated diboson events are simulated
by Sherpa 2.2.2. In this setup, off-shell effects and Higgs boson contributions are included. Up to one
additional parton is generated using matrix elements at NLO accuracy in QCD, and up to three additional
parton emissions are generated at LO accuracy. Diboson associated with additional two jets events (VV j j)
is simulated with Sherpa 2.2.2. The NNPDF3.0NNLO PDF set, which parameters are tuned by the Sherpa,
is used.

Triboson (WWW , WW Z , W Z Z , and Z Z Z denoted as VVV) events are simulated with MadGraph 5
_aMC@NLO 2.6.6 at LO. The interference is simulated by Pythia 8.243 with the A14 tune and the
NNPDF3.0NNLO PDF set is used. The cross-sections are normalized to the values calculated at LO from
the generator.

Vγ events are simulated with Sherpa 2.1.1. The Sherpa default PDF and tune are used. The cross-sections
are normalized to the values calculated at LO from the generator.

Higgs Events with leptonically decayingW/Z boson and hadronically decayingHiggs boson are simulated
with Powheg-Box 2.2 interfaced with Pythia 8.186. The NNPDF3 PDF set and AZNLO tune [203] are
used.

Multi-jets Multi-jet backgrounds are simulated with Sherpa 2.1.1 and the Sherpa default PDF and tune
are used. The contribution of multi-jet backgrounds is negligible in the search for electroweakinos.
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Alternative samples tt̄ samples are used for the boson tagging efficiency measurement described in
Sec.6.1.3. One of the alternative tt̄ samples is simulated with the same settings as a nominal tt̄ sample,
except for the hdamp, hdamp is set to be 3 times top mass. The alternative tt̄ samples are simulated with
Powheg interfaced with Herwig 7.04 [135, 136] and MadGraph 5 _aMC@NLO 2.6.0 interfaced with
Pythia 8.230. Additionally, W/Z(→ qq)+jets samples are also used for the boson tagging efficiency
measurement. W/Z(→ qq)+jets samples are simulated with Sherpa 2.1.1 and the Sherpa default PDF
and tune are used. Alternative W/Z(→ qq)+jets samples are simulated with Herwig++ v2.7.1.Besides,
multi-jet and γ + jets samples are used for the boson tagging background rejection factor measurements.
Alternative multi-jet samples are simulated with Pythia 8.186 using A14 set of tuned parameters and
the NNPDF2.3LO PDF set. The bottom and charm hadron decays are simulated by the EvtGen 1.2.0.
Besides, alternative γ + jets samples are simulated with Pythia 8.186 using the NNPDF2.3LO PDF set and
Sherpa 2.1 using the CT10 PDF set [202].

B.2 Detailed Setup of SUSY Signal MC Simulation

All of the signal event generations are simulated with the LO matrix elements with up to two extra partons
using MadGraph v2.6.2 [137]. For simulating of parton showering and hadronization, Pythia 8.230
using A14 set of tuned parameters, and the NNPDF2.3LO PDF set are used as the interface. The bottom
and charm hadron decays are simulated by EvtGen 1.2.0. In the simulation setup, SM-like Higgs boson
mass is set to 125 GeV. The signal cross-sections are calculated at NLO in the strong coupling constant.
Additionally, the resummation of soft gluon emission is taken into account at NLL accuracy. In this
calculation, we use the PDF4LHC15_mc PDF set [234].

In the (W̃, B̃)-SIM samples, it is assumed that m( χ̃±1 ) = m( χ̃0
2 ). In the (H̃, B̃)-SIM samples, it is assumed

that m( χ̃±1 / χ̃
0
2 ) = m( χ̃0

1 )+ 1 GeV. In the (H̃, G̃) samples, m(G̃) is asuumed to be 0.5 GeV and it is assumed
that m( χ̃±1 / χ̃

0
2 ) = m( χ̃0

1 ) + 1 GeV.

In this analysis, our target signatures have the mass difference (m( χ̃heavy)−m( χ̃light)) > 400 GeV, thenW/Z
bosons in the models are typically fully longitudinally polarized. We use the boson tagging technique [121]
to identify jets originating from hadronically decaying bosons. The performance of the boson tagging is
sensitive to the boson polarization [235]. Thus, the polarization of W/Z bosons from the electroweakinos
is modeled by MadSpin v2.7.3 [236, 237], and re-weighting the truth-level helicity angle distribution. In
the re-weighting method, the overall cross-section is not changed.
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C Wino/Higgsino Branching Fraction Calculation

For (W̃, H̃) and (H̃, W̃) models, the branching fractions with different (M2, µ, tan β) are scanned using
Soft-SUSY v4.1.7 [170, 238]. The scanned parameters,

M2 = [100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200] GeV,
µ = ±[100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200] GeV,

tan β = [2, 5, 10, 30].

Other mass parameters are all decoupled. Their values are summarized that M1 = 3 TeV, mq̃ = ml̃ = 7 TeV,
mg̃ = 5 TeV, At = 2.6 TeV and At = 0 TeV.

After the calculation of the branching fraction in each point, they are interpolated and visualized in
Figure C.1-C.16.
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Figure C.1: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 2, µ > 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0

1,2) := B(. . .→ H̃0
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Figure C.2: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 5, µ > 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0

1,2) := B(. . .→ H̃0
1 ) + B(. . .→ H̃0

2 ).
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Figure C.4: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 30, µ > 0). Branching into neutral higgsino is sum of the two destination states i.e.
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Figure C.5: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 2, µ < 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0

1,2) := B(. . .→ H̃0
1 ) + B(. . .→ H̃0

2 ).

202



0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0

0.1

0.2

0.3

0.4

0.5 )0
H~  ±

W
→±

W~
 B

r(

0.5
4

0.5
2

0.5
1

0.5
1

0.5
0

0.5
0

0.5
0

0.5
0

0.5
0

0.5
00.4

9
0.4

9
0.4

9
0.4

9
0.4

9
0.4

9
0.4

9
0.4

90.4
7 0.4

7
0.4

7
0.4

7
0.4

8
0.4

8
0.4

8
0.4

8
0.4

8
0.4

8

0.4
1

0.4
3

0.4
4

0.4
4

0.4
5

0.4
5

0.4
6

0.4
6

0.4
6

0.3
8

0.4
0

0.4
2

0.4
2

0.4
3

0.4
4

0.4
4

0.4
4

0.3
6

0.3
9

0.4
0

0.4
1

0.4
2

0.4
2

0.4
3

0.3
5

0.3
8

0.3
9

0.4
0

0.4
1

0.4
1

0.3
5

0.3
7

0.3
8

0.3
9

0.4
0

0.3
4

0.3
6

0.3
8

0.3
8

0.3
4

0.3
6

0.3
7

0.3
4

0.3
6

0.3
4

)H
~

,W
~

)=(
light

χ∼, 
heavy

χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(a) B(W̃± → W±H̃0
1,2)

0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0

0.05

0.1

0.15

0.2

0.25 )±
H~

Z
 

→±
W~

 B
r(

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
60.2

5
0.2

5
0.2

5
0.2

5
0.2

5
0.2

5
0.2

5
0.2

50.2
4 0.2

4
0.2

4
0.2

4
0.2

4
0.2

4
0.2

4
0.2

5
0.2

5
0.2

5

0.2
4

0.2
3

0.2
3

0.2
3

0.2
3

0.2
3

0.2
3

0.2
4

0.2
4

0.2
4

0.2
2

0.2
2

0.2
2

0.2
2

0.2
3

0.2
3

0.2
3

0.2
4

0.2
2

0.2
2

0.2
2

0.2
2

0.2
2

0.2
2

0.2
4

0.2
2

0.2
1

0.2
1

0.2
1

0.2
2

0.2
4

0.2
2

0.2
1

0.2
1

0.2
1

0.2
4

0.2
2

0.2
1

0.2
1

0.2
4

0.2
2

0.2
1

0.2
4

0.2
2

0.2
4

)H
~

,W
~

)=(
light

χ∼, 
heavy

χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(b) B(W̃± → ZH̃±)

0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

)±
H~

h 
→±

W~
 B

(

0.2
0

0.2
2

0.2
3

0.2
4

0.2
4

0.2
4

0.2
4

0.2
5

0.2
5

0.2
50.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

60.2
8 0.2

9
0.2

9
0.2

9
0.2

8
0.2

8
0.2

8
0.2

8
0.2

7
0.2

7

0.3
5

0.3
4

0.3
3

0.3
3

0.3
2

0.3
1

0.3
1

0.3
0

0.3
0

0.3
8

0.3
7

0.3
6

0.3
5

0.3
5

0.3
4

0.3
3

0.3
3

0.3
9

0.3
9

0.3
8

0.3
7

0.3
7

0.3
6

0.3
5

0.4
0

0.4
0

0.4
0

0.3
9

0.3
8

0.3
7

0.4
1

0.4
1

0.4
1

0.4
0

0.3
9

0.4
2

0.4
2

0.4
1

0.4
1

0.4
2

0.4
2

0.4
2

0.4
2

0.4
3

0.4
2

)H
~
,W

~
)=(

light
χ∼, 

heavy
χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(c) B(W̃± → hH̃±)

0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0

0.1

0.2

0.3

0.4

0.5

0.6

)±

H~  ±
W

→0
W~

 B
(

0.5
9

0.5
5

0.5
3

0.5
2

0.5
2

0.5
1

0.5
1

0.5
1

0.5
0

0.5
00.5

3
0.5

2
0.5

2
0.5

1
0.5

1
0.5

1
0.5

0
0.5

00.6
2 0.5

6
0.5

4
0.5

2
0.5

2
0.5

1
0.5

1
0.5

0
0.5

0
0.5

0

0.6
1

0.5
5

0.5
3

0.5
2

0.5
1

0.5
1

0.5
0

0.5
0

0.5
0

0.6
1

0.5
5

0.5
3

0.5
2

0.5
1

0.5
1

0.5
0

0.5
0

0.6
0

0.5
5

0.5
3

0.5
2

0.5
1

0.5
1

0.5
0

0.6
0

0.5
5

0.5
3

0.5
2

0.5
1

0.5
0

0.6
0

0.5
5

0.5
3

0.5
1

0.5
1

0.5
9

0.5
5

0.5
2

0.5
1

0.5
9

0.5
4

0.5
2

0.5
9

0.5
4

0.5
9

)H
~
,W

~
)=(

light
χ∼, 

heavy
χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(d) B(W̃0 → W±H̃∓)

0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0

0.05

0.1

0.15

0.2

0.25

)0
H~

Z
 

→0
W~

 B
(

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
60.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

60.2
4 0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6
0.2

6

0.2
2

0.2
5

0.2
5

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
6

0.2
2

0.2
4

0.2
5

0.2
5

0.2
5

0.2
5

0.2
6

0.2
6

0.2
1

0.2
4

0.2
5

0.2
5

0.2
5

0.2
5

0.2
5

0.2
1

0.2
3

0.2
4

0.2
5

0.2
5

0.2
5

0.2
1

0.2
3

0.2
4

0.2
5

0.2
5

0.2
1

0.2
3

0.2
4

0.2
5

0.2
1

0.2
3

0.2
4

0.2
1

0.2
3

0.2
1

)H
~
,W

~
)=(

light
χ∼, 

heavy
χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(e) B(W̃0 → ZH̃0
1,2)

0 500 1000
) [GeV]±

2
χ∼ m(

0

500

1000

) 
[G

eV
]

0 1χ∼
 m

(

0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24 )0

H~
h 

→0
W~

 B
(

0.1
5

0.1
9

0.2
1

0.2
2

0.2
3

0.2
3

0.2
4

0.2
4

0.2
4

0.2
40.2

1
0.2

2
0.2

3
0.2

3
0.2

4
0.2

4
0.2

4
0.2

40.1
4 0.1

8
0.2

1
0.2

2
0.2

3
0.2

3
0.2

4
0.2

4
0.2

4
0.2

4

0.1
6

0.2
0

0.2
2

0.2
3

0.2
3

0.2
4

0.2
4

0.2
4

0.2
4

0.1
8

0.2
1

0.2
2

0.2
3

0.2
4

0.2
4

0.2
4

0.2
4

0.1
9

0.2
1

0.2
3

0.2
3

0.2
4

0.2
4

0.2
4

0.1
9

0.2
2

0.2
3

0.2
4

0.2
4

0.2
4

0.2
0

0.2
2

0.2
3

0.2
4

0.2
4

0.2
0

0.2
2

0.2
3

0.2
4

0.2
0

0.2
2

0.2
3

0.2
0

0.2
3

0.2
1

)H
~
,W

~
)=(

light
χ∼, 

heavy
χ∼(

<0µ=5, βtan

=5-7TeV
l
~
,q~,g~

=3TeV, m1M

) <
 0

0
1χ∼, ±

2χ∼
m (

∆

 h

) <
 m

0
1χ∼, ±

2χ∼
m (

∆

(f) B(W̃0 → hH̃0
1,2)

Figure C.6: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 5, µ < 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0
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Figure C.7: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 10, µ < 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0

1,2) := B(. . .→ H̃0
1 ) + B(. . .→ H̃0
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Figure C.8: Branching ratio of (a)(b)(c) charged and (d)(e)(f) neutral wino decaying into higgsino light state
with a W/Z/h (tan β = 30, µ < 0). Branching into neutral higgsino is sum of the two destination states i.e.
B(. . .→ H̃0

1,2) := B(. . .→ H̃0
1 ) + B(. . .→ H̃0

2 ).
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Figure C.9: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 2, µ > 0).
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Figure C.10: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 5, µ > 0).
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Figure C.11: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 10, µ > 0).
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Figure C.12: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 30, µ > 0).
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Figure C.13: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 2, µ < 0).
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Figure C.14: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 5, µ < 0).
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Figure C.15: Branching ratio of (a)(b)(c) charged higgsino (d)(e)(f) light neutral higgsino and (g)(h)(i) heavy neutral
higgsino (H̃0

2 ) decaying wino light state with a into W/Z/h (tan β = 10, µ < 0).
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D Supplements of Object Reconstruction

D.1 Topo-cluster Reconstruction

“Topo-clusters” are collections of calorimeter cell signals topologically connected to extract signals by
particle showers separated from backgrounds by electronic noise and other sources of fluctuations, such as
pile-up. In the reconstruction algorithm, we use an observable based on the calorimeter cell significance
ςEMcell [103]:

ςEMcell =
EEM
cell

σEM
noise,cell

, (D.1)

where EEM
cell is the measured cell energy on the electromagnetic (EM) energy scale and σEM

noise,cell is the
average (expected) noise in the cell, which is the standard deviation of the energy distribution in the data
collected by signals from scintillators [239]. The EM energy scale is calibrated to reconstruct the energy
deposited by electrons and photons.

A cell which satisfy |ςEMcell | > 4 is the seed of the reconstruction. The neighboring cells with |ςEMcell | > 2 are
added to the seed cluster. If the neighboring cells have absolute energy 4σ above the noise threshold, the
two clusters are merged. Besides, if a cell with |ςEMcell | > 2 is adjacent to two different clusters, the two
clusters are merged. The energies in the neighboring cells is iteratively added until finding all neighboring
cells with |ςEMcell | > 2. Finally, the neighboring cells with |ςEMcell | > 0, i.e. all the neighboring cells, are
merged to the clusters. The built clusters are called “proto-clusters.” This topo-cluster algorithm largely
suppresses the noise effects [103].

The proto-clusters with two or more local signal maxima (EEM
cell > 500 MeV) are split into separate clusters.

In this case, the cells are assigned to the two highest-energy clusters after the splitting procedure. The
shared cells are assigned to associated clusters with a fractional weight [103],

ω
geo
cell,1 =

EEM
clus,1

EEM
clus,1 + rEEM

clus,2
, and (D.2)

ω
geo
cell,2 = 1 − ωgeo

cell,1, (D.3)
r = exp(d1 − d2), (D.4)

where EEM
clus,i is the energy of the two clusters and ω

geo
cell,i is geometrical weight calculated from the distances

of the cell to the center of gravity of the cluster di . The energy of the topo-clusters is in the EM scale.

D.2 The Anti-kt algorithm

To reconstruct hadronic jets from the topo-clusters, we use “anti-kt algorithm” [104] implemented in the
FastJet package [105]. In the anti-kt algorithm, two distance variables di j, diB are used. di j represents the
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distance between two clusters i and j, and diB is the distance between cluster i and the beam (B). The
definitions are,

di j = min(1/p2
Ti, 1/p

2
Tj)∆R2

i j/R
2, and (D.5)

diB = 1/p2
Ti, (D.6)

where ∆R2
i j = (yi − yj)

2 + (φi − φ j)
2, and pTi, yi, and φi are transverse momenta, rapidity, and azimuth

angle of cluster i, respectively. R is the radius parameter that approximates the cone size of jets in the y − φ
plane.

D.3 Local Hadronic Cell Weighting

As described in Appendix D.1, the energy of the topo-clusters is in the EM scale. We need to calibrate
the topo-cluster in the hadronic scale correctly because the response in the EM and hadronic scales are
different due to non-compensating calorimeter response and calorimeter signal loss, which is caused by
clustering or inactive material, and calorimeter signals for hadrons smaller than the ones for electrons and
photons. This correction is called “Local hadronic cell weighting (LCW)” [103, 240].

The LCW corrects the energy of the topo-clusters with the appropriate energy scales, i.e., electromagnetic
or hadronic energy scale. The noise-suppression of clustering depends on the pile-up conditions and the
noise threshold for the cell energy. The correction is based on the following function:

ωcal
cell = PEM

clus · ω
em-cal
cell + (1 − PEM

clus) · ω
had-cal
cell , (D.7)

where PEM
clus is the probability by electromagnetic energy deposit against hadronic, ωem-cal

cell and ωhad-cal
cell are

the signal weights to electromagnetic scale and hadronic scale, respectively.

D.4 Particle Flow Algorithm

The particle flow algorithm, where individual particles ideally represent clusters by combining track and
topo-clusters, is employed to improve the hadronic measurement. The detailed algorithm is presented in
Ref.[241], and the outline is introduced in this section. The flowchart of the algorithm is illustrated in
Figure D.1.

Tracks, selected with stringent quality criteria, |η |, pT, and ID hits, are used to categorize clusters from
charged particles or neutral particles by spatial matching. In this step, each track is attempted to match a
single topo-cluster. The energy and momentum of the matched cluster are re-calculated by combining the
position of the cluster and the momentum of matched tracks. Since all the energy of particles does not
always deposit in a single topo-cluster, we use the variable S(Eclus) defined as:

S(Eclus) =
Eclus −

〈
Edep

〉
σ(Edep)

, where
〈
Edep

〉
= ptrk

〈
Eclus
ref /p

trk
ref

〉
, (D.8)

where Eclus and σ(Edep) are the energy of the topo-cluster and the spread of the expected value, ptrk is the
momentum of the track, and

〈
Eclus
ref /p

trk
ref

〉
is the mean response. If S(Eclus) < −1, other topo-clusters are

added. Then, by subtracting the deposited energy of particles producing tracks in the calorimeter cell, the
energy of the shower fluctuations remains and is removed.
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Figure D.1: A flowchart of the particle flow algorithm [241]. The energy and momentum of clusters and tracks are
modified by combining them.

D.5 Jet Vertex Tagger

In the JVT algorithm, two variables, which are calculated by tracking information, are used. One is
correcting jet vertex fraction (corrJVF), defined as:

corrJVF =
∑

m ptrackT,m (PV0)∑
l ptrackT,l (PV0) +

∑
n≥1

∑
l p

track
T, l (PVn)

k ·nPUtrack

, (D.9)

where the numerator represents the scalar sum of the pT of the tracks associated with the jet originated from
the hard-scatter vertex. The term in the denominator,

∑
n≥1

∑
l ptrackT,l (PVn), is the ratio of the scalar sum of

the pT of the tracks originated from the pile-up interactions. The right term represents the correction for
the number of pile-up interactions and is defined as the total number of pile-up tracks per event times the
parameter (k = 0.01). Another discriminant variable is the ratio of the scalar sum of the pT of the tracks
associated with the jet originated from the hard-scatter vertex to the jet pT. The definition is,

RpT =

∑
k ptrackT,k (PV0)

pjetT
. (D.10)

D.6 Track Jet b-tagging

Inputs for the MV2 algorithm are summarized in Table D.1. IP2D/IP3D [115] are impact parameter-based
algorithms that exploit the large impact parameters of the tracks originating from the b-hadron decay. IP2D
uses the signed transverse impact parameter significance for tracks, and IP3D also uses the longitudinal
impact parameter significance. IP3D considers their correlation in a two-dimensional template. The
probability density functions are obtained in the algorithms, and log-likelihood ratios in the b-jet, c-jet,
and light-flavor jet hypotheses are calculated. Additionally, the SV1 algorithm, which is the secondary
vertex tagging algorithm [242], is used to reconstruct secondary vertices. The secondary vertices are
reconstructed from the track information, and the track-to-vertex association is evaluated using a χ2 fit. To
use the full b- to c-hadron decay chain, JetFitter [243], which is based on a modified Kalman filter [244],
is used.
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Table D.1: Input variables used by the MV2 algorithm [116].

Input Variable Description
Kinematics pT Jet pT

η Jet η
IP2D/IP3D log Pb/Plight Likelihood ratio between the b-jet and light

flavour jet hypotheses
(two complementary impact log Pb/Pc Likelihood ratio between the b-jet and c-jet hypo-
parameter-based algorithms) theses

log Pc/Plight Likelihood ratio between the c-jet and light
flavour jet hypotheses

SV1 m(SV) Invariant mass of tracks at the secondary vertex
assuming pion mass

(secondary vertex fE (SV) Energy fraction of the tracks associated with
tagging algorithm) the secondary vertex

NTrkAtVtx(SV) Number of tracks used in the secondary vertex
N2TrkVtx(SV) Number of two-track vertex candidates

Lxy(SV) Transverse distance between the primary and
secondary vertex

Lxyz(SV) Distance between the primary and the second-
ary vertex

Sxyz(SV) Distance between the primary and the second-
ary vertex divided by its uncertainty

∆R(pjet, pvtx)(SV) ∆R between the jet axis and the direction of the
secondary vertex relative to the primary vertex

JetFitter m(JF) Invariant mass of tracks from displaced vertices
fE (JF) Energy fraction of the tracks associated with

(topological multi- the displaced vertices
vertex algorithm) ∆R(pjet, pvtx)(JF) ∆R between the jet axis and the vectorial sum

of momenta of all tracks attached to displaced
vertices

Sxyz(JF) Significance of the average distance between
PV and displaced vertices

NTrkAtVtx(JF) Number of tracks from multi-prong displaced
vertices

N2TrkVtx(JF) Number of two-track vertex candidates (prior
to decay chain fit)

N1−trk vertices(JF) Number of single-prong displaced vertices
N≥ 2−trk vertices(JF) Number of multi-prong displaced vertices
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D.7 Electron and Photon Reconstruction

D.7.1 Reconstruction and Identification

Reconstruction The reconstruction of electrons and photons is based on similar algorithms. Detailed
procedures are described in Ref.[119], only an outline is presented.

Electrons and photons are reconstructed using the information in the calorimeters and the inner detectors
(ID). In the first step of the reconstruction, topo-clusters are reconstructed from the energy deposits in
the electromagnetic (EM) calorimeter, not including the measured energy in the hadronic calorimeters.
However, in the transition region (1.37 < |η | < 1.63), the energy measured in the presampler and scintillator
between the calorimeter cryostats is also added. These clusters are seeds for the reconstruction. Only
those that satisfy the requirements that the energy greater than 400 MeV and the ratio of the energy
to the total cluster energy (including the energy measured in the hadronic calorimeter) are selected for
the reconstruction. The selected clusters are referred to as “EM topo-clusters.” In parallel, tracks are
reconstructed from the ID tracks and the fixed-size clusters instead of topo-clusters. The fixed-size clusters
are reconstructed by a sliding-window algorithm [245]. The size of fixed-size clusters is 3 units in η×φ, and
the size of units is 0.025× 0.025 in the η − φ plane and corresponds to the granularity of the second layer in
the EM calorimeter. The fixed-size clusters, which have summed transverse energy greater than 2.5 GeV,
are used only to create regions-of-interest. The tracks are built from the reconstructed ID tracks and the
fixed clusters using a modified pattern recognition algorithm based on a Kalman filter formalism [244], the
global χ2 fit [246], and a Gaussian sum filter (GSF) algorithm [247].

Additionally, conversion vertices used for reconstructing converted photons are introduced. Both the
ID tracks and tracks reconstructed only in the TRT matching the fixed-size clusters are used as input to
reconstruct conversion vertices. Two types of the converted vertex are used. One is a conversion vertex
associated with two opposite-charged tracks, required to be consistent with a massless particle. Another is
a single-track vertex reconstructed from the TRT tracks. Additionally, we use the ID tracks and the TRT
tracks matching the fixed-size clusters to reconstruct converted photons. In order to keep the converted
photon purity high, the TRT tracks are required to match to electron tracks [248].

After reconstructing the EM topo-clusters, tracks, and conversion vertices, they are used to reconstruct
“superclusters.” The reconstruction of the supercluster candidates originating from electrons or photons is
performed separately. In the first step, the EM topo-clusters are divided into “seed clusters” and “satellite
clusters” with ET selections track matching requirements. The satellite clusters, tracks, and converted
vertices that match the seed cluster spatially are added to the seed clusters with an energy greater than
thresholds. They are referred to as “superclusters.”

The seed cluster candidates of electrons are required to have ET greater than 1 GeV and the matched ID
tracks with at least four hits. For photon candidates, it is required to have a minimum ET of 1.5 GeV
without requirements for track and conversion vertex matching. All EM topo-clusters not satisfying these
requirements are treated as satellite clusters. In the next step, the algorithm to find satellite clusters
associated with the seed clusters runs. A satellite cluster within ∆η × ∆φ = 0.075 × 0.125 around the
seed cluster barycentre is added to the seed cluster. In the reconstruction algorithm of electrons, spatial
matching requirements are loosed to be ∆η × ∆φ = 0.125 × 0.300. For photon reconstruction, a satellite
cluster with the same converted vertices and tracks reconstructed from only ID hits are added to the seed
cluster. In addition, a satellite cluster that has the best matched (electron) tracks associated with the same
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converted vertices is also added. At this step, a satellite cluster that has already been added to seed clusters
is not used.

Their energy is calculated from the corresponding calorimeter cells in the presampler and the first three
LAr calorimeter layers, except in the transition region (1.4 < |η | < 1.6). In the transition region, the energy
measured by the scintillator between the calorimeter cryostats is also added.

After building the electron and photon superclusters, they are corrected for their energy and position.
Matching the tracks and the converted vertices to the superclusters is performed in the same way as
matching the EM topo-clusters and them. At this level, a supercluster can be both candidates of electron
and photon due to performing the building of the electron and photon supercluster candidates individually.
To solve this problem, the logic shown in Figure D.2 is applied. The superclusters identified as “ambiguous”
in the final classification are treated as photons in this thesis.

Electron Identification The discriminating variables, as shown in Table D.2, are used to distinguish
promptly isolated electrons from hadronic jets, converted photons, and true electrons from heavy-flavor
hadrons. The variables can be categorized into four groups, primary electron tracks, shapes of the
electromagnetic shower in the calorimeter, hadronic leakage, and matching between the tracks and the
clusters. These variables are used for the likelihood calculation, probability density functions (pdfs) P.
The pdfs are obtained from smoothing histograms for each corresponding discriminating variables with an
adaptive kernel density estimator (KDE [249]) as implemented in TVA [250]. Additionally, the pdfs for
signal and background are calculated separately, and depend on |η | and ET. Thus, likelihoods are obtained
individually and defined as,

LS(B)(x) =
n∏
i=1

PS(B),i(xi), (D.11)

where PS(B),i(xi) is the pdf of i−th variable for signal (background). Besides, the likelihood discriminant
dL is defined as,

dL = log(LS(X)/LB(X)). (D.12)

Several working points for the electron identification are defined and called “Loose,” “Medium,” and
“Tight.” Their selections for the likelihood discriminant and other variables are different, corresponding to
the efficiency. The efficiencies depend on the number of reconstructed vertices. Thus, the thresholds of
likelihood discriminants are modified as linear functions of pile-up level, maintaining the rejection power
of background electrons.

Photon Identification The hadronic leakage and shower shape variables are shown in Table D.2 are
used to distinguish between prompt, isolated photons, and backgrounds from hadronic jets. The variables
measured in the EM first layer are useful for rejecting two highly collimated photons from π0 decays.
Several working points for the photon identification are defined and referred to as “Loose,” “Medium,” and
“Tight.” Photons identified by a tight working point pass loose and medium working points. The Tight
identification is optimized by TMVA (multivariate data analysis tool) and the selections depend on ET.
Additionally, the identification is performed separately for converted and unconverted photons.
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Table D.2: Discriminating variables used for electron and photon identification. The last column indicates if the
variables are used for the identification of electrons, photons, or both. For variables calculated in the first EM layer, if
the cluster has more than one cell in the φ direction at a given η, the two cells closest in φ to the cluster barycentre
are merged and the definitions below are given in terms of this merged cell. The sign of d0 is conventionally chosen
such that the coordinates of the perigee in the transverse plane are (x0, y0) = (−d0 sin φ, d0 cos φ), where φ is the
azimuthal angle of the track momentum at the perigee [248].

Category Description Name Usage

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the
EM cluster (used over the ranges |η | < 0.8 and |η | > 1.37)

Rhad1 e/γ

Ratio of ET in the hadronic calorimeter to ET of the EM cluster (used
over the range 0.8 < |η | < 1.37)

Rhad e/γ

EM third layer Ratio of the energy in the third layer to the total energy in the EM
calorimeter

f3 e

EM second layer Ratio of the sum of the energies of the cells contained in a 3 × 7 η × φ
rectangle (measured in cell units) to the sum of the cell energies in a
7 × 7 rectangle, both centred around the most energetic cell

Rη e/γ

Lateral shower width,
√
(ΣEiη

2
i
)/(ΣEi) − ((ΣEiηi)/(ΣEi))

2, where Ei

is the energy and ηi is the pseudorapidity of cell i and the sum is
calculated within a window of 3 × 5 cells

wη2 e/γ

Ratio of the sum of the energies of the cells contained in a 3 × 3 η × φ
rectangle (measured in cell units) to the sum of the cell energies in a
3 × 7 rectangle, both centred around the most energetic cell

Rφ e/γ

EM first layer Total lateral shower width,
√
(ΣEi(i − imax)2)/(ΣEi), where i runs over

all cells in a window of ∆η ≈ 0.0625 and imax is the index of the
highest-energy cell

ws tot e/γ

Lateral shower width,
√
(ΣEi(i − imax)2)/(ΣEi), where i runs over all

cells in a window of 3 cells around the highest-energy cell
ws 3 γ

Energy fraction outside core of three central cells, within seven cells fside γ

Difference between the energy of the cell associated with the second
maximum, and the energy reconstructed in the cell with the smallest
value found between the first and second maxima

∆Es γ

Ratio of the energy difference between the maximum energy deposit
and the energy deposit in a secondary maximum in the cluster to the
sum of these energies

Eratio e/γ

Ratio of the energy measured in the first layer of the electromagnetic
calorimeter to the total energy of the EM cluster

f1 e/γ

Track conditions Number of hits in the innermost pixel layer ninnermost e

Number of hits in the pixel detector nPixel e

Total number of hits in the pixel and SCT detectors nSi e

Transverse impact parameter relative to the beam-line d0 e

Significance of transverse impact parameter defined as the ratio of d0 to
its uncertainty

||d0/σ(d0)| | e

Momentum lost by the track between the perigee and the last
measurement point divided by the momentum at perigee

δp/p e

Likelihood probability based on transition radiation in the TRT eProbabilityHT e

Track–cluster matching ∆η between the cluster position in the first layer of the EM calorimeter
and the extrapolated track

∆η1 e

∆φ between the cluster position in the second layer of the EM
calorimeter and the momentum-rescaled track, extrapolated from the
perigee, times the charge q

∆φres e

Ratio of the cluster energy to the measured track momentum E/p e
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Figure D.2: A flowchart in the logic resolving particles reconstructed as both electrons and photons. An ‘innermost
hit’ represents the nearest hit in the pixel to the beam-line along the track trajectory. E/p is defined as the ratio of the
supercluster energy to the momentum of tracks. The radial position of the conversion vertex is denoted as Rconv.
RfirstHit is the smallest radial position of a hit in the track or tracks that make a conversion vertex [119].

D.7.2 Isolation Criteria

In order to reject electrons from heavy hadrons and photons from bremsstrahlung and π0, the selection
called “Isolation” is applied. Two types of isolation variables to keep electrons and photons identification
with high quality are used. The first one is the raw calorimeter isolation variable (E isol

T,raw). E isol
T,raw is the sum

of the transverse energy measured as positive-energy in topo-clusters where the center of energy (COE) of
the topo-cluster is inside a cone around the electron or photon cluster COE. The second one is the fully
corrected calorimeter isolation variable (EconeXX

T ). The definition is,

EconeXX
T = E isolXX

T,raw − ET,core − ET,leakage(ET, η,∆R) − ET,pile-up(η,∆R), (D.13)

where XX is the cone parameter which is the distance in the η − φ plane, ∆R = XX/100. Besides, the track
isolation variables (pconeXXT ) are used. pconeXXT represents the sum of the transverse momentum measured
by tracks inside a cone around the electron or photon cluster direction. Tracks associated with the electron
or converted photon are excluded in the calculation. For the electron, the track isolation variables with a
variable cone parameter (pvarconeXXT ) replace ones of a fixed cone parameter, and the definition is

∆R = min
(

10
pT[ GeV]

,∆Rmax

)
, (D.14)

where ∆Rmax is the maximum cone parameter. The track isolation variables with a variable cone parameter
are useful to reject other decay products from the heavy particles because the products are close to electrons
originating from the same high-momentum heavy particles. In the calculations, we consider tracks, which
have pT greater than 1 GeV, |η | < 2.5 and the requirements for hits in the ID.

Electron Isolation Tracks are required that they associate with the primary vertex or satisfy |∆z0 sin θ | <
3 mm where |z0 sin θ | represents the shortest distance between the muon track and the primary vertex in
a longitudinal projection. “Gradient” and “Tight” working points are used in this thesis, while several
working points are defined in Ref.[119]. The “Gradient” working point is optimized for efficiency
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depending on pT, uniform in η. In the “Gradient” working point, Econe20
T and pvarcone20T calculated using

tracks with |∆z0 sin θ | < 3 mm are used. These cut values are optimized to keep the efficiency defined
as ε = 0.1143 × pT + 92.14% and derived from simulated J/ψ → ee and Z → ee samples. The “Tight”
isolation is required to have Econe20

T < 0.06 × pT and pvarcone20T < 0.06 × pT. In this working point, tracks
with |∆z0 sin θ | < 3 mm or loose vertex association are used for the pvarcone20T calculation.

Photon isolation All tracks are required to satisfy |∆z0 sin θ | < 3 mm. We use only “Tight” isolation
working points defined in Ref.[119]. Others are not used in this thesis. Photons are required to have
Econe40
T < 0.022 × ET + 2.45 GeV and pcone20T < 0.05 × ET.

D.7.3 Efficiency Measurement

The efficiency measurement of electrons and photons is described in Ref.[119, 251, 252]. The outlines are
presented in this section.

Electron efficiency measurement The efficiency measurement of isolated electrons is important in the
SM measurement and searches for BSM signals. The measured efficiency includes the effects of the
selection described above, such as the reconstruction, the identification, and the isolation, and so on. The
total efficiency is factorized as,

εtotal = εreco × εid × εiso × εtrig =

(
Nreco

Nall

)
×

(
Nid

Nreco

)
×

(
Niso

Nid

)
×

(
Ntrig

Niso

)
, (D.15)

where Ni and εi are the number and efficiency of i, respectively. Nall is the number of produced electrons.
The “reco,” “id,” “iso,” and “trig” represent the variables of the reconstructed electrons at the level of the
reconstruction, the identification, isolation, and trigger.

The efficiency to reconstruct electrons is extracted from the MC simulation of J/ψ → ee and Z → ee
samples. Other factors are also determined from the measured efficiency using a tag-and-probe method in
J/ψ → ee and Z → ee control samples of data and simulation. In the tag-and-probe method, one of the
electrons is required to satisfy a strict selection for keeping high quality. Additionally, the electron is also
required to fire the single electron trigger for the data-taking. The electron is referred to as a “tag” electron.
Another electron is treated as a “probe” electron and used for calculating efficiency. Due to requiring no
selections for “probe” electrons, no bias measurement can be performed. For correcting differences in the
efficiency between data and MC samples in the measurements, the data-to-MC ratios are used as scale
factors.

Photon efficiency measurement The efficiency measurement is performed using three control samples,
inclusive-photon production samples, radiative photon samples (Z → llγ), Z → ee samples for electron
extrapolation. Inclusive-photon production samples are collected by single-photon triggers and photons
are required to pass “Loose” criteria. The efficiency is extracted by a matrix method using four regions
where photons are required to satisfy the “Tight” identification and the track-based isolation cuts. Z → llγ
samples are collected by single-lepton triggers or di-lepton triggers. Additionally, the invariant mass of
the di-lepton and photon system (mllγ) is required to be around the Z mass, and the invariant mass of
the di-lepton system (mll) is less than the Z mass. The additional requirements are useful to reject Z + γ
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samples and Z+jets samples, including mis-identified hadronic jets as photons. The efficiency is extracted
from the mllγ distributions. Finally, the efficiency of the electron extrapolation samples is based on the
tag-and-probe method and extracted after the shape variables of the “probe” electrons are extrapolated by
Smirov transform [253]. These measurements are performed in both data and MC samples. The observed
differences are combined to obtain scale factors using a weighted average.

D.7.4 Energy Calibration

The energy calibration of electrons and photons is performed in Z → ee control samples. The energy
scale is defined as a factor (αi) to correct the energy in data samples, and the energy resolution applies to
simulation samples. The mis-modeling of the energy resolution is parameterized as a constant term (ci),
and the noise term is negligible. Here, i represents different η regions. These corrections are described
as,

Edata,corr = Edata/(1 + αi), (D.16)(σE

E

)MC,corr
=

(σE

E

)MC
⊕ ci, (D.17)

where ⊕ represents a sum in quadrature. These corrections are applied to the invariant mass of the
di-electron system as follows,

mdata,corr
i j = mdata

i j /(1 + αi j), (D.18)(σm

m

)MC,corr

i j
=

(σm

m

)MC

i j
⊕ ci j, (D.19)

where i and j are the η regions of reconstructed electrons, αi j = (αi + αj)/2 and ci j = (ci ⊕ cj)/2. The αi
and ci are extracted from a simultaneous fit in the mee distribution.

For the photon energy scale correction, validation in Z → llγ control samples is performed. The residual
energy scale factors (∆α) are extracted from the mllγ distribution.
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D.8 Muon Reconstruction

D.8.1 Reconstruction

Muons can reach the outermost detectors, the muon spectrometer (MS), depositing the energy in the inner
detector (ID) and the calorimeters. Muons are reconstructed from the MS and the ID information, described
in Ref.[120]. The outline is introduced in this section.

Muon reconstruction starts from muon reconstruction tracks in the MS. The first step of track reconstruction
in the MS is to reconstruct local track segments from hits in an individual MS station using a Hough
transform. After finding track segments, they are combined with other segments in different stations to
reconstruct track candidates with a loose pointing constraint that muons come from the interaction points
and an assumption that a trajectory of a muon is a parabola due to the trajectory bent in the magnetic field.
Finally, the muon trajectory is obtained from the global χ2 fit, considering the effects of interactions in
the detector inside the MS and misalignments between the different detector chambers. The transverse
momentum (pT) is calculated by re-fit with additional considerations for the energy loss in the calorimeters
and back-extrapolation to the beamline.

The muon reconstructed tracks in the MS are combined with information of the ID and calorimeters. There
are five reconstruction procedures and corresponding muon types. However, only two types are considered
in this thesis, and they are introduced according to their priority. Other types are described in Ref.[120].

Combined muons Combined muons are obtained from a combined track fit based on the ID and MS hits
considering the energy loss in the calorimeters. Their hits are re-fitted in the combined fit procedures.

Inside-out combined muons Inside-out combined muons are reconstructed using the extrapolation from
the ID tracks to the MS, searching at least three aligned MS hits with a combined track fit. In this algorithm,
the reconstructed MS tracks are not considered.

In order to obtain high quality of the reconstructed muons except for the SiF muons, the ID tracks used for
the reconstruction are required following selections,

• Not less than one hit in the pixel detector

• Not less than five hits in the SCT detector

• Not more than two missing hits in the pixel detector and the SCT detector

For the SiF muons, at least one pixel hit and at least four hits of the pixel detector and the SCT detector in
total are required at the reconstruction step. Additionally, the following selections at the reconstruction
procedures of muons are applied.

• The number of MS stations where at least three hits in the MDT or CSC detectors are used to
reconstruct muons is not more than two (except for |η | < 0.1).

• The number of MS stations where at least three hits in the MDT or CSC detectors is one, and muons
have at most MS stations where at most two hits are used and at least three hits are missed in the
trajectory (|η | < 0.1).
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• The number of MS stations where at least three hits in the MDT or CSC detectors are used to
reconstruct muons is at least three (2.5 < |η | < 2.7).

• q/p significance = |q/pID−q/pMS |√
σ2(q/pID)+σ2(q/pMS)

< 7 where q/pID and q/pMS are the ratio of the charge q to

the momentum p in the measurement of the ID and MS detectors, respectively, the corresponding
uncertainties are denoted as σ2(q/pID), σ2(q/pMS).

The reconstructed muons satisfying these requirements are called “medium muons.”

Isolation In order to distinguish between muons from the reconstructed primary vertex and other sources,
for example, pile-up interactions, cosmic rays, and hadron decays, kinematic selections called “Isolation”
are applied.

Vertex association requirements to reject muons from pile-up interactions or cosmic rays are introduced.
For ensuring muons originating from the reconstructed primary vertex, the shortest distance between the
muon track and the primary vertex in a longitudinal projection (|z0 sin θ |) is less than 0.5 mm, where z0 is
the longitudinal impact parameter defined as the closest point of the muon track to the beamline, measured
relative to the reconstructed primary vertex position. Besides, the other selection for prompt muons is done
with “d0 significance,” defined as |d0 |/σ(d0), where d0 is referred to as the transverse impact parameter
and represents the shortest distance between a track and the measured beamline position in the transverse
plane, and σ(d0) is the total uncertainty of track fit. d0 significance is required to be less than 3.

The other optional selection is employed to distinguish between muons originating from the primary
vertex and ones from hadron decays. The selection consists of track-based isolation and calorimeter-based
isolation. The track-based isolation uses the scalar sum of the transverse momenta of the ID tracks
associated with the primary vertex in a cone with ∆R = min(10 GeV/pT, 0.3) around the muon in the η− φ
plane. The muon track itself and the ID tracks with pT ≤ 1 GeV are excluded in the sum. The scalar sum
of the transverse momenta of the ID tracks is denoted as pvarcone30T . The calorimeter-based isolation uses
the sum of the transverse energy of topo-clusters with ∆R = 0.2 around the muon position extrapolated to
the calorimeters. The energy deposit of the muon itself is not included. The sum of the transverse energy
of topo-clusters is denoted as E topocone20

T .

Two working points for isolation requirements are used. One is “Tight” and another is “TightTrack-
Only.” “Tight” working point requires both the track-based isolation and the calorimeter-based isolation.
“TightTrackOnly” requires only the track-based isolation, which is tighter than one of the “Tight” working.

D.8.2 Muon Efficiency Measurement

The muon efficiency measurement is based on the tag-and-probe method in the samples, including di-muon
pairs, such as Z → µµ and J/ψ → µµ. In the tag-and-probe method, “tag muons” are required to be
reconstructed with high quality and fire the online trigger. “Probe muons” are required to be identified
with the algorithm of interest and have the charge opposite to the tag muons and |η | < 2.5.

Z → µµ control samples (pT > 10 GeV) and J/ψ → µµ control samples (3 GeV ≤ pT ≤ 20 GeV) are
used. Details are described in Ref.[120]. There are disagreements of the measured efficiency between data
and MC samples. In order to correct the difference, the efficiency scale factor (SF) defined as the ratio of
the measured efficiency in data samples to MC samples, is used.
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To extend the full MS acceptance, we use the double ratio of the data/MC in the forward region (|η | > 2.5)
to near forward region (2.2 < |η | < 2.5) for the efficiency SF calculation due to the limitation of the ID
coverage (|η | < 2.5). The measurement is performed in Z → µµ control samples and mµµ window cuts are
required. The forward muons are required to have pT greater than 10 GeV and an opposite charge to the
central muons. The central muons are required to be identified with high quality and have pT > 25 GeV.

The results are shown in Figure D.3. In the overlap region of pT from 10 to 20 GeV, the measured
efficiencies are a good agreement between J/ψ → µµ and Z → µµ within uncertainties. The observed
discrepancy in |η | > 2.5 is caused by the different reconstruction algorithms between the SiF muons and
combined muons.

D.8.3 Momentum Calibration

The ID tracks (MS segments) are corrected by the simulated transverse momenta of reconstructed muons
in the ID (MS) sub-detectors. The corrected transverse momenta, pCor, DetT , is defined as,

pCor, DetT =
pMC, Det
T +

∑1
n=0 sDetn (η, φ)

(
pMC, Det
T

)n
1 +

∑2
m=0 ∆rDetm (η, φ)

(
pMC, Det
T

)m−1
gm

, (Det denotes ID or MS), (D.20)

where pMC, Det
T is the transverse momentum of reconstructed muons in the simulation before the correction,

gm is normally distributed random variable for smearing, ∆rDetm (η, φ), s
Det
n (η, φ) represent the momentum

resolution smearing and the scale correction corresponding to (η, φ) detector region. gm has zero mean and
unit width. sDet1 corrects the inaccuracy of the magnetic field, and sDet0 term is the correction factor for the
inaccuracy of the energy loss. We consider the energy loss only in the calorimeter and other materials
inside the MS, not including one between the interaction point and the ID. The denominator represents the
momentum smearing and includes the effects of energy loss, multiple scattering, and the fluctuations of
hits caused by the misalignment of the MS and spatial resolution.

The correction factors are extracted using a binned maximum-likelihood fit from the invariant mass
distributions in J/ψ → µµ and Z → µµ control samples. For the MS corrections, pT imbalance variable,
defined as:

ρ =
pMS
T − pCor, IDT

pCor, IDT

, (D.21)

are used to correct the energy loss in the calorimeter between the ID and the MS.

D.9 Overlap Removal

We perform the overlap removal procedure to resolve the ambiguity of duplicated objects. The procedures
to find duplicated objects sharing tracks and clusters are,

1. When two electrons share the same ID track, the one with lower pT is removed.

2. Electrons sharing the ID track with muons are rejected.

3. Photons within ∆R(γ, e/µ) < 0.4 are rejected.
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Figure D.3: Muon reconstruction and identification efficiencies in 0.1 < |η | < 2.5| (a) and as a function of η
(b) [120].

4. Small-R jets satisfying at least one criterion are rejected:

• ∆R(e, j) < 0.2

• ∆R(µ, j) < 0.4 and either of the following is satisfied when the number of ghost-associated
tracks for the jet is ≤ 4 (≥ 4):

a) Econe40
T (µ) < 15 (5) GeV.

b) Econe40
T (µ) < 15 + 100 × (R − 0.7) GeV (5 + (25/0.3) × (R − 0.6) GeV)

c) R > 0.85(0.9)

where R represents pT(µ, ID track)/
∑

j pT(track).

The above selections are applied to reject jets originating from calorimeter energy deposits from
electron/photon shower or muon bremsstrahlung.

5. Photons within ∆R(γ, j) < 0.4 (where j represents small-R jets) are removed. Electrons and muons
within ∆R(`, j) < min(0.4, 0.04 + 10 GeV/pT(`)) are removed.

6. Any large-R jets within ∆R(`/γ, J) < 1.0 is removed.
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E Jet Truth Labeling

Truth information of large-R jets is used to apply tagger efficiency SF and uncertainties. The procedures
to label jets with truth information are three steps. The first step is requiring spatial matching between
reconstructed jets (J) and truth jets (Jtrue), ∆R(J, Jtrue) < 0.75. In the next step, we perform spatial
matching between truth particles (W/Z/h/t) and the truth jets (∆R(Jtrue, particles) < 0.75). Finally, truth
jet mass requirements corresponding to the origin of jets are applied. For jets labeled as top quarks, at least
one ghost-associated b-hadron [129], m(Jtrue) > 140 GeV and spatially matching ∆R(Jtrue, t) are required.
For jets labeled as W bosons, the jets must satisfy requirements that ∆R(Jtrue,W) < 0.75, the number of
ghost-associated b-hadrons is zero and 50 GeV < m(Jtrue) < 100 GeV. For jets labeled as Z bosons, the
jets must satisfy the ∆R-match requirement and 60 GeV < m(Jtrue) < 110 GeV.

The performance of W and Z boson labeling is shown in Figure E.1. The red lines show the fraction of
jets labeled as W/Z bosons, and the blue ones show the fraction of jets that only pass the requirements of
∆R-matching between truth bosons and truth jets and truth jet mass cuts. In the low pT region, the daughter
quarks are not collimated sufficiently inside one large-R jet, and the fraction is low. Besides, since the Z
boson mass is larger than W boson, the fraction of jets labeled as Z boson is smaller due to the difference
in dR(q, q). For example, the fraction of W boson with pT(Jtruth) = 400 GeV is ∼ 85% while the fraction
of Z boson is ∼ 77%. These jets labeled as W/Z bosons are referred to as “signal jets.”

500 1000 1500 2000 2500

 [GeV]
T

pTruth jet 

0

0.2

0.4

0.6

0.8

1

 je
ts

W
/Z

F
ra

ct
io

n 
of

 c
on

ta
in

ed
  ATLAS Simulation Preliminary

WZ →' W = 13 TeV, s
 = 1.0 jetsR tkTrimmed anti- 

| < 2.0η > 200 GeV, | 
T

p

 label:W
 = 0bN < 100 GeV, truthm50 < 

qq = 0, bN < 100 GeV, truthm50 < 

 = 0, otherbN < 100 GeV, truthm50 < 

 label:Z
 < 110 GeVtruthm60 < 

qq < 110 GeV, truthm60 < 

 < 110 GeV, othertruthm60 < 

Figure E.1: Fraction of jets as a function of truth jet pT matched to W (dashed lines) or Z bosons (solid lines) that
pass the corresponding label criteria in a pT flattened HVT W ′ samples. The black lines represent the fractions
after ∆R-matching between truth bosons and truth jets, truth mass cuts, and ghost-associated b-hadron [129]
requirements. The red lines show the fractions required to satisfy ∆R-matching between truth jets and truth particles
from hadronically decaying bosons, and the blue ones are not satisfied [121].
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F Pre-/Post-fit Jet Mass Distribution in W bosons
Enriched Regions

In order to measure the signal efficiency in W bosons enriched region, the fits of the jet mass distributions
are performed. Figure 6.7 shows the jet mass distributions with 250 GeV < pT < 300 GeV before/after
fitting. Figure F.1, Figure F.2, and Figure F.3 show the pre-/post-fit jet mass distributions with different pT
bins.
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Figure F.1: (a)(b) Pre-fit or (c)(d) post-fit distribution of mcomb in the (200 GeV < pT < 250 GeV) bin. The regions
passing ((a)(c)) or failing ((b)(d)) are shown.
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Figure F.2: (a)(b) Pre-fit or (c)(d) post-fit distribution of mcomb in the (300 GeV < pT < 350 GeV) bin. The regions
passing ((a)(c)) or failing ((b)(d)) are shown.
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Figure F.3: (a)(b) Pre-fit or (c)(d) post-fit distribution of mcomb in the (350 GeV < pT < 600 GeV) bin. The regions
passing ((a)(c)) or failing ((b)(d)) are shown.
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G Comparison of Jet Substructure Variables
between Different t t̄ MC in the SF Measurement
Region

In this section, comparisons of the jet substructure variables with different MC generators are shown. As
shown in Figure 6.9, parton shower variation samples have the slightly different tendencies in D2 and ntrk
distributions. However, the differences become smaller in the high pT region. Figure G.1, Figure G.2, and
Figure G.3 show the jet substructure distributions of jets originating from W bosons. Additionally, the
distributions of all jets are shown in Figure G.4-G.7.
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Figure G.1: Distributions of mcomb (a), D2 (b) and ntrk (c) in tt̄ MC samples (200 GeV < pT < 250 GeV). Nominal
MC represents the black line. Alternative MCs for the variation of matrix elements (red), parton shower (blue), and
QCD radiation (green) are shown.
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Figure G.2: Distributions of mcomb (a), D2 (b) and ntrk (c) in tt̄ MC samples (300 GeV < pT < 350 GeV). Nominal
MC represents the black line. Alternative MCs for the variation of matrix elements (red), parton shower (blue), and
QCD radiation (green) are shown.
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Figure G.3: Distributions of mcomb (a), D2 (b) and ntrk (c) in tt̄ MC samples (350 GeV < pT < 600 GeV). Nominal
MC represents the black line. Alternative MCs for the variation of matrix elements (red), parton shower (blue), and
QCD radiation (green) are shown.
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Figure G.4: Distributions of mcomb (a), D2 (b), and ntrk (c) in data andMC samples with 200 GeV < jetpT < 250 GeV.
The black line represents data samples. Except for the black line, each color line represents MC expected distributions
with different tt̄ MC samples (other samples are common). The violet line represents a nominal MC sample,
alternative MCs for the variation of matrix elements (red), parton shower (blue), and QCD radiation (green) are
shown.
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Figure G.5: Distributions of mcomb (a), D2 (b), and ntrk (c) in data andMC samples with 250 GeV < jetpT < 300 GeV.
The black line represents data samples. Except for the black line, each color line represents MC expected distributions
with different tt̄ MC samples (other samples are common). The violet line represents a nominal MC sample,
alternative MCs for the variation of matrix elements (red), parton shower (blue), and QCD radiation (green) are
shown.
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Figure G.6: Distributions of mcomb (a), D2 (b), and ntrk (c) in data andMC samples with 300 GeV < jetpT < 350 GeV.
The black line represents data samples. Except for the black line, each color line represents MC expected distributions
with different tt̄ MC samples (other samples are common). The violet line represents nominal MC sample, alternative
MCs for the variation of matrix elements (red), parton shower (blue), and QCD radiation (green) are shown.
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Figure G.7: Distributions of mcomb (a), D2 (b), and ntrk (c) in data andMC samples with 350 GeV < jetpT < 600 GeV.
The black line represents data samples. Except for the black line, each color line represents MC expected distributions
with different tt̄ MC samples (other samples are common). The violet line represents a nominal MC sample,
alternative MCs for the variation of matrix elements (red), parton shower (blue), and QCD radiation (green) are
shown.
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H Event Cleaning

In this section, event cleaning selections are introduced. They are applied to reduce the effects from the
data-specific detector responses, mis-measurement of Emiss

T , and the double-counting b-quarks.

H.1 Event Cleaning Based on Detector Responses

In order to reject fake jets caused by noise in the LAr calorimeters, some variables based on the signal
pulse shape and energy in the LAr calorimeters are used. These variables are estimated as the deviation
from the expected signal shape in simulation samples and evaluated as the fraction of the energy in LAr
and the hadronic endcap calorimeters to the jet. Additionally, the measured energy in the electromagnetic
calorimeter and the scalar sum of track pT associated with the jets are used. Moreover, an additional variable
defined as the difference between the calorimeter time measured by the trigger and the energy-squared
weighted average of the time in the cells is used.

H.2 Dead Tile Module Jets Veto

In the period of the data taking, some tile calorimeter modules (summarized in Table H.1) are not operating.
The events containing jets oriented to the dead tile modules are vetoed because the jets are not reconstructed
correctly, and Emiss

T is mis-measured. Since the condition of the dead tile modules is not reflected on the
simulation, the weird peaks are seen in the φ(Emiss

T ) distribution of data samples before cleaning as shown
in Figure H.1, After rejecting the events containing jets oriented to the dead tile modules, the peaks are
removed. The efficiency of cleaning is about 95%-98% in data and simulation.

H.3 Non-collision Background Veto

It is known that beam-induced particles knock the detector materials directly and create jet-like signa-
tures [255], mainly caused by the beam-induced muons [256]. These events are recorded accidentally
and called “Non-collision background.” These events are observed in only data samples, and additional
cleaning is needed.

As shown in Figure H.2(a), data excess is seen in min∆φ( j, Emiss
T ) > 2.9. This is caused by the mis-

measured fake jets in the calorimeters. Track-based Emiss
T (denoted as Emiss

T,track) is used to suppress these
backgrounds. The distribution of Emiss

T,trackand azimuthal angle between the measured directions of Emiss
T and

Emiss
T,trackwith min∆φ( j, Emiss

T ) > 2.9 is shown in Figure H.3. Small Emiss
T,trackevents remain in data samples,

while Emiss
T > 200 GeV cuts are applied, and large ∆φ(Emiss

T,track, E
miss
T ) events also remain caused by the

mis-measurement of Emiss
T . To reject these events, additional cleaning cuts are defined as,
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Table H.1: Location of dead tile modules in the Run2 (Ref [254]). Modules partly dead or are accounted for by the
simulation/reconstruction are not listed.

Year RunNumber Module name η region φ region

2015 266904–284484 LBA10 0. < η < 0.9 0.8 < φ < 1.0
EBC21 −1.6 < η < −0.9 1.9 < φ < 2.1

2016 302053–311481 LBA52 0. < η < 0.9 −1.33 < φ < −1.13
306988–311481 LBC5 −0.9 < η < 0. 0.34 < φ < 0.54

2017 325713–340453 LBC63 −0.9 < η < 0. −0.25 < φ < −0.05
EBA3 0.8 < η < 1.7 0.14 < φ < 0.34

2018 350310–352514 LBA29, 30 0. < η < 0.9 2.7 < φ < −3.0
355261–364292 LBA32 0. < η < 0.9 |φ| > 3.0

• Emiss
T,track > 75 GeV

• ∆φ(Emiss
T,track, E

miss
T ) > 2.0

After applying these cuts, there is no data excess in the distribution of min∆φ( j, Emiss
T ) as shown in

Figure H.2(b).

H.3.1 Track Jets Cleaning

In this thesis, the b-tagged track jets are used to identify Z/h→ bb signals and reject background events,
including top quarks. When two track jets are in the vicinity, one can be included by the other where the
b-tagging performance and the MC modeling can be unstable. To avoid such topology with overlapping
track jets, following cleaning selection is applied on events:

∆R(jeti, jetj) < min(R(jeti), R(jetj)) , (H.1)

where i running on the track jets considered for the b-tagging algorithm (in this analysis, pT > 20 GeV
and ntrk ≥ 2) and j running on the jets with a pT > 5 GeV and ntrk ≥ 2. The efficiency of the selection is
larger than ∼ 90%.
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Figure H.1: φ(Emiss
T ) distribution in each period. There are peaks in the data samples by the mis-measured Emiss

T
generated from the jet into the dead tile regions. However, the distribution is flat in simulation samples because the
conditions of dead tile modules are not reflected.
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Figure H.2: min∆φ( j, Emiss
T ) distribution applying nlepton = 0, nLarge−R jets ≥ 2 and Emiss

T > 200 GeV , these
variables are defined in Section 7.3. Non-collision veto works to reject the weird peak correctly.
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Figure H.3: Emiss
T,track(a) and ∆φ(E

miss
T,track, E

miss
T ) (b) distribution of the events with min∆φ( j, Emiss

T ) > 2.9. Events with
Emiss
T,track < 75 GeV in data are remained, while Emiss

T > 200 GeV cuts are applied. They are mis-measured Emiss
T

events and will be rejected. Large ∆φ(Emiss
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I Kinematic distributions with Preselection

In this section, the kinematic distributions of each preselection are shown in Figure I.1-I.12. There is no
significant slope of each kinematic distribution.
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(f) boson tagging result of leading large-R jet

Figure I.1: Kinematic distributions of Emiss
T (a), meff(J) (b), and leading large-R jet mass (c), D2 (d), ntrk (e), and

boson tagging result (f) with Precut0L4Q selections.
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(d) boson tagging result of sub-leading large-R jet

Figure I.2: Kinematic distributions of sub-leading large-R jet pT (a), mass (b), D2 (c), and boson tagging result (d)
with Precut0L4Q selections.
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(f) boson tagging result of leading large-R jet

Figure I.3: Kinematic distributions of pT(V) (a), pT(V) + pT(J1) + pT(J2) (b), and leading large-R jet mass (c), D2
(d), ntrk (e), and boson tagging result (f) with Precut1L4Q selections. In the 1L region, V represents the reconstructed
W boson from leading lepton and Emiss

T .

245



0

1000

2000

3000

4000

5000

6000

E
ve

nt
s/

10
0.

0 
G

eV W+jets γV+
 +jetsγ higgs

tt+X Tops
VVV VV
Z+jets

Precut1L4Q

200 300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

2
(J

T
p

0.5
1

1.5

D
at

a/
S

M
 T

ot
.
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(d) boson tagging result of sub-leading large-R jet

Figure I.4: Kinematic distributions of sub-leading large-R jet pT (a), mass (b), D2 (c), and boson tagging result (d)
with Precut1L4Q selections.
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(f) boson tagging result of leading large-R jet

Figure I.5: Kinematic distributions of pT(V) (a), pT(V) + pT(J1) + pT(J2) (b), and leading large-R jet mass (c), D2
(d), ntrk (e), and boson tagging result (f) with Precut1Y4Q selections. In the 1Y region, V represents the reconstructed
photon.
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(d) boson tagging result of sub-leading large-R jet

Figure I.6: Kinematic distributions of sub-leading large-R jet pT (a), mass (b), D2 (c), and boson tagging result (d)
with Precut1Y4Q selections.
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Figure I.7: Kinematic distributions of Emiss
T (a), meff(J) (b), mT2(J1, J2; Emiss

T ) (b), 2b-tagged large-R jet pT (d) with
Precut0L2B2Q selections.
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(e) boson tagging result of Jqq

Figure I.8: Kinematic distributions of Jqq pT (a), mass (b), D2 (c), ntrk (d) and boson tagging result (e) with
Precut0L2B2Q selections.
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Figure I.9: Kinematic distributions of Emiss
T (a), meff(J) (b), mT2(J1, J2; Emiss

T ) (c), 2b-tagged large-R jet pT (d) with
Precut1L2B2Q selections. In the 1L region, V represents the reconstructed W boson from leading lepton and Emiss

T .
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Figure I.10: Kinematic distributions of Jqq pT (a), mass (b), D2 (c), ntrk (d) and boson tagging result (e) with
Precut1L2B2Q selections. In the 1L region, V represents the reconstructed W boson from leading lepton and Emiss
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Figure I.11: Kinematic distributions of Emiss
T (a), meff(J) (b), mT2(J1, J2; Emiss

T ) (c), 2b-tagged large-R jet pT (d) with
Precut1Y2B2Q selections. In the 1Y region, V represents the reconstructed photon.
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Figure I.12: Kinematic distributions of Jqq pT (a), mass (b), D2 (c), ntrk (d) and boson tagging result (e) with
Precut1Y2B2Q selections. In the 1Y region, V represents the reconstructed photon.
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J Multi-jet Backgrounds in SRs/CRs/VRs

Multi-jet backgrounds are supposed to be negligible due to Emiss
T > 200 GeV in the SRs, an isolated lepton

with pT > 30 GeV, Emiss
T > 50 GeV, pT(W) > 200 GeV in the 1L category and an isolated photon with

pT > 200 GeV in the 1Y category. In similar phase spaces of the previous studies [257–259], multi-jet
backgrounds are negligible. However, multi-jet backgrounds are still part of the “reducible backgrounds,”
the contribution should be taken into account by the reducible background estimation in the first order.
Additionally, the jet composition of multi-jet samples is not similar to other samples, such as V + jets or
tt̄. Therefore, the goal in this section is that multi-jet backgrounds are confirmed to be negligible in each
region using a data-driven method, i.e., the impact of jet composition differences between multi-jet and
other backgrounds is small.

J.1 0-lepton Category

Multi-jet backgrounds remain in the 0L category due to “fake Emiss
T ” caused by mis-measured jets typically.

However, min∆φ( j, Emiss
T ) > 1.0 is required by Precut0L, and the selection suppressesmulti-jet backgrounds.

The blue line in Figure J.1(a) represents the min∆φ( j, Emiss
T ) distribution of multi-jet backgrounds with no

Emiss
T cut and failing leading and sub-leading large-R jets for boson tagging requirements.

As shown in Figure J.1, min∆φ( j, Emiss
T ) and the result of boson tagging is not correlated. Thus, an ABCD

method exploiting the invariant nature of min∆φ( j, Emiss
T ) shape regardless of the result of boson tagging

is used for the multi-jet backgrounds estimation. The definition of each region is summarized in Table J.1.
With high Emiss

T cut, multi-jet backgrounds are strongly suppressed, and MC statistics are limited in high
min∆φ( j, Emiss

T ) region (min∆φ( j, Emiss
T ) > 1.0). In order to avoid limited statistics, multi-jet backgrounds

are estimated from an exponential function fitted to the post-subtraction data, defined as the data subtracted
non-multi-jet backgrounds of MC samples. For example, multi-jet yield in region-B is calculated from
the fitted exponential function in region-A. The MC statistics are limited in region-C and region-D since
at least one large-R jet is required to satisfy boson tagging requirements. Therefore, multi-jet yields in
region-D are calculated as the estimated yields in region-B times the ratio of the failed region to pass
region, i.e. n(region-B) × n(region-C)/n(region-A).

In order to calculate the upper yields of multi-jet backgrounds, the yields in region-B are estimated with
an exponential function, such as eax+b. Figure J.3 shows the min∆φ( j, Emiss

T ) distribution of multi-jet
candidates in region-(A+B) with Emiss

T > 200 GeV. Black points represent (Data - non-multi-jet MC),
and red histogram represents multi-jet MC samples. The blue line is a fitted function. The results of the
ABCD method and the yields estimated from MC samples directly are shown in Table J.2. After applying
Emiss
T > 300 GeV, multi-jet backgrounds are negligible. In the CRs and SRs, the contribution of multi-jet

backgrounds is smaller since additional selections, such as boson tagging and meff(J), are applied.
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Figure J.1: min∆φ( j, Emiss
T ) distributions of multi-jet background MC samples. (a) is not applied any Emiss

T cut and
(b) is selected with Emiss

T > 100 GeV. The blue line represents the events with failing leading and sub-leading
large-R jets of boson tagging requirements, and the red line represents the events that contain one passing large-R jet
and one failing large-R jet. Each distribution is normalized to unity.

Table J.1: Definition of each region with an ABCD method in 0-lepton region. Multi-thresholds of Emiss
T are used to

confirm the min∆φ( j, Emiss
T ) distribution with sufficient statistics and calculate upper yields in the SRs. σ(Emiss

T ) is
used to suppress the other background contributions. σ(Emiss

T ) cut is only applied to the ABCD method, it is not
applied to the search for electroweakinos.

Region-A Region-B Region-C Region-D(target)
Trigger: Emiss

T OR single-jet
Emiss
T trigger See Table ??

Single-jet trigger prescaled and unprescaled triggers
Jet pT threshold is larger than 15 GeV

Cleaning cuts (Section 7.2)
Bad-tile veto yes
Non-collision veto yes
Selection
nlepton = 0
nLarge−R jets ≥ 2
Emiss
T [GeV] > 100, > 150, > 200, > 300

meff(J) [GeV] > 1000
σ(Emiss

T ) < 10
"ABCD" variables
nWorZ→qq = 0 = 0 = 1 = 1
n(Fail jets) = 2 − nWorZ→qq = 2 = 2 = 1 = 1
min∆φ( j, Emiss

T ) < 1.0 > 1.0 < 1.0 > 1.0
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Figure J.2: min∆φ( j, Emiss
T ) distributions in each region of the ABCD method. min∆φ( j, Emiss

T ) distributions with
Emiss
T > 200 GeV, in the region where 2 fail leading large-R jets of W/Z → qq tagging (a) or one of leading large-R

jets pass (b). min∆φ( j, Emiss
T ) distributions with Emiss

T > 300 GeV is shown in (c) and (d).

Table J.2: Upper limits of the yield from the ABCD method and MC prediction directly with different Emiss
T threshold.

"-" represents no MC entry.
Emiss
T [GeV] ABCD estimation MC prediction Non multi-jet BG
> 100 121 ± 5 118 ± 39 58.5 ± 3.6
> 150 1.66 ± 0.15 3.11 ± 2.30 23.0 ± 1.4
> 200 (4.87 ± 0.94) × 10−2 0.27 ± 1.05 12.2 ± 1.0
> 300 (9.05 ± 4.57) × 10−5 - 3.54 ± 0.44
Emiss
T [GeV] + b-tag ABCD estimation MC prediction Non multi-jet BG
> 300, ntrk

b−jet (inside J) ≤ 1 (4Q) (2.95 ± 1.77) × 10−5 - 3.37 ± 0.44
> 200, n(Jbb) = 1 (2B2Q) (5.51 ± 2.66) × 10−3 - 0.43 ± 0.20
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Figure J.3: min∆φ( j, Emiss
T ) distribution of multi-jet candidates in the region-(A+B) with Emiss

T > 200 GeV. The
black points represent (Data - non multi-jet MC), and red histogram represents multi-jet MC samples. The blue line
is a fitted function.
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J.2 1L Category

Multi-jet events with mis-identified leptons may remain in the 1L category. Mis-identified leptons are
referred to as “fake leptons,” and they are estimated by the fake-factor method [260, 261]. In the fake factor
method, the ratio is defined as the number of leptons with loose selections to ones with tight selections.
The loose selected leptons are referred to as “anti-signal” leptons. They are defined as the ones, which fail
the isolation selection and pass all the other signal lepton selections described in Table 5.2. The tightly
selected leptons are the signal leptons. Thus, the fake factor (FF) is defined as,

FF =
Nsignal

Nanti-signal
. (J.1)

For estimating the fake factor, a kinematically loosely selected region is usually defined in a data-driven
method. However, such a region cannot be defined due to tight lepton identification criteria and large pT
(> 30 GeV). Therefore, the fake factor is evaluated from multi-jet MC samples directly.

The fake factors of electrons and muons are shown in Figure J.4. The systematic uncertainty derived from
the fake component variation is the largest source of uncertainty on the fake factor, and it is represented
as the red box in Figure J.4. These values are estimated as the variations with the fraction of fake events
shifted up and down by a factor of two, originating from b-hadron decays, c-hadron decays, light-flavor
hadron decays, punch-through pions (for µ), and photon conversion (for e).

In the ID region (= the 1L category), multi-jet events are estimated using the fake factor from the
corresponding anti-ID region. Multi-jet backgrounds in the anti-ID region are evaluated from the data after
subtracting the contribution of non-multi-jet backgrounds and normalized to be consistent with the data. A
flat 20% uncertainty of the normalization factor is assigned to account for the typical level of uncertainty
of the subtracted backgrounds.

The estimated yields in the 1L category with different selections are summarized in Table J.3. The
contributions of multi-jet backgrounds typically account for 3%-5% of the total background in 1-electron
regions and less than 1% in 1-muon regions. Therefore, the contribution of multi-jet background is
negligible in 1-lepton regions.

J.3 1Y category

Multi-jet events containing “fake photons” remain in the 1Y category. The contribution of multi-jet
backgrounds is estimated using an ABCD method. Region-D is the target region, and the definitions are,

• A: pass loose identification criteria, fail tight identification criteria, and fail isolation criteria

• B: pass loose identification criteria, fail tight identification criteria, and pass isolation criteria

• C: pass tight identification criteria, and fail isolation criteria

• D: pass tight identification criteria, and pass isolation criteria
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Figure J.4: Fake factors for electrons (a) and muons (b) calculated using multi-jet MC samples. The error bars and
the red boxes represent the statistical and systematic uncertainty, respectively. The systematic uncertainty is based on
the fake composition modeling.

Table J.3: Multi-jet events in the 1-lepton regions estimated using the fake-factor method. Track jet cleaning is not
applied to each selected region.

Region Multi-jet W + jets tt̄ Others Total BG (= Data) Multi-jet fraction (%)
Electron channel
Precut1L4Q 83.7 ± 18 2520 ± 504 154 ± 31 180 ± 36 2938 2.85 ± 0.6
CR1L4Q 6.28 ± 2.0 175 ± 35 16.5 ± 3.5 38.6 ± 8.1 236 2.66 ± 0.83
VR1L4Q 0.591 ± 0.4 4.18 ± 0.96 0.581 ± 0.21 1.65 ± 0.53 7 8.44 ± 5.7
Precut1L2B2Q 8.37 ± 2.4 114 ± 23 106 ± 22 16.0 ± 3.4 280 2.99 ± 0.85
CR1L2B2Q 2.09 ± 0.93 25.3 ± 5.3 14.1 ± 3.0 4.47 ± 1.1 46 4.54 ± 2.0
VR1L2B2Q 0.249 ± 0.27 1.53 ± 0.44 0.952 ± 0.33 0.275 ± 0.12 3 8.30 ± 8.8
Muon channel
Precut1L4Q 10.6 ± 2.3 2324 ± 465 138 ± 28 165 ± 33 2638 0.402 ± 0.089
CR1L4Q 0.541 ± 0.26 149 ± 30 12.6 ± 2.7 32.6 ± 6.8 195 0.278 ± 0.13
VR1L4Q −0.02 ± 0.01 6.37 ± 1.5 1.16 ± 0.4 2.50 ± 0.83 7 −0.3 ± 0.2
Precut1L2B2Q 1.43 ± 0.46 105 ± 21 105 ± 21 14.3 ± 3.1 239 0.597 ± 0.19
CR1L2B2Q 0.247 ± 0.17 25.5 ± 5.4 14.5 ± 3.1 3.81 ± 0.96 55 0.45 ± 0.3
VR1L2B2Q −0.003 ± 0.001 1.49 ± 0.57 0.773 ± 0.29 0.738 ± 0.33 3 −0.09 ± 0.04

where loose identification criteria are the “LoosePrime4a” working point and it is identical to LoosePrime4
in Ref.[119].

We perform the closure test using multi-jet MC samples in a loose 1-photon region. The ID efficiency and
the isolation efficiency with a function of photon pT are shown in Figure J.5. In pT < 350 GeV, good
closure is observed. However, we can see that there is a discrepancy at pT > 350 GeV. The discrepancy
causes underestimation, and a flat 50% closure uncertainty is assigned for this discrepancy.

The yield of multi-jet events in region-D is calculated as n(region-C) × n(region-B)/n(region-A). Data
events subtracted from the non-multi-jet MC samples are used as the multi-jet events. The normalization
factor is applied to agree with the observed data in region-D. Like the estimation in the 1-lepton region,
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Figure J.5: Efficiency of the tight photon ID selection (a) and the isolation for photons passing the loose ID (b),
overlap removal, calculated using the multi-jet MC.

a flat 20% uncertainty on the normalization factor is added. The results are summarized in Table J.4.
The contributions of multi-jet backgrounds typically account for 2%-5% of the total background, and the
contribution is enough to be negligible as an independent background component in the fit.

Table J.4: Multi-jet events in the 1-photon regions estimated using the ABCD method in terms of the ID and isolation
selection. Track jet cleaning is not applied to each selected region. The statistical uncertainty in the A, B, and C
region data events, and the subtraction uncertainty are taken into account, and they are represented as the errors.

Region QCD γ+jets V(→ qq) + γ Others Total BG (=Data) QCD fraction [%]

Precut1Y4Q 335 ± 175 13380 ± 2679 804 ± 161 74.4 ± 30 14593 2.29 ± 1.2
CR1Y4Q 22.1 ± 13 819 ± 166 146 ± 29 3.09 ± 0.79 990 2.23 ± 1.3
VR1Y4Q 0.644 ± 0.92 25.0 ± 6.5 4.38 ± 1.0 0.023 ± 0.01 30 2.15 ± 3.1
Precut1Y2B2Q 20.6 ± 13 589 ± 122 64.8 ± 13 2.15 ± 0.63 677 3.04 ± 1.9
CR1Y2B2Q 8.01 ± 5.2 123 ± 26 14.8 ± 3.0 0.218 ± 0.14 146 5.48 ± 3.5
VR1Y2B2Q −0.1 ± 0.1 9.75 ± 3.1 2.36 ± 0.61 0.009 ± 0.009 12 −0.9 ± 0.9
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K Jet Compositions in CRs/VRs/SRs

In this section, the jet origins of SM background MC samples in each region are shown in Figure K.1-
K.11. The x-axes represent the origins of Jbb in the 2B2Q category, Jpass in the CR-4Q bins and J1 in
SR-4Q/VR1L-4Q/VR1Y-4Q bins. The y-axes represent the origins of Jqq in the 2B2Q category, Jfail in
the CR-4Q bins and J2 in SR-4Q/VR1L-4Q/VR1Y-4Q bins.

For reducible backgrounds, dominant sources of the failing jets are quark- or gluon-initiated jets in CRs.
The difference between background samples is small. Thus, the reducible backgrounds can be treated as
one component.
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Figure K.1: Jet compositions of Z(→ νν) + jets events.
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Figure K.2: Jet compositions of Z(→ ll)+jets events.
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Figure K.3: Jet compositions of W + jets events.
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Figure K.4: Jet compositions of diboson events.
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Figure K.5: Jet compositions of t + X events.
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Figure K.6: Jet compositions of tt̄ events.
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Figure K.7: Jet compositions of γ + jets events.
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Figure K.8: Jet compositions of Vγ events.
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Figure K.9: Jet compositions of higgs events.
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Figure K.10: Jet compositions of triboson events.
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Figure K.11: Jet compositions of tt̄ + X events.
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L Signal Contamination in 1L/1Y-CRs/VRs

Signal contaminations in CR0L-4Q and CR0L-2B2Q are shown in Figure L.1, L.2. Signal contaminations
in CRs/VRs of the 1L/1Y categories are shown in Figure L.3-L.10.
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Figure L.1: Signal contamination of C1C1-WW and C1N2-Wh signals relative to the total BG in CR0L-4Q. Previous
searches exclude regions surrounded by lines.
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Figure L.2: Signal contamination of C1C1-WW and C1N2-WZ signals relative to the total BG in CR0L-2B2Q.
Previous searches exclude regions surrounded by lines.

274



0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 S
ig

na
l/B

G

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]±

1
χ∼m(

0

100

200

300

400

500

600

700

) 
[G

eV
]

0 1χ∼
m

(

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00

-1
 Ldt = 139fb∫,  

)-1arXiv:1908.08215 (139fb
Observed 95% CL

0

1
χ∼0

1
χ∼ WW→ ±

1
χ∼±

1
χ∼)-SIM (C1C1-WW) B

~
, W

~
(

(a) χ̃+1 χ̃
−
1 → WW χ̃0

1 χ̃
0
1 of (W̃, B̃)-SIM

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 S
ig

na
l/B

G

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]±

1
χ∼m(

0

100

200

300

400

500

600

700

) 
[G

eV
]

0 1χ∼
m

(

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00

-1
 Ldt = 139fb∫,  

)-1arXiv:1806.02293 (36.1fb
Observed 95% CL

-1ATLAS-CONF-2020-015, 139fb

0

1
χ∼0

1
χ∼ WZ→ 0

2
χ∼±

1
χ∼)-SIM (C1N2-WZ) B

~
, W

~
(

(b) χ̃±1 χ̃
0
2 → W Z χ̃0

1 χ̃
0
1 of (W̃, B̃)-SIM

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 S
ig

na
l/B

G

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]±

1
χ∼m(

0

100

200

300

400

500

600

700

) 
[G

eV
]

0 1χ∼
m

(

0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00

0.00

-1
 Ldt = 139fb∫,  

)-1arXiv:1909.09226 (139fb
Observed 95% CL

0

1
χ∼0

1
χ∼ Wh→ 0

2
χ∼±

1
χ∼)-SIM (C1N2-Wh) B

~
, W

~
(

(c) χ̃±1 χ̃
0
2 → Wh χ̃0

1 χ̃
0
1 of (W̃, B̃)-SIM

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 S
ig

na
l/B

G

500 600 700 800 900 1000 1100 1200
) [GeV]

0

1
χ∼m(

0

20

40

60

80

100

120

)
G~

Z
→0 1χ∼

B
r(

0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00

-1
 Ldt = 139fb∫,  

Observed 95% CL

)-1arXiv:2103.11684 (139fb
)-1arXiv:1806.04030 (36.1fb

)
0

2
χ∼0

1
χ∼±

1
χ∼: H

~
 (G

~
 or hG

~
Z→0

1
χ∼, H

~
H
~

(d) (H̃, G̃)

Figure L.3: Signal contamination relative to the total BG in CR1L4Q. Previous searches exclude regions surrounded
by lines.
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Figure L.4: Signal contamination relative to the total BG in VR1L4Q. Previous searches exclude regions surrounded
by lines.
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Figure L.5: Signal contamination relative to the total BG in CR1Y4Q. Previous searches exclude regions surrounded
by lines.
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Figure L.6: Signal contamination relative to the total BG in VR1Y4Q. Previous searches exclude regions surrounded
by lines.
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Figure L.7: Signal contamination relative to the total BG in CR1L2B2Q. Previous searches exclude regions
surrounded by lines.
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Figure L.8: Signal contamination relative to the total BG in VR1L2B2Q. Previous searches exclude regions
surrounded by lines.
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Figure L.9: Signal contamination relative to the total BG in CR1Y2B2Q. Previous searches exclude regions
surrounded by lines.
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Figure L.10: Signal contamination relative to the total BG in VR1Y2B2Q. Previous searches exclude regions
surrounded by lines.
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M Kinematic Distributions in CRs

Kinematic distributions in CRs are shown in Figure M.1-M.12. Black arrows represent the selection values.
In CR-4Q bins, jet substructure variables with boson tagging requirements (pass or fail) are shown. D2
distributions of Jun-tagged have 2 components. Since D2 and mcomb are correlated, the two peaks in the
D2 distributions represent the results of V → qq mass requirements. The peak in the lower D2 value
corresponds to jets that fail mass requirements of V → qq tagging, and the peak in the higher value
corresponds to jets that pass mass requirements.
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Figure M.1: Distributions of min∆φ( j,V) (a), pT(V) (=Emiss
T ) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jtagged in

CR0L-4Q.
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Figure M.2: Distributions of min∆φ( j,V) (a), pT(V) (=Emiss
T ) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jun-tagged

in CR0L-4Q.
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Figure M.3: Distributions of min∆φ( j,V) (a), pT(V) (=Emiss
T ) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jtagged in
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Figure M.4: Distributions of min∆φ( j,V) (a), pT(V) (=Emiss
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Figure M.7: Distributions of min∆φ( j,V) (a), pT(V) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jqq in CR0L-2B2Q.
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Figure M.9: Distributions of min∆φ( j,V) (a), pT(V) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jqq in CR1L-2B2Q.
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Figure M.11: Distributions of min∆φ( j,V) (a), pT(V) (b), and pT (c), mass (d), D2 (e), ntrk (f) of Jqq in CR1Y-2B2Q.
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CR1Y-2B2Q.
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N Jet Variables of the Data Sample in CRs and MC
Sample in SRs/VRs

The data-to-data distributions of Jfail V-tag variables in CR0L-4Q, CR1L-4Q, and CR1Y-4Q are shown in
Figure N.1. CR0L-4Q selections are loosened so that they are consistent with the same as selections of
CR1L-4Q and CR1Y-4Q, i.e., pT(V) + pT(J1) + pT(J2) (pT(V)) cut is loosened from 1300(300) GeV to
1000 (200) GeV. Reasonable agreements of jet variables between the three regions are also found in the
data and MC distributions are shown in Section 8.3.4. Figure N.2 shows a similar data-to-data comparison
for the 2B2Q category. Like the 4Q category, reasonable consistencies within the limited data statistics are
seen.
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Figure N.1: Data-to-data comparison of et substructure variables of the failed jet for boson tagging requirements in
CR0L-4Q, CR1L-4Q, and CR1Y-4Q. CR0L-4Q selections are loosened to pT(V) + pT(J1) + pT(J2) > 1000 GeV,
pT(V) > 200 GeV, respectively, to align with CR1L-4Q and CR1Y-4Q.
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Figure N.2: Data-to-data comparison of jet substructure variables of the failed jet for boson tagging requirements in
CR0L-2B2Q, CR1L-2B2Q, and CR1Y-2B2Q.

The MC-to-MC distributions of Jqq variables in SR-4Q-VV/VR1L-4Q/VR1Y-4Q are shown in Fig-
ure N.3, N.4. Additionally, the same distributions in SR-2B2Q-VZh/VR1L-2B2Q/VR1Y-2B2Q are shown
in Figure N.5. The pT distributions are shown in Figure 8.16. To maintain MC statistics, we apply
loose kinematic cuts, pT(V) + pT(J1) + pT(J2) > 800 GeV and pT(V) > 200 GeV for 4Q regions and
pT(V) + pT(J1) + pT(J2) > 800 GeV for 2B2Q regions. There is no significant difference.
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Figure N.3: MC-to-MC comparison of the jet distributions of the leading jet in SR-4Q-VV, VR1L-4Q, and VR1Y-4Q.
Kinematic selections are loosened to pT(V)+ pT(J1)+ pT(J2) > 800 GeV, pT(V) > 200 GeV in all regions to maintain
MC statistics. The distributions of jet substructure variables (pT,D2 and ntrk) are shown as N-1 plots, for example,
mass distribution is required only D2 and ntrk cuts, without mass cuts.

294



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

no
rm

al
iz

ed
 to

 u
ni

ty

SR4Q-VV (loose)
VR1L-4Q (loose)
VR1Y-4Q (loose)

MC

50 100 150 200 250 300 350 400
) [GeV]

2
m(J

0.5

1

1.5

R
at

io
 to

 0
L

(a) mass

0

0.1

0.2

0.3

0.4

0.5

no
rm

al
iz

ed
 to

 u
ni

ty

SR4Q-VV (loose)
VR1L-4Q (loose)
VR1Y-4Q (loose)

MC

0 0.5 1 1.5 2 2.5 3 3.5 4
)

2
(J2D

0.5

1

1.5
R

at
io

 to
 0

L

(b) D2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

no
rm

al
iz

ed
 to

 u
ni

ty

SR4Q-VV (loose)
VR1L-4Q (loose)
VR1Y-4Q (loose)

MC

0 10 20 30 40 50 60 70 80
)

2
(JtrkN

0.5

1

1.5

R
at

io
 to

 0
L

(c) ntrk

Figure N.4: MC-to-MC comparison of the jet distributions of the sub-leading jet in SR-4Q-VV, VR1L-4Q and
VR1Y-4Q. Kinematic selections are loosened to pT(V)+ pT(J1)+ pT(J2) > 800 GeV, pT(V) > 200 GeV in all regions
to maintain MC statistics. The distributions of jet substructure variables (pT,D2 and ntrk) are shown as N-1 plots.
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Figure N.5: MC-to-MC comparison of the jet distributions of Jqq in SR-2B2Q-VZh, VR1L-2B2Q and VR1Y-2B2Q.
Kinematic selections are loosened to pT(V) + pT(J1) + pT(J2) > 800 GeV in all regions to maintain MC statistics.
The distributions of jet substructure variables (pT,D2 and ntrk) are shown as N-1 plots.
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O Comparisons of the Physics Processes of the
ISR/FSR Large-R Jet Distribution

Comparisons of the physics processes of the ISR/FSR large-R jet distribution in the 0L-2B2Q, 1L-4Q,
1L-2B2Q, and 1Y-2B2Q regions. Only the main backgrounds of these regions are shown.
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Figure O.1: The kinematic distributions of large-R jets which originate from quarkis or gluons with Precut0L2B2Q
in various physics processes. The same descriptions as Figure 8.21 are applied.
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Figure O.2: The kinematic distributions of large-R jets which originate from quarkis or gluons with Precut1L4Q in
various physics processes. The same descriptions as Figure 8.21 are applied.
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Figure O.3: The kinematic distributions of large-R jets which originate from quarkis or gluons with Precut1L2B2Q
in various physics processes. The same descriptions as Figure 8.21 are applied.
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Figure O.4: The kinematic distributions of large-R jets which originate from quarkis or gluons with Precut1Y2B2Q
in various physics processes. The same descriptions as Figure 8.21 are applied.
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P Minor Experimaental Uncertainties

The experimental uncertainties originate from the mis-modeling of the experimental circumstances in the
MC sample. “Scale factors” are often used, evaluated as the difference between the data and the MC. In
this section, the experimental uncertainties for the reconstruction and beam effects are presented. Large-R
jet uncertainties are described in Sec.9.1.

P.1 Small-R Jets

In this thesis, small-R jets are used to calculate Emiss
T and min∆φ( j, Emiss

T ). The uncertainties on the jet
energy scale (JES) and the jet energy resolution (JER) are considered. Additional uncertainty from the
pile-up rejection (Jet Vertex Tagger) is also taken into account.

Jet Energy Scale (JES) The energy of small-R jets is corrected in the multi-steps as explained in
Section 5.3.2.2. In-situ techniques measure the final jet energy correction, and the uncertainties are derived.
The in-situ techniques for the jet energy correction are described in Ref [113], the outline is introduced.
As described in Section 5.3.2.2, three control samples are used depending on the jet pT to be calibrated,
and the pT balance of each jet relative to a reference object is measured using the data and MC samples.
Z + jets samples are used for the energy calibration of the jets with 17 GeV < pj

T < 1000 GeV and
|η | < 0.8. In Z + jets events, the reference object is a Z boson reconstructed by the opposite sign lepton
pair. γ+jets sample is used to calibrate jets, which have 25 GeV < pj

T < 1200 GeV and |η | < 0.8, and
photon is the reference object. Additionally, multi-jets events are used to calibrate high pT jets to extend
the pT range ∼ 2.4 TeV. In the multi-jets events, calibrated jets with the in-situ method using Z/γ+ jets
are used as reference objects. Since these methods are used to calibrate the central jets (|η | < 0.8), we
need additional study for applying the calibration to the forward jets (0.8 < |η | < 4.5). We use di-jets
topology (use only two jets, unlike multi-jets topology) and measure the ratio of the two jets using data and
MC samples. Systematic uncertainties are evaluated as differences between data and MC samples after
applying the correction of η inter-calibration. The results of the two methods are shown in Figure P.1. In
the central region, the scale factors for jet pT in data are about 3%. As shown in Figure P.1(b), some spikes
caused by the detector transition regions are seen in the forward region.

The uncertainties in the jet energy scale calibration are account for:

• Uncertainties from the modeling of the physics process

• Uncertainties of the reference objects

• Uncertainties from the measurement, such as pile-up effects, flavor dependence, selection cuts, and
topology dependence
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Figure P.1: (a) Ratio of small-R jets response of data to that in MC samples as a function of the jet pT in the
measurement using Z + jets, γ+jets, and multi-jets events. The response is defined as R =

〈
pj
T/p

reference
T

〉
, where the

bracket represents the average. The black curve shows the corrected value, and total (statistical) uncertainty is shown
in the blue (red) area. The statistical uncertainty is too small to be visible in most regions. (b) Relative response pf
jets (40 GeV < pT < 60 GeV) in data (black circles) and MC samples (red squares) as a function of η in the detector.
This figure shows the result of only 2017. The lower panel shows the ratio of the simulation to data. The dashed lines
provide reference points for the viewer [113].

They are summarized in Table P.1 and the uncertainties are shown in Figure P.2. The spikes at |η | ∼ 2.5
are caused by the uncertainty of the non-closure in the η inter-calibration. This uncertainty is derived from
the modeling of the LAr pulse shape. We resolve the correlations between them and redefine them as
uncorrelated components. These uncertainties are taken into account independently and used in statistical
analysis.

Jet Energy Resolution (JER) As described in Section 5.3.2.2, the uncertainties on the jet energy
resolution are evaluated as the difference of pT scalar balance between data and MC samples using di-jet
control samples. In the measurement, we consider systematic uncertainties of the jet energy scale, physics
modeling, event selections, pile-up rejection, and non-closure uncertainty evaluated as the difference
between the resolutions of the data and MC samples. Additionally, in order to consider the contribution of
electric noise, we measure the fluctuations in the energy deposits by pile-up effects using data samples
collected by random unbiased triggers. It is called the random cone method. The difference between the
energy deposits in the calorimeter summed inside R = 0.4 circles are measured, and the estimated pile-up
noise is determined by the central 68% confidence interval of the distribution. The uncertainties are shown
in Figure P.3

Jet Vertex Tagger (JVT) As described in Section 5.3.2, Jet Vertex Tagger (JVT) is used to suppress
pile-up effects. The performance is measured using Z → µµ +jets control samples, and the measurement
method is described in Ref. [111]. The difference between the data and the MC samples is assigned as a
simulation-to-data scale factor. A systematic uncertainty is evaluated as the difference between two JVT
working points.

303



Table P.1: Sources of uncertainty in the jet energy scale [113].

Component Description

η intercalibration

Systematic mis-modelling Envelope of the generator, pileup, and event topology variations
Statistical component Statistical uncertainty (single component)
Non-closure Three components describing non-closure at high energy and at η ∼ ±2.4
Non-closure, 2018 only Single component describing non-closure at η ∼ ±1.5 due to Tile calibration

Z + jet

Electron scale Uncertainty in the electron energy scale
Electron resolution Uncertainty in the electron energy resolution
Muon scale Uncertainty in the muon momentum scale
Muon resolution (ID) Uncertainty in muon momentum resolution in the ID
Muon resolution (MS) Uncertainty in muon momentum resolution in the MS
MC generator Difference between MC event generators
JVT cut Jet vertex tagger uncertainty
∆φ cut Variation of ∆φ between the jet and Z boson
Subleading jet veto Radiation suppression through second-jet veto
Showering & topology Modelling energy flow and distribution in and around a jet
Statistical Statistical uncertainty in 28 discrete pT terms

γ + jet

Photon scale Uncertainty in the photon energy scale
Photon resolution Uncertainty in the photon energy resolution
MC generator Difference between MC event generators
JVT cut Jet vertex tagger uncertainty
∆φ cut Variation of ∆φ between the jet and photon
Subleading jet veto Radiation suppression through second-jet veto
Showering & topology Modelling energy flow and distribution in and around a jet
Photon purity Purity of sample used for γ + jet balance
Statistical Statistical uncertainty in 16 discrete pT terms

Multijet balance

∆φ (lead, recoil system) Angle between leading jet and recoil system
∆φ (lead, any sublead) Angle between leading jet and closest subleading jet
MC generator Difference between MC event generators
pasymT selection Second jet’s pT contribution to the recoil system
Jet pT Jet pT threshold
Statistical Statistical uncertainty in 28 discrete pT terms

Pileup

µ offset Uncertainty in the µ modelling in MC simulation
NPV offset Uncertainty in the number of primary vertex modelling in MC simulation
ρ topology Uncertainty in the per-event pT density modelling in MC simulation
pT dependence Uncertainty in the residual pT dependence

Jet flavour

Flavour composition Uncertainty in the proportional sample composition of quarks and gluons
Flavour response Uncertainty in the response of gluon-initiated jets
b-jets Uncertainty in the response of b-quark-initiated jets

Punch-through Uncertainty in GSC punch-through correction

Single-particle response High-pT jet uncertainty from single-particle and test-beam measurements

AFII non-closure Difference in the absolute JES calibration for simulations in AFII
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P.2 Track Jet b-tagging

b-tagging efficiencies for light-, c- and b-quark are measured using di-jet and tt̄ events. Measurements are
described in Ref. [116–118, 251] The uncertainty from the physics modeling is estimated as the generator
differences. As shown in Figure 6.18, b-tagging uncertainty affects the performance of Z/h→ bb tagging.
However, the uncertainty on Z/h→ bb tagging is small.

P.3 Electron and Photon

Uncertainties relevant to electrons and photons are three parts. One of them is derived from the calibration of
the energy scale and resolution. The second one is the uncertainty from the efficiency of the reconstruction,
identification, and isolation. The last one is the trigger uncertainty. They are studied in Ref.[119, 138,
252]. The outline is introduced in this section. However, these uncertainties have a small impact on this
analysis.

As presented in Section D.7.4, the energy scale and resolution measurement of electrons is performed in
Z → ee events. The correction factor for the energy scale and resolution is extracted from the di-electron
invariant mass distribution. Major uncertainties in the energy scale measurement are derived from the
detector response and mis-modeling of pile-up between data and MC samples. Dominant uncertainty of
the energy resolution also comes from pile-up noise.

The electron reconstruction efficiency and isolation measurement are performed using the tag-and-probe
method [251, 262] in J/ψ → ee and Z → ee events. The dominant systematic sources in the electron
identification measurement are derived from the background subtraction at low ET. Single electron trigger
efficiency measurement is also performed in Z → ee events. The uncertainties come from a background
subtraction method, a difference between data and MC samples, and a statistical uncertainty [138].

As presented in Section D.7.4, the energy scale and resolution measurement of photons is performed in the
same way with electrons using Z → ee and Z → llγ events are used for the validation. Major uncertainties
are also derived from the detector response and mis-modeling of pile-up between data and MC samples.

We use selected events by single photon trigger to measure the photon identification and isolation, such as
Z → llγ events and Z → ee events with a method that transforms the electron shower shapes to resemble
the photon shower shapes. In Z → llγ events, we consider systematic uncertainties derived from a closure
test to validate the measurement using signal and background samples, generator difference, the shower
shape correction, and the efficiency differences in the different mllγ binning. In inclusive-photon production
events collected by a single photon trigger, uncertainty sources from a closure test in the measurement,
mis-modeling in the MC-based correction, and the background estimation are considered. The uncertainty
sources are derived from the difference in the efficiency measurement between the data and MC samples,
the modeling of identification variables of MC simulation, and the background subtraction method in a
study to resemble photon shower shapes using the extrapolation method for electrons.

To measure the single photon trigger efficiency, we perform two methods. One is the bootstrap method
using photons triggered by a lower level or unbiased trigger, and the other uses radiative Z → llγ decays.
In the bootstrap method, we treat a discrepancy between the efficiency measured in data and MC samples
of different physics processes, which are h→ γγ and prompt photon as a systematic uncertainty. In the
Z → eeγ events, we use the tag-and-probe method where the two leptons are tagged, and the photon is the
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probe. We estimate the difference in the measured trigger efficiency with changing event selections as the
systematic uncertainty.

P.4 Muon

Uncertainties relevant to muons are similar to electrons. We consider the momentum scale and resolution
uncertainties, the reconstruction/identification/isolation uncertainties, and the muon trigger uncertainty.
These studies are described in Ref.[120, 130, 263], the outline is introduced in this section. Like electrons
and photons, the uncertainties of muons are minor in this thesis.

As described in Section D.8.3, the momentum scale and resolution measurements are performed in Z → µµ

and J/ψ → µµ events. The momentum scale and resolution are also extracted from the di-muon invariant
mass distribution. The dominant sources of uncertainty are derived from event selections related to Z → µµ

candidates, background estimation, the determination of scale parameters by fitting the J/ψ → µµ and
Z → µµ events separately. Additionally, the uncertainty from the alignment of the muon detectors has a
contribution. It is estimated using special runs with the toroidal magnetic field turned off.

The reconstruction/isolation and trigger efficiency measurement of muons is performed in Z → µµ events
using the tag-and-probe method. In the reconstruction/identification efficiency measurement, the main
contributions to the systematic uncertainties are differences of the muon kinematic distributions of the data
and MC samples, selections of muons as the probe, background estimation derived from mis-modeling,
and cross-section uncertainty of Z → µµ. In the isolation efficiency measurement, we consider additional
uncertainty sources, such as muon candidate selections as the probe and mµµ cuts and jet modeling, which
are used to require isolation for muons. Z → µµ events are used for muons that have pT > 10 GeV. Thus,
for low pT muons, a similar study using J/ψ → µµ events is conducted.

For trigger efficiency measurement, we use the tag-and-probe method in Z → µµ events. However, due to
the limitation of data statistics in the high pT region, we use tt̄ and W + jets events. In the high pT region,
Emiss
T , and muon identifications largely contribute to the systematic uncertainty.

P.5 Emiss
T

The uncertainties for the scale and resolution of Emiss
T are considered. Emiss

T performance is measured
in Z(→ ``) + jets events, described in Ref.[264]. Jet energy scale and η inter-calibration uncertainties
have large contributions to the systematic uncertainty. Additionally, uncertainties from the energy scale
of electrons, the momentum scale of muons, the modeling of the underlying event, and the tracking
performance are included.

P.6 Pile-up Modeling

We use the correction of MC samples to match the profile of the average number of interactions per bunch
crossing. However, the number of hard scattering vertices of MC simulation is not consistent with data
perfectly. Thus, we add more correction for the number of hard scattering vertices based on the analysis in
Ref.[265] and consider systematic uncertainties.
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P.7 Luminosity

An uncertainty of 1.7% is considered on the integrated luminosity for 2015 ∼ 2018 combined datasets
based on Ref.[92].
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Q Statistical Analysis

We use the HistFitter [266] framework to perform the statistical analysis. The outline is introduced in
this section.

We use the profile likelihood method to search for new phenomena in this analysis. As described in Sec.8,
the reducible backgrounds are estimated using MC samples normalized to the data in control regions. The
normalization factors are determined in a fitting with systematic uncertainties described in Sec.9. In this
section, the outline of the profile likelihood method is described. Additionally, we introduce the method of
hypothesis tests for background estimation and signal model tests.

Q.1 Profile Likelihood

Generally, if we use a set of free parameters θ that perform background estimation in N independent
regions E = (E0(θ), ..., EN (θ)), the likelihood can be written as

L(x; θ) =
N∏
j=1

(Ej(θ))
x j

xj!
e−Ej (θ), (Q.1)

where x = (x1, ..., xN ) is observed events. It is a simple product of the Poisson distribution. In a maximum
likelihood method, we find a set of θ values that plausibly explains the measurement under the condition of
maximizing the likelihood. The set values of θ are denoted as θ̂. We perform the maximum likelihood
approach to fit MC samples to the observed data for estimating the background or signal yields.

In this analysis, reducible backgrounds are normalized by fitting to the data in control regions, i.e. the
normalization factor of reducible backgrounds (denoted as µB) is a parameter θ calculated using the
maximum likelihood method. Additionally, the signal strength is a parameter θ and the most interesting
parameter in this analysis. It is denoted as µS . µS and µB are treated as free parameters in the likelihood
formula.

Other parameters included in θ are derived from systematic uncertainties described in Sec.9. They are
called “nuisance parameters.” From the measurement in the control regions, a Bayesian probability (ρ(θ |θ̃))
can be obtained. θ̃ is the central value of the measurement in the control regions and ρ(θ |θ̃) reflects the
degree of our belief in what the true value of θ is. From the Bayes’ theorem, ρ(θ |θ̃) is approximated as
follows,

ρ(θ |θ̃) = p(θ̃ |θ) × π(θ), (Q.2)

where p(θ̃ |θ) is a “frequentist” probability and π(θ) is a Bayesian prior density. π(θ) can be re-formulated
to flat before choosing the distribution of p(θ̃ |θ) [267]. Thus, the distribution of ρ(θ |θ̃) can be used as
the distribution of p(θ̃ |θ) directly. In this analysis, we consider the probability functions of systematic
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uncertainties as a Gaussian distribution and statistical uncertainty as a Gamma distribution. The Gaussian
probability density function is described as,

ρ(θ |θ̃) = p(θ̃ |θ) =
1
√

2πσ
exp

(
−
(θ − θ̃)2

2σ2

)
, (Q.3)

where σ is the uncertainty in the measurement. For the Gamma probability density function,

ρ(θ |N) = p(N |θ) =
θN

N!
exp(−θ), (Q.4)

where θ̃ = N and N is the number of observed events. The combined form with all nuisance parameters
(p(θ)) is described as,

p(θ) =
∏
i

p(θi |θ̃i), (Q.5)

and works as a constraint term in the likelihood function.

Using µS , µB, and p(θ), the likelihood function is written as,

L(x; (µS, µB, θ)) =
N∏
j

(Ej(µS, µB, θ))
x j

xj!
e−Ej (µS,µB,θ), (Q.6)

where the expected number of events in j-th region is Ej = µSsj(θ) + bj(µB, θ), sj and bj are the expected
number of events of signals and backgrounds. bj includes the term of irreducible backgrounds which are
not related to µB.

We use the profile likelihood ratio method [154] to calculate the significance and upper limit on a
cross-section. In this method, we obtain a set of parameters to maximize the likelihood function with fixed
signal strength. The obtained parameters are denoted as ˆ̂θ. For a fixed µS value, a profile likelihood ratio is
defined as,

λ(µS) =
L(µS, ˆ̂µB, ˆ̂θ)
L(µ̂S, µ̂B, θ̂)

. (Q.7)

The numerator is the conditional maximum likelihood estimator of θ and a function of µS . The denominator
is called the unconditional maximum likelihood function.

Q.2 Hypothesis Tests

From the definition of λ(µS) described in Eq.Q.7, if λ(µS) is nearly 1, then there is a good agreement
between data and the assumption of certain µS value. The µS is converted to be a statistic,

qµS = −2lnλ(µS), (Q.8)

where qµS is treated as the basis of a statistical test and referred to as “test statistics.” We use the p-value to
quantify the level of disagreement between data and the hypothesis, and the definition of the p-value is,

pµS =
∫ ∞

qµS ,obs

f (qµS |µS) dqµS, (Q.9)
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where qµS,obs is the statistic value qµS of the observed data, f (qµS |µ) is the probability density function of
qµS with the assumption of the fixed signal strength µS . Figure 10.5 illustrates the relation between the
p-value and f (qµS |µS) distribution, and the significance Z .

To perform the hypothesis tests, we need obtain a f (qµS |µ) function for each µS test. The f (qµS |µS)
function can be obtained by the pseudo experiments called “toy experiments” or an analytic approximation
approach. The data of pseudo experiments are generated with fixed nuisance parameters to the maximum
likelihood estimation and the test statistic function is sampled using the data. The alternative method is
using an analytic approximation of f (qµS |µ). Wald’s theorem [268] provides the statistic qµS as a function
of µ̂S and the error. The asymptotic formula uses “Asimov dataset” [154] generated under the condition
where the derivatives of the log-likelihood to nuisance parameters are zero.

We set upper limits on cross-sections and other parameters of signals. Generally, we consider a µS value
where the median p-value is equal to 0.05 as an upper limit because it is equivalent to be the median upper
limit on µS at the 95% confidence level. For setting upper limits or excluding signal models, we use a
statistic called CLs. The definition of CLs is,

CLs =
CLsplusb

CLb
=

pµS
pb

, (Q.10)

where pµS, pb are the p-value of signal-and-background hypothesis and background-only hypothesis [155].
When the CLs value is less than 0.05, the signal model is excluded with the 95% confidence level.

We perform three hypothesis tests. One is “background-only fit” based on the background-only hypothesis
with µS = 0. In this analysis, we consider no contribution of any BSM signals and estimate the deviation
between the data and MC samples. The second is “model-independent fit.” In the model-independent fit,
the CLs calculation is performed with a various number of the signal event. In this calculation, the signal
model is assumed to be a generic BSM signal, not just SUSY models. A number of signal events satisfying
that CLs = 0.05 is obtained and we set an upper limit on a visible cross-section for each signal region. The
last one is “model-dependent fit.” In this test, signal models are assumed, and the µS value is fixed to be 1.
CLs values are obtained for each signal model and mass point. We set the exclusion limit on the SUSY
mass parameter plane for each signal model.
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R Kinematic Distributions in VRs/SRs after Fit
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Figure R.1: Distributions of pT(V) (a), and leading large-R jet pT (b), D2 (c), ntrk (d) in VR1L-4Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, γ + jets, and Vγ.In the D2 and ntrk plots, kinematic cuts
except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.2: Distributions of min∆φ( j,V) (a), and sub-leading large-R jet pT (b), mass (c), D2 (d), ntrk (e) in
VR1L-4Q. “Tops” includes tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, γ + jets, and Vγ.In the D2 and
ntrk plots, kinematic cuts except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.3: Distributions of pT(V) (a), and leading large-R jet pT (b), D2 (c), ntrk (d) in VR1Y-4Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, W + jets, and VV .In the D2 and ntrk plots, kinematic cuts
except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.4: Distributions of min∆φ( j,V) (a), and sub-leading large-R jet pT (b), mass (c), D2 (d), ntrk (e) in
VR1Y-4Q. “Tops” includes tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, W + jets, and VV .In the D2
and ntrk plots, kinematic cuts except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.5: Distributions of pT (Jbb) (a), m(Jbb) (b), pT (Jqq) (c), and m(Jqq) (d) in VR1L-2B2Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, γ + jets, and Vγ.
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Figure R.6: Distributions of min∆φ( j,V) (a), pT(V) (b), and D2 (c), ntrk (d) of Jqq in VR1L-2B2Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, γ + jets, and Vγ.In the D2 and ntrk plots, kinematic cuts
except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.7: Distributions of pT (Jbb) (a), m(Jbb) (b), pT (Jqq) (c), and m(Jqq) (d) in VR1Y-2B2Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, W + jets, and VV .
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Figure R.8: Distributions of min∆φ( j,V) (a), pT(V) (b), and D2 (c), ntrk (d) of Jqq in VR1Y-2B2Q. “Tops” includes
tt̄, t + X , and tt̄ +X . “Other” includes Z + jets, VVV , V h, W + jets, and VV .In the D2 and ntrk plots, kinematic cuts
except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.9: Distributions of min∆φ( j, Emiss
T ) (a), and sub-leading large-R jet pT (b), mass (c), D2 (d), ntrk (e) in

SR-4Q-VV. “Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.In the D2 and ntrk plots, kinematic cuts
except for W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.10: Distributions of min∆φ( j,V) (a), pT(V) (b), and D2 (c), ntrk (d) of Jqq in SR-2B2Q-VZ. “Other”
includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.In the D2 and ntrk plots, kinematic cuts except for W/Z → qq
tagging cuts and mass cuts for the targeting jets are applied.
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Figure R.11: Distributions of min∆φ( j,V) (a), pT(V) (b), and pT (c), mass (d), D2 (c), ntrk (d) of Jqq in SR-2B2Q-Vh.
“Other” includes VVV , tt̄, t + X , tt̄ +X , V h, γ + jets, and Vγ.In the D2 and ntrk plots, kinematic cuts except for
W/Z → qq tagging cuts and mass cuts for the targeting jets are applied.
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S Auxiliary Materials for Specific SUSY models

S.1 Acceptance

Acceptance is the ratio of the weighted events with the SR selections to the weighted total generated
events, including W/Z/h decays. Generator-level particle information is used to apply the selections. The
efficiencies of the reconstruction/identification of leptons, b-tagging, D2 and ntrk selection of the boson
tagging are assumed to be 100% in the calculation of the acceptance. Each process, except for (H̃, G̃), is
calculated using the simplified signal samples directly.
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Figure S.1: Acceptance of the C1C1-WW in SR-4Q-VV and C1N2-Wh in SR-2B2Q-Vh [49].
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Figure S.2: Acceptance of the C1N2-WZ in SR-4Q-VV (a) and SR-2B2Q-VZ (b) [49].
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Figure S.3: Acceptance of the N2N3-ZZ in SR-4Q-VV (a) and SR-2B2Q-VZ (b) [49].
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Figure S.4: Acceptance of the N2N3-Zh (a) and N2N3-hh in SR-2B2Q-Vh [49].
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Figure S.5: Acceptance of the (H̃, G̃) model in SR-4Q-VV [49].
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Figure S.6: Acceptance of the (H̃, G̃) model in SR-2B2Q-VZ (a) and SR-2B2Q-Vh (b) [49].
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S.2 Efficiency

Efficiency is defined as the ratio of weighted events with SR selections using generator-level information and
ones using detector simulation and object reconstruction. The efficiencies of the reconstruction/identification
of leptons, b-tagging, D2 and ntrk selection of the boson tagging are taken into account. The efficiency
can be larger than 100%, due to the definition. For example, in the detector simulation, Z → qq events at
generator-level can be categorized to 2B2Q regions with mis-2b-tagged jets.
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Figure S.7: Efficiency of the C1C1-WW in SR-4Q-VV and C1N2-Wh in SR-2B2Q-Vh [49].
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Figure S.8: Efficiency of the C1N2-WZ in SR-4Q-VV (a) and SR-2B2Q-VZ (b) [49]. Due to mis-2b-tagged jets,
the efficiencies in some mass points are slightly larger, and the efficiency of (400 GeV , 50 GeV ) of C1N2-WZ in
SR-2B2Q-VZ is larger than 100%. This is caused by low MC statistical.
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Figure S.9: Efficiency of the N2N3-ZZ in SR-4Q-VV (a) and SR-2B2Q-VZ (b) [49].
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Figure S.10: Efficiency of the N2N3-Zh (a) and N2N3-hh in SR-2B2Q-Vh [49]. Efficiency below 0.005% is rounded
to 0.00 in the entry.
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Figure S.11: Efficiency of the (H̃, G̃) model in SR-4Q-VV [49]. Efficiency below 0.005% is rounded to 0.00 in
the entry. Due to the difference of large-R jets between generator-level and detector simulation originating from
h→ VV∗ → qqqq, the efficiencies in some mass points are slightly larger, and the efficiency of (400 GeV , 50 GeV )
of C1N2-WZ in SR-2B2Q-VZ is larger than 100%. This is caused by low MC statistical.
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Figure S.12: Efficiency of the (H̃, G̃)model in SR-2B2Q-VZ (a) and SR-2B2Q-Vh (b) [49]. Efficiency below 0.005%
is rounded to 0.00 in the entry. Due to mis-2b-tagged jets, the efficiencies in some mass points are slightly larger, and
the efficiency of (400 GeV , 50 GeV ) of C1N2-WZ in SR-2B2Q-VZ is larger than 100%. This is caused by low MC
statistical.
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S.3 Cross-section Upper Limits of Benchmark models

In this section, upper limits on cross-sections of the benchmark models at 95% CL are summarized. The
MC expected upper limits are discussed in Appendix S.3.1, and the observed upper limits are discussed in
Appendix S.3.2.

S.3.1 Expected Cross-section Upper Limits
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Figure S.13: The black numbers represent the expected cross-section upper limits of the C1N2-WZ (a) and C1N2-Wh
(b) [49]. The black dashed (brown solid) lines represent the expected (observed) exclusion limits.
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Figure S.14: The black numbers represent the expected cross-section upper limit of the C1C1-WW (a) and (H̃, G̃)
(b) [49]. The black dashed (brown solid) lines represent the expected (observed) exclusion limits.
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S.3.2 Observed Cross-section Upper Limits
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Figure S.15: The black numbers represent the observed cross-section upper limits of the C1N2-WZ (a) and C1N2-Wh
(b) [49]. The black dashed (brown solid) lines represent the expected (observed) exclusion limits.
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Figure S.16: The black numbers represent the observed cross-section upper limit of the C1C1-WW (a) and (H̃, G̃)
(b) [49]. The black dashed (brown solid) lines represent the expected (observed) exclusion limits.
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S.4 (W̃ , B̃)

In this section, the expected and observed upper limits on the cross-section with exclusion limits in the
(W̃, B̃) model assuming various branching ratios are shown. The summary plot is shown in Figure 10.12.
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(a) The expected upper limits on the cross-section
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Figure S.17: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 100%
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.18: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 75%
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.19: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 50%
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(a) The expected upper limits on the cross-section

400 500 600 700 800 900 1000 1100 1200
) [GeV]

2

0χ∼/
1

±χ∼m(

0

100

200

300

400

500

600

) 
[G

eV
]

10 χ∼
m

(

0.0013

0.0031
0.021

0.0012

0.0014

0.047

0.0019

0.15

0.015

0.0021

0.0018

0.0017

0.0063
0.031

0.0027

0.0025

0.0061

0.16

0.0035

0.0017
0.032

0.0029

0.0018

0.0044

0.15

0.0015

0.0064

0.0077

0.0022

0.0021

0.0032

0.046

0.0013

0.0071

0.0012

0.0013

0.0015

0.0013

O
b

served
 U

p
p

er L
im

it o
n

 C
ro

ss S
ectio

n
 [p

b
]

)expσ1 ±Expected limit (

)SUSY
theoryσ1 ±Observed limit (

) = 25%
0

1
χ∼ Z→ 0

2
χ∼B(

)
0

1
χ∼: B

~
,  

0

2
χ∼±

1
χ∼: W

~
+WW/WZ/Wh (B

~
B
~

→W
~

W
~

, All limits at 95% CL-1 = 13 TeV, 139 fbs

(b) The observed upper limits on the cross-section

Figure S.20: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 25%
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.21: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 0%
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S.5 (H̃ , B̃)

In this section, the expected and observed upper limits on the cross-section with exclusion limits in the
(H̃, B̃) model assuming various branching ratios are shown. The summary plot is shown in Figure 10.12.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.22: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 100%
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.23: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 75%
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.24: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, B̃)
model assuming B( χ̃0

2 → Z χ̃0
1 ) = 50%
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S.6 (W̃ , H̃)

In this section, the expected and observed upper limits on the cross-section with exclusion limits in the
(W̃, H̃) model assuming various tan β and sign(µ) are shown. The summary plot is shown in Figure 10.13.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.25: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 2, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.26: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 5, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.27: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 10, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.28: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 30, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.29: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 2, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.30: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 5, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.31: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 10, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.32: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (W̃, H̃)
model assuming tan β = 30, µ < 0.
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S.7 (H̃ , W̃ )

In this section, the expected and observed upper limits on the cross-section with exclusion limits in the
(H̃, W̃) model assuming various tan β and sign(µ) are shown. The summary plot is shown in Figure 10.13.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.33: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 2, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.34: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 5, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.35: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 10, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.36: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 30, µ > 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.37: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 2, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.38: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 5, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.39: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 10, µ < 0.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.40: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, W̃)
model assuming tan β = 30, µ < 0.
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S.8 (H̃ , ã)

In this section, the expected and observed upper limits on the cross-section with exclusion limits in the
(H̃, ã) model assuming various branching ratios are shown. The summary plot is shown in Figure 10.15.
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(a) The expected upper limits on the cross-section
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(b) The observed upper limits on the cross-section

Figure S.41: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, ã)model
assuming B( χ̃0

1 → Zã) = 100%
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(a) The expected upper limits on the cross-section
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Figure S.42: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, ã)model
assuming B( χ̃0

1 → Zã) = 75%
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Figure S.43: Expected (a) and observed (b) upper limits on the cross-section with exclusion limits of the (H̃, ã)model
assuming B( χ̃0

1 → Zã) = 50%
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Figure T.1: Event displays of a data event recorded in July of 2018 which is categorized into SR-4Q-VV [49]. In the
right display, the reconstructed objects are illustrated in the detector. The light blue lines represent the inner-detector
tracks (pT > 1.5 GeV). The yellow bars indicate the energy deposit in the calorimeter clusters. The profile of
calorimeter energy deposit projected on the η − φ plane in the left display. The orange cones on the right or white
circles on the left represent large-R jets and the red lines indicate missing tranverse momentum. The two large-R jets
have kinematic properties (pT,m, η, φ) of (436.65 GeV , 69.75 GeV , -0.24, 0.75) and (325.63 GeV , 83.23 GeV ,
1.34, -1.54), with a clear two-prong substructure seen in the energy deposit. The missing tranverse momentum has a
magnitude of Emiss

T = 569.5 GeV and φ = −3.03.
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Figure T.2: Event displays of a data event recorded in November of 2015 which is categorized into SR-2B2Q-VZ [49].
In the right display, the reconstructed objects are illustrated in the detector. The light blue lines represent the
inner-detector tracks (pT > 1.5 GeV). The yellow bars indicate the energy deposit in the calorimeter clusters. The
profile of calorimeter energy deposit projected on the η − φ plane in the left display. The orange cones on the right
or white circles on the left represent large-R jets and the red lines indicate missing tranverse momentum. The two
large-R jets have kinematic properties (pT,m, η, φ) of (313.21 GeV , 70.50 GeV , 0.58, -2.61) and (454.71 GeV
, 85.98 GeV , 0.23, 1.49) respectively, where the former also contains two b-tagged VR track jets in it. A clear
two-prong substructure seen in the energy deposit in both large-R jets. The missing tranverse momentum has a
magnitude of Emiss

T = 499.5 GeV and φ = −0.87.
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