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Subgrid-scale Modeling of

Tsunami and Storm Surge Inundation

in Coastal Urban Area

Summary

Coastal disasters are one of the most devastating disasters that occur in Japan, and
it is necessary to implement disaster prevention measures that contribute to the long-
term reduction of coastal disaster risk in areas where damage is expected in the future.
As coastal disasters concerned in Japan, tsunami, storm surge, and extreme waves are
exemplified. The wide area inundation in coastal urban area by them are expected in the
three major metropolitan areas adjacent to the three major bays of Tokyo Bay, Osaka
Bay, and Ise Bay.

The same governing equations are used in numerical models for tsunami and storm
surge inundation though the causes of them are different. Currently, detailed building 3D
shape dataset is available and numerical simulation using finer grid resolution than 5 m has
been conducted by implementing buildings as the high-resolution topography which leads
to heavy computational cost. On the other hand, long-term inundation risk assessment is
based on specific scenarios. However, since risk assessment requires probabilistic informa-
tion of hazard intensity for each location, it is necessary to perform probabilistic assessment
considering a large number of scenarios, which makes it difficult to apply high-resolution
inundation calculations to risk assessment. Therefore, there is a need to construct a nu-
merical model that reflects detailed building information in inundation calculations while
reducing the computational load compared to conventional numerical calculations. In ad-
dition, there is a lack of benchmark data for numerical models of tsunami and storm surge
inundation in urban areas because the frequency of their occurrence is low, although the
damage is high. For example, inundation areas, run-up heights and inundation depths ob-
tained by trace surveys can be used as benchmarks, but changes in inundation areas from
time to time, which are important for evacuation, and flow velocities, which are important
for understanding the hydrodynamic characteristics of tsunamis, are rarely available.

Based on the above background, the author aims to construct benchmark data for
coastal urban area inundation simulations and propose a treatment of urban areas that
ensures computational accuracy while reducing the resolution compared to high-resolution
terrain models, for the development of long-term inundation risk assessment by tsunami

and storm surge.

Firstly, a physical modeling of tsunami and storm surge inundation in a coastal city
was conducted and the propagation of inundating waves on land was visualized by flowing
water dyed with red paint and tracer particles dyed with yellow fluorescent paint, and
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the time series of leading edges of inundation and spatial distribution of velocity were
successfully estimated by 4K video image analysis.

Secondly, numerical modeling of tsunami inundation in a 3D complex coastal city
model including ports and buildings using building-resolving topography in high-resolution
grid has been conducted and validated using the dataset of leading edges and limit of
inundation, flow velocity and inundation depth obtained from the physical inundation
experiment. It was found that the wide area inundation process (inundation depth, flow
velocity, limit of inundation, etc.) could be reproduced using any of the models, but the
flow velocity around buildings and the water level rise due to the confluence of flows at
intersections varied among the models.

Thirdly, as an alternative approach to the building-resolving simulation with heavy
computational cost, an subgrid-scale model iDFM focusing on the drag force on buildings
to reduce the computational load while ensuring accuracy was developed. As a result, the
grid cell size dependency of the limit of inundation, maximum water level, and maximum
flow velocity was successfully reduced compared to the existing roughness and drag force
models. On the other hand, the accuracy of local phenomena driven by buildings such as
surface rising due to blocking and contracting current between structures by the iDFM is
clarified as the further challenge.

Fourthly, the iDFM was applied to the historical storm surge inundation targeting
coastal urban area. The implementation of the wind drag coefficient in the land side
based on the SGS parameters was also proposed and validated using available survey
data. As a result, the reproducibility of the inundation depth and the inundation area
with the survey results is improved compared with the existing roughness model, and the
applicability of iDFM to the storm surge inundation calculation was shown.

Fifthly, an efficient method for calculating storm surge occurrence and urban inunda-
tion over a wide area of Japan was developed by combining the storm surge models SUWAT
and iDFM with storm surge model GeoClaw based on the adaptive mesh refinement which
changes the computational grid cell size spatio-temporally. Using the developed method,
storm surge inundation simulations using the iDFM are conducted for large cities and
the inundation characteristics by the iDFM was clarified. In addition, the difference of
contribution of the drag force term to the advection, which causes the different inunda-
tion characteristics in other target areas, was discussed in terms of the land-sea boundary
condition and input building information. The contribution of the drag force term to the
advection term relatively small when the magnitude and time variation of the momentum
and mass fluxes into the land is large. And it was also found that the contribution ratio
increased when the density of buildings in the mesh is high.
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Chapter 1

Introduction

1.1 Research background and objective

Coastal disasters are one of the most devastating disasters that occur in Japan, and
it is necessary to implement disaster prevention measures that contribute to the long-
term reduction of coastal disaster risk in areas where damage is expected in the future.
As coastal disasters concerned in Japan, tsunami, storm surge, and extreme waves are
exemplified. The wide area in coastal urban area are expected to be inundated by them in
the three major metropolitan areas adjacent to the three major bays of Tokyo Bay, Osaka
Bay, and Ise Bay.

The mega tsunami generated by the 2011 Tohoku Earthquake caused more enormous
damage to human lives, coastal structures, and houses than previous expectation. One of
the damage characteristics is the large-scale inundation in coastal urban area which had
not been observed in historical mega earthquake tsunami (Mori et al., 2013) and it has
become necessary to discuss coastal disaster prevention targeting urban area. Therefore,
the Central Disaster Prevention Council of the Cabinet Office (2011) has defined two
types of tsunamis: L1 tsunamis, which occur about once in a hundred or so years, and L2
tsunamis, which are the largest class of tsunamis that occur about once in a thousand years
and cause extensive damage. In the case of the L1 tsunami, coastal structures are designed
to protect human lives, residents’ property, and governmental facilities and so on, while
the disaster reduction countermeasure such as making evacuation plan and city planning
is assumed in the case of 1.2 tsunami. On the other hand, the cause of the storm surge is
tropical cyclones and it is assumed that the number of typhoons in the Northwest Pacific
decreases but their intensity increases by climate change in high reliability (Knutson et al.,
2020). In addition, Special Report on the Ocean and Cryosphere in a Changing Climate
by Intergovernmental Panel on Climate Change 2019 (IPCC SROCC) revised the sea level
rise projection due to global warming upward and it is expected that extreme sea level rise
near shoreline will be more frequent. Hence, it is important that long-term risk assessment
and reduction by these two coastal disaster, tsunami and storm surge are quite important
to consider the coastal disaster prevention in Japan. It is needed that the modeling of the
tsunami inundation process in coastal urban area such as inundation depth, arrival time
and so on is important to take countermeasure activities.



The same governing equations are used in numerical models for tsunami and storm
surge inundation though the causes of them are different. In Guide to Determining the Po-
tential Tsunami Inundation (MLIT, 2019) and Guide to Creating Storm Surge Inundation
Area Maps (MLIT, 2021), the buildings are mainly implemented as grid-averaged value
such as roughness coefficient corresponding to land usage in the numerical modeling. How-
ever, the water surface elevation and fluid velocity complexly change in spatio-temporal
scale during inundation process because of the buildings or other artificial structures.
Therefore, it is difficult to express such inundation process using roughness coefficient
without considering shapes and spatial layouts of buildings. Currently, detailed building
3D shape dataset such as Plateau (MLIT, 2021) is available and numerical simulation
using finer grid resolution than 5 m has been conducted by implementing buildings as
the high-resolution topography (Park et al., 2013; Oishi et al., 2016; Yasuda et al., 2021),
which leads to heavy computational cost. On the other hand, long-term inundation risk
assessment is based on specific scenarios (input faults and meteorological fields). How-
ever, since risk assessment requires probabilistic information of hazard intensity for each
location, it is necessary to perform probabilistic assessment considering a large number
of scenarios, which makes it difficult to apply high-resolution inundation calculations to
risk assessment. Therefore, there is a need to construct a numerical model that reflects
detailed building information in inundation calculations while reducing the computational
load compared to conventional numerical calculations.

In addition, there is a lack of benchmark data for numerical models of tsunami and
storm surge inundation in urban areas because the frequency of their occurrence is low, al-
though the damage is high. For example, inundation areas, run-up heights and inundation
depths obtained by trace surveys can be used as benchmarks, but changes in inundation
areas from time to time, which are important for evacuation, and flow velocities, which
are important for understanding the hydrodynamic characteristics of tsunamis, are rarely
available. As one of the few examples, Hayashi et al. (2012) succeeded in obtaining the
inundation area, wave front velocity, and flow velocity by analyzing the aerial images of the
tsunami during the Tohoku Earthquake Tsunami. However, the target area is not the ur-
ban area where many buildings are located, but the farmland, and the planar distribution
of inundation area and flow velocity in the urban area has not been obtained.

Based on the above background, the author aims to construct benchmark data for
coastal urban area inundation simulations and propose a treatment of urban areas that
ensures computational accuracy while reducing the resolution compared to high-resolution
terrain models, for the development of long-term hazard assessment of tsunami and storm
surge.

1.2 QOutline of the study

The outline of this thesis is as follows. In Chapter 2, the tsunami inundation experiments
are conducted using a large tsunami flume and a physical model of a coastal city in order
to visualize the flow of a tsunami during its run-up to the land area and to measure the
inundation area and the flat distribution of flow velocity. In Chapter 3, a high-resolution
computational tsunami inundation calculation is performed using the obtained experi-



mental results as validation data. In the tsunami inundation calculation, four numerical
models based on the nonlinear long wave equation are ensembled to verify the accuracy
of these models and to investigate the differences and variations among the models. In
Chapter 4, one of the models validated in Chapter 3 is adopted, and a subgrid-scale model
focusing on the drag force on buildings is constructed to reduce the computational load
while ensuring the accuracy of high-resolution computations using this model as the true
value. The subgrid-scale model is constructed by idealized numerical experiments using
a simple urban topography, and then by reproducing the Tohoku tsunami as a real event
hindcast. In Chapter 5, we apply the subgrid-scale model validated in Chapter 4 to storm
surge, where the governing equations are the same. As a real-event validation, we sim-
ulate the urban area of Leyte Island caused by Typhoon Haiyan in 2013. In this study,
we focus on the wind stress term, which is one of the factors that cause storm surge, and
investigate the difference in inundation area, inundation depth, and flow velocity caused
by the feedback of building information to the wind stress term. Then, the accuracy of
the subgrid-scale model is validated using the true values of inundation depth and in-
undation area obtained from the damage survey results, and the differences between the
subgrid-scale model and the existing roughness model are examined. In Chapter 6, the
developed subgrid-scale model is applied to the storm surge inundation calculation for
Koto-ku, Tokyo, a large city, and the characteristics given by the subgrid-scale model are
clarified when the building density is much larger than that of Onagawa and Leyte Island.
Finally, the conclusions of this work are summarized in Chapter 7.



Chapter 2

Physical Modeling of Inundation
Using Large Tsunami Flume and

Coastal City Model

2.1 Introduction

The inundation of developed urban areas during tsunami attack, with resulting water lev-
els, velocities, and loads, is one of the most important hazard processes to be predicted for
coastal planning and design. Large scale tsunami inundations have been reported by nu-
merous destructive mega-earthquakes. In the 2011 Tohoku Earthquake tsunami, inunda-
tion was larger than past tsunami events such as Meiji Sanriku Tsunami and infrastructure
destruction occurred over a wide area (Mori et al., 2011). Mori et al. (2013) summarized
the 2011 Tohoku Earthquake tsunami damages, and differences in local tsunami behaviors
such as inundation heights and run-up heights. In order to reduce the number of casual-
ties and infrastructure destruction along coastal regions in future events, understanding
tsunami inundation over the built environment or coastal urban cities is very important.
The modeling of tsunami inundation processes is essential for designing structures, making
evacuation plans, city planning and other activities.

In conventional tsunami inundation simulations, a topography without structural height
called “bare-earth” topography has been used, and the structural effect has been indirectly
considered by increasing the frictional coefficients according to land usage (e.g. Kotani et
al., 1998; Kaiser et al., 2013) with resolutions in the order of 10-100 m, which is much
coarser than typical building dimensions (e.g., ASCE, 2016). This approach using bottom
friction yields reasonable results, but it is difficult to model detailed inundation processes
specific to coastal urban areas, such as flow around multiple buildings. In addition, the
drastic development of remote sensing technology, such as LiDAR, enables detailed topo-
graphical data to be obtained and can be used to resolve individual buildings with fine
resolutions in the order of 1 m (e.g., Verma et al., 2006). Several numerical simulations
including structure-resolving topography have been performed with the advancement of
computational techniques which will be mentioned in Chapter 3.

On the other hand, validation of local tsunami inundation behavior in real field is



difficult, and observational data is very limited due to the rarity of extreme tsunami oc-
currence. It is also difficult to measure detailed local phenomena of inundation processes
using a physical model due to the complexity of bathymetry, topography, and interaction
between tsunami flow and macro roughness elements such as buildings, streets and topo-
graphical changes. These complexities induce turbulence, wave breaking, diffraction and
other hydrodynamic effects. Additionally, measurements of surface elevations and veloci-
ties on land are also difficult due to limitations of a wave flume and in-situ instruments.
The objective of Chapter 2 is to discuss macroscopic and local tsunami behavior, tsunami
inundation and other hydrodynamic processes on complex land structures in coastal urban
areas, and to obtain dataset for numerical model validation for inundations. To achieve
the objective, a physical modeling of tsunami inundation in a coastal city was conducted
with advanced visualization techniques. After that, the author clarifies the relationships
between macroscopic and local characteristics inundation, and complex urban city topog-
raphy (in particular buildings).

2.2 Laboratory Experiment

The experiments were conducted at the Hybrid Tsunami Open Flume in Ujigawa labora-
tory, DPRI, Kyoto University (HyTOFU). The flume is 45 m long and 4 m wide, and is
capable of generating tsunami-like long-waves or irregular short waves by a combination
of water pump, piston-type mechanical wave maker and dam break gate system (Hiraishi
et al., 2015). The 70 kW pump can create a change in water level over time similar to a
tsunami or storm surge waveform by discharging flow from two 2.0 m x 0.2 m sized outlets
at the flume bed. Maximum pumping capacity is 0.83 m3/s with a maximum operating
time of 1,200 s. The piston type mechanical wavemaker has 2.5 m maximum stroke and
up to 2.83 m/s maximum speed. The wave maker itself is capable of generating multiple
wave types including solitary waves, and regular or irregular waves up to 2 Hz (Tomiczek
et al., 2016).

All experiments employed a wooden city model based on the city center of Kainan,
Wakayama, Japan, an industrial city prone to damage from typhoon storm surge, and
predicted Nankai Trough tsunamis (Mizobata et al., 2014; Le et al., 2019). The 3D city
model, including ports, buildings and houses, was constructed at a scale of 1:250, covering
an area of 2 km from east to west and 1 km from north to south (Yasuda et al., 2016).
Plan and elevation views of the physical model of Kainan city are shown in Fig.2.1. The
east (inland) side of the model mainly consists of residential areas and mountains with
overall higher elevation compared to the coast (west) side. An elevated railway line runs
through the city from north to south with a station on the north side of the model. Water
was able to flow through the railway line under the bridge, but not the station which was
a solid structure. The west (coastal) side of the model mainly consisted of the harbor
area, with retail stores and warehouses on the north, oil refineries on the south, and a
section of steelworks on the northwest. The only entrance to the port from the deep water
region of the model was located at the southwest. The land part of the physical model
had a wooden base that was 5.5 cm thick, and was placed on a steel plate 0.8065 m above
the bottom of the wave flume, while the bottom of the water region was the steel plate.
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Figure 2.1: Study area of laboratory experiment (Kainan, Wakayama, Japan); map data
is from (©Google, 2021 and (©ZENRIN, 2008

A 1:10 planar slope reaching the bottom of the flume was connected to the west of the
model. The design water depth for the experiment was 0.877 m.

In total, 12 wave gauges (WG) were set up to cover the flume from offshore to onshore
and over the city model to measure wave heights during the experiment. WG1 was set
up near the wave maker to provide the initial wave condition for numerical models in
Chapter 3. WG2, 3, 6, 9 were placed in the water region of the city model, with all others
on normally dry land. The locations of wave gauges are shown in Fig. 2.2, with specific
coordinates of each wave gauge listed in Table 2.1. Two acoustic Doppler velocimetry
(ADV) devices were set up offshore to measure the velocity of incoming waves.

Visualization of the inundation process across the city model for all cases was recorded
by an overhead 4K video camera. For selected cases, fluorescent dye (Sinleuchte red
dye) was injected into the water area in the city model prior to the wave forcing so that
the leading edge of inundation could be detected in the video images. Particle image
velocimetry (PIV) was applied to measure the spatial flow patterns across the city model
on several tests using small 5 mm foam particles painted with Sinleuchte fluorescent yellow
dye and spread across the model prior to each experiment. Velocity fields were obtained
by super-resolution PIV using DynamicStudio software by Dantec Dynamics. Fig.2.3
shows an example of the visualization of inundation process. The blue and white lines
show leading edges of inundation and coastline, respectively. The spatial distribution of
velocities are plotted as yellow arrows. The inundated area with red dye and fluid velocities
are clearly measured. The measured water velocity over land using PIV is necessary
because it is difficult to use in situ instruments such as ADVs in dry or low water level
conditions. The estimated flow velocities from PIV combined with the measured velocities
from ADV were compared with the results from numerical modeling along with the wave
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Figure 2.2: Experiment flume layout; (a) top and side view of the experiment flume (circle
with number shows each WG location; ADV is installed next to WG2); and (b) elevation
in flume and physical city model

Table 2.1: x, y-coordinate of WGs and ADV

measurement X [m] Y [m] Z [m]
WG1 -12.3600 2.0000 -0.8770
WG2 -0.3050 0.8850 -0.0996
WG3 1.4400 1.6830 -0.0439
WG4 2.6400  2.6860 0.0139
WGH 3.2950  0.9050 0.0133
WG6 3.6490  2.0030 -0.0200
WGT7 3.7450  2.6480 0.0104
WGS8 5.2600  0.9580 0.0159
WG9 5.3460  2.3150 -0.0212
WG10 5.2180  3.1540 0.0067
WG11 5.7130  3.2690  0.0068
WG12 6.4930  2.1450 0.0125
ADV -0.3050  0.6400 -0.0996
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Figure 2.3: Examples of the visualization of inundation process (snapshots of leading edge
of inundation (blue line) and esitimated velocity (yellow vectors); time proceeds from
upper left to bottom right)

gauge data in Chapter 3.

The experimental conditions are summarized in Table 2.2 and the time series of water
surface height in Table 2.2 are shown in Fig.2.2. Three types of wave generation were
conducted; short period wave, long period wave, and simulated tsunami wave as an incident
wave, where conditions in each case were determined based on maximum inundation limits
in preliminary trials. Short period waves were generated by solitary wave with 0.05 (Case
HO05) or 0.06 (Case HO6) m wave height at WG1 by the piston-type mechanical wavemaker.
The duration of the experiment in short period cases is 120 s but the first wave attacking
was finished within first 30 s after wave generation. Long period waves were generated by
pumping flow with constant discharge @ = 0.015 (Case Q0015), 0.020 (Case Q0025), and
0.025 m?3 /s (Case Q0025). The maximum wave heights are 0.028, 0.035, and 0.044 m height
in Cases Q0015, Q0020, and Q0025, respectively, and the duration of the experiments in
long period cases is 420 s. Simulated tsunami wave (Case Nankai 141) was generated by
combination of pump- and piston-types wave generator using the predicted Nankai Trough
Mega Earthquake tsunami presented by Mizobata et al. (2014). This study used v/2 times
of the estimated tsunami wave height in 1:250 scale, which corresponds to the increase
in tsunami wave height if the earthquake’s moment magnitude intensity was increased by
0.1. The duration is 720 s. The study focuses Case HO5 (short period wave) and Q0025
(long period wave) as main cases.
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Figure 2.4: Time series of the surface elevation at WG1 for all experimental cases; (a)
short wave cases (Cases HO5 and H06), (b) long wave cases (Cases Q0015, Q0020, Q0025),
and (c) simulated tsunami wave cases (Case Nankai 141)
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Figure 2.5: Building heights in the physical city model (color) with coastline (black line).

2.3 Experimental results and discussions

This section presents experiment results focusing on spatio-temporal data (i.e. limits of
inundation and leading edges of inundation and velocity) and discusses the relationship be-
tween buildings (shown in Fig. 2.5) and, macroscopic and local inundation characteristics,
in section 2.3.1 and 2.3.2, respectively.

2.3.1 Spatial distributions of velocity and inundation leading edges

Firstly, the short period wave case (Case HO5) is examined. Fig.2.6(a) shows leading
edges of inundation corresponding to arrival time of first attack (hereafter arrival time).
Fig.2.6(b) shows spatial distribution of maximum fluid velocity measured by PIV. Here,
the relationship of these two results and buildings are discussed. The short period waves
have large momentum fluxes from offshore and required time for propagation is approxi-
mately 10 to 20 seconds (2.6 to 5.3 min at full scale). The spatial distribution of arrival
time depends on shapes and spatial layout of buildings. For example, the Region I (around
X =22-35m, Y = 2.7- 3.5 m shown in Fig. 2.5) in the north area of Kainan has steep
gradient of the arrival time. Fig.2.6(c) shows the mean value of maximum velocities in
Regions I-III before or after run-up of buildings or passing the road. The maximum veloc-
ity decreases after running up buildings in Region I, where relative difference of maximum
velocities before and after run-up is approximately 68% (before building run-up: 1.1 m/s;
after building run-up: 0.35 m/s). Then, the author takes a look at the buildings layout.
There are buildings with less than 0.04 m (10 m at full scale) but the density of buildings
is relatively high. On the other hand, the area with few buildings such as road shown in
Fig.2.6(a) and (b) shows larger maximum velocities than Region I. The relative difference
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of maximum velocities is approximately 27% (before passing road: 1.1 m/s; after pass-
ing road: 0.81 m/s). This implies that the velocity is reduced by the building blocking
appeared and the reduction is large when buildings accumulate in small area. However,
such velocity reduction can depend on the the difference of run-up direction and angle of
attack. For example, the gradient of the arrival times in Region II (around X = 2.2-3.5
m, Y = 2.7-3.5 m shown in Fig. 2.5) in the middle are of Kainan though the density and
number of buildings are same degree as the Region 1. Also, relative difference of velocities
before and after run-up of buildings (i.e. in ocean and Region II) is 58% (before building
run-up: 0.85 m/s; after building run-up: 0.36 m/s) smaller than Region I. The directions
in Region I and 2-2 are northeast and east, respectively. Considering the direction of the
main flow in the harbour area is east, the velocity reduction is large when the flow direc-
tion on the land side is the same as the main flow as in Region II. Moreover, the angle of
attack can be another factor of the difference of velocity reduction since the the group of
buildings in Region I faces the run-up wave at the southwest corner of the buildings while
the one in Region II does at the west lateral side of the buildings. As a future work, it is
recommended to quantify the relationship between velocity reduction effect by buildings,
and run-up direction and angle of attack to buildings.

Next, long period wave case (Case Q0025) is examined. Fig. 2.7 show arrival time and
maximum velocity in the same manner as Fig. 2.6. The limit of inundation extent is larger
than Case HO5 (all area except the mountain located in southeast) since the transported
water mass fluxes are much larger. In this mean, the buildings does not affect the maximum
inundation extent. On the other hand, the arrival time is affected by the buildings same
as in Case HO05. For example, the arrival time exceeds 75 s (approximately 20 min at
full scale) in the north part of the Regions 2-3. The run-up flow is blocked by group
of buildings and takes roundabout path around them (directions are shown in arrow in
Fig. 2.7(a)). The maximum velocity and its direction corresponds to the flow explained
in the previous sentence. Approximately 0.2 m/s velocity with northeast direction at
X =5.0m, Y = 3.0 m is observed in the first wave arrival. However, the arrival time
is also affected by the ground elevation more than Case H05 because momentum fluxes
are relatively small. For example, slower arrival time (longer than 100 s; 26 min at full
scale) is observed in the road mentioned in Case H05, while Case HO5 showed the faster
inundation speed. The ground elevation at the road is around 0.013-0.015 m, while the
one near coastline such as X = 1.0-2.0 m, Y = 2.0-2.5 m is below 0.01 m. But not that the
maximum velocity measured at the road is still large compared to the one on the group
of buildings in Region I and the building still affects the run-up velocity. Furthermore,
the inundation starts from channel placed in southern part of Region III (X = 4.2-5.5
m, Y = 2.0-3.5 m) even though the region is farther from offshore than northwest part
such as Region I. One of the reasons is that water level in sea area uniformly rises. Fig.
2.8 shows the comparison of water surface elevations at WGs in harbor or channel (WGs
3, 6, and 9). Note that color indicates case (red: Case HO5 and blue: Case Q0025) and
marker indicates WG (no marker: WG3, square: WG6, and circle: WG9). The water
surface elevation uniformly rises in harbor and water channel in Case Q0025 and other
long period wave cases, while it does where the wave arrives in Case H05 and other short
period wave cases. Therefore, water overflown from the channel with smaller water storage
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capacity than the harbor propagates in land area. These two examples show an aspect of
the effect on inundation process by ground elevation as well as buildings.

2.3.2 Relationship between local inundation process and buildings

This section examines and discusses the effect by buildings on the local (range of smaller
than 2 m at full scale) inundation process such as flow path and velocity from both
qualitative and quantitative aspects. Note that this section focuses on Case HO5 since
the short period wave case gives clearer effect by buildings due to the larger momentum
flux transported from offshore. Firstly, the inundation process is pursued qualitatively.
Fig.2.9 shows the pathlines from near shoreline in Region IV shown in Fig. 2.6(b), where
the incident wave arrives from southwest with small wave attenuation and buildings with
various shapes are complexly located. The green circle and red triangle show the start and
end points of pathlines, respectively. Many pathlines affected by buildings are observed
and classified mainly in three patterns.

1. Reflection: run-up flow is reflected and blocked in front of the buildings.
2. Overtopping: run-up flow overtops buildings and keeps propagating.

3. Diffraction: run-up flow is divided by buildings and takes roundabout path around
buildings.

However, note that these three flow patterns are mixed up and any of these patterns
is dominant focusing on one pathline. Clarifying the condition which flow pattern is
dominant is recommended and will be future work. Here, the author discusses each pattern
of flow focusing on three example pathlines (PL1-3) shown in Fig. 2.9 using magenta lines
and its relationship between buildings (marked in blue boxes in Fig.2.9). PL1 mainly
shows the reflection pattern. The flow in PL1 is reflected by vertical structure in Buildings
A and its direction changes from north to south. On the other hand, the flow in PL2 does
not overtops one of Buildings B after flowing between buildings. This pattern corresponds
to the overtopping pattern. PL3 shows the diffraction pattern twice until the flow stopping
by Buildings B and C. The direction of flow in PL3 changes at one of Buildings B from
northeast to north. After that, the flow is blocked by Buildings C and propagates along
the road. Similar patterns to PL1-3 are observed in Region IV and these three patterns
are major in flows.

Secondly, the inundation process is pursued quantitatively focusing on PL2 (overtop-
ping) and 3 (diffraction). Fig.2.10 shows the time series of fluid velocity on pathlines
PL2 and 3. Horizontal axis indicates the elapsed time after wave generation. Left and
right axes indicate the fluid velocity and topography elevation on a specific pathline, re-
spectively. Circle with color corresponds to left axis and color shows the flow direction in
degree measured from south. Note that the direction larger than 180 degree is seldomly
observed. The velocity on PL2 (Fig.2.10(a)) is approximately 50% decreased at t = 14
s because of overtopping the building with 0.025 m height. After that, the velocity in-
creases about 50% and direction changes from 150 to 120 degree. This is because the
flow merging with the one from west and momentum flux temporarily increases. Then,
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Figure 2.7: Inundation extent according to arrival time elapsed from wave generation and
maximum velocity measured in Case Q0025 (Q = 0.025 m?/s, g = 0.044 m).

15



0.06

0.04

n [m]

0.02

tort/15 [s]

Figure 2.8: Comparison of time series of water surface elevation between Cases HO5 (red
lines) and Q0025 (blue lines) at WGs 3, 6 (square), and 9 (circle) installed in harbor or
water channel; horizontal axis shows the elapsed time from the wave generation (time is
divided by 15 for Case Q0025).

Figure 2.9: Pathlines from near shoreline (Start and end points are marked in green circle
and red triangle, respectively); Pathlines PL1 to PL3 mentioned in the section are colored
in magenta.
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the flow runs up through the gap between each building and collide with a building with
relatively high height (0.03 m) in Buildings C. In run-up process along PL2, the velocity
decreases and the direction does not vary as long as the flow is not blocked. Therefore, in
the overtopping pattern, the magnitude of velocity is reduced rather than flow direction
because the buildings work as resistance element. Next, the PL3 is focused. The flow
direction is around 135 degree before colliding with Buildings B similarly to other path-
lines. However, the direction abruptly changes to 150 degree but the velocity decrease is
approximately 25%. After that, the flow runs up in north direction until colliding with
Buildings C (t = 14.7 s). The direction changes from 150 degree to less than 90 degree
after collision along the road. Thus, in the diffraction pattern, the flow direction is mainly
changed. Summarizing this section, three major patterns of flooding wave in land side
because of building existence are observed. It is considered that velocity field strongly
varies due to buildings complicatedly placed in land side and it is recommended that the
spatial layout and shape of building are implemented in numerical simulation of tsunami
and storm surge inundation.

2.4 Summary of Chapter 2

Chapter2 conducted physical modeling of inundation using large tsunami flume and in a
3D complex coastal city model which included ports, buildings and a bridge to obtain the
benchmark data for further numerical model validations. The experiments used tsunami
conditions for a short period wave, long period wave, and simulated tsunami wave by a
piston-type wavemaker and pump. The time series of water surface height was measured
by 12 WGs covering the flume form offshore to onshore and over the city model. The
inundation wave propagation on the land was visualized by 4K video image analysis and
the time series of velocity and leading edges of inundation as spatial data which have
been measured in few previous researches are measured using PIV and edge detection.
The author analyzed obtained experimental results focusing on spatio-temporal data (i.e.
limits of inundation and leading edges of inundation and velocity) and discussed the re-
lationship between buildings (shown in Fig.2.5) and, macroscopic and local inundation
characteristics. The summary of Chapter 2 is as follows;

a) The arrival time of first wave was calculated using leading edges of inundation. The
spatial distribution of arrival time depends on shapes and spatial layout of buildings
regardless of incident wave.

b) If momentum flux transported from offshore is large in short period wave such as
Case HO05, the arrival time is later according to existence of group of buildings. The
maximum velocity decreases after running up buildings after run-up a building accu-
mulating area is approximately 68%, while approximately 27% decrease is observed
in the road area without buildings. The strength of velocity reduction by buildings
depends on run-up distance and angle of attack of buildings.

¢) If momentum flux transported from offshore is small in short period wave such as
Case Q0025, the arrival time is affected by topographic characteristics other than
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buildings such as ground elevation difference and existence of channelized feature.
The road in northern area gave later than 100 s arrival time because of the ground
elevation is higher than near coastline. Also, the area close to channel gave earlier
than 50 s arrival time even though it was far from offshore.

The pathlines and velocities on two representative pathlines were traced using time
series of velocity to focus inundation characteristics in local scale. Many pathlines
affected by buildings are observed and classified mainly in three patterns; 1) reflec-
tion, 2) overtopping, and 3) diffraction. These three flow patterns are mixed up and
any of these patterns is dominant focusing on one pathline.

The flow pattern of overtopping mainly affects magnitude of velocity, while the one
of diffraction affects flow direction.
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Chapter 3

High-resolution Simulation of
Tsunami Inundation Using
Multiple Numerical Models

3.1 Introduction

As a series of the experimental results showed in Chapter 2, macroscopic and local in-
undation processes such as arrival time and velocity field strongly vary spatially due to
buildings complicatedly placed in land side and it is recommended that the spatial layout
and shape of building are implemented in numerical simulation of tsunami and storm surge
inundation. On the other hand, model uncertainty remains as long as use different numer-
ical models even if the building-resolving simulation is conducted. For example, boundary
conditions incorporating building walls, and complex propagation of inundation fronts are
all important aspects of the prediction of inundation, and can vary among models. Dif-
ferent numerical models of tsunami simulations are known to produce a range of results
for identical inputs, resulting in a range of uncertainty. Lynett et al. (2017) examined
the sensitivity of tsunami-generated coastal current predictions for an inter-model set of
simulations, and found that shear- and separation-driven currents are quite sensitive to
model physics and numerics. The authors concluded that deterministic simulations may
be misleading for some aspects of tsunamis, particularly for velocities, and ensemble-based
simulations may provide more realistic probabilities of actual conditions (see also Lynett,
2016).

A few studies examined detailed inundation flows in urban areas using building-
resolving simulations (e.g., Cox et al., 2008; Park et al., 2013; Prasetyo et al., 2019)
as mentioned in Chapter 2. Park et al. (2013) examined flows through an physical model
of Seaside, Oregon using a Boussinesq model that directly resolved building footprints.
Good agreement was found with a set of 1:50 laboratory experiments, once the friction
factor was tuned. Water surface elevations were moderately sensitive to friction, while
velocities and momentum fluxes were highly sensitive. In contrast, Prasetyo et al. (2019)
did not examine velocities but instead reported arrival times and maximum water surface
elevations for a 1:250 scale model of an urban area. While a 2D shallow water model

20



showed a tendency to underestimate maximum surface elevations and arrival times, a
quasi-three-dimensional model gave slightly better agreement with data.

Because of the greatly increased computational cost, Reynolds-Averaged Navier-Stokes
(RANS) simulations or Large Eddy Simulations (LES) of tsunamis through built-up envi-
ronments are less common. The expense and difficulty of simulating large built-up areas
with 3D models is clear in the literature, where significant numbers of simulations may
be found examining inundation and loading of one or a small number of structures (e.g.
Bagherizadeh et al., 2020; Sogut et al., 2020; Sogut et al., 2019; Sarjamee et al., 2017),
but notably few studying complex flows around arrays of many buildings. Of these few,
Pringgana et al. (2021) examined the influence of onshore structures’ orientations and ar-
rangements during a tsunami impact using the numerical method of smoothed particle
hydrodynamics (SPH). The authors succeeded in modeling hydrodynamic behavior to a
level of detail hitherto unobtainable from physical models. Qin et al. (2018a, 2018b) ex-
amined inundation flows with the OpenFOAM model through the same Seaside, Oregon
setup as in Park et al. (2013). Key findings were that the flows and water levels could be
reasonably predicted by the CFD (Computational Fluid Dynamics) model, and with bet-
ter accuracy than a shallow water 2D model, but at greatly increased computational cost.
Computational expense was large enough that the relatively small town was modeled in
sections, and it was suggested that "modeling of an entire town could be computationally
impractical”. Even with significant increases in available computational power, straight-
forward simulation of tsunami-like inundation over large built-up areas does not become
computationally feasible in the near future. Thus, families of shallow water simulations
appear to be likely to continue as the primary computational tool for examining inundation

in complex regions.

However, even for nominally similar shallow water models there can exist non-trivial
differences in simulations arising from differences in model implementation, particularly
for inundation wetting and drying. This provides an additional source of uncertainty in
the interpretation of results, and thus it is important to understand the variance in these
simulations, and how this relates to the interpretation of model predictions.

The objective of Chapter 3 is to discuss local tsunami behavior, tsunami inundation
and other hydrodynamic processes on complex land structures in coastal urban areas
modeled by several numerical models of the nonlinear shallow water equations (denoted
2D-SWE hereafter). The experimental results using physical model of a coastal urban city
obtained in Chapter 2 is used as a benchmark dataset. A comparison between physical and
numerical model results was performed using four different numerical models based on the
2D-SWE. Then, sensitivity of tsunami inundation modeling for water surface elevation,
velocities and other tsunami characteristics in urban area has been summarized comparing
with physical modeling and numerical results.
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Table 3.1: Summary of numerical setup for each model

TUNAMI-N2 STOC-ML Subgrid SWE JAGURS
Abbreviation TUNAMI STOC SGSWE JAGURS
. Depth-Integrated Velocity-form Subgrid-Averaged Depth-Integrated
G Eqs.
overnine Has SWE SWE SWE SWE

Spatial
Discretization
Spatial
Differentiation
Temporal
Differentiation
Convection
Terms

Other

Gradient Terms
Friction Term
Wet / Dry
boundary
Tolerance Depth
for Wet / Dry
Tolerance Depth
for Convective Term
Maximum
velocity limiter

Roughness coefficient

Input boundary

Boundary conditions

Finite Difference Method
Staggered C-grid

Leap-Frog Scheme Euler-backward scheme Leap-Frog scheme

Upwind (1st-order accuracy)

Centered (2nd-order accuracy)
Semi-implicit
Kotani et al. (1998)

Casulli (2009) Kotani et al. (1998)

10710 m 1076 m 0m 1076 m
1075 m No No 1075 m
7m/s 5m/s No Fr =20

Water channel (X = 12.36 — 0.66 m): 0.025
Physical model (X = 0.66 — 8.0 m): 0.013
X = —12.6 m along the left boundary (WG1)
North and South: wall boundary
West: inflow boundary
East: radiation boundary
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3.2 Numerical Modeling

3.2.1 Numerical Method

In this study, inundation simulations were conducted using four numerical models with
different numerical implementations and, to a lesser degree, with different governing equa-
tions. The accuracy of the simulation results was compared with experimental results,
and the variability among the models was investigated to estimate the uncertainty in
numerical simulations. Table 3.1 shows a list of governing equations for each model and
other conditions about numerical treatment (e.g. discretization methods for advection term
and frictional term, tolerance depth for frictional term). Brief descriptions and relevant
references for each of the models are given here:

1. TUNAMI-N2 (Goto et al., 1997): TUNAMI-N2 is a SWE model which has been used
to simulate tsunami propagation from offshore to inland areas in Japan and other
countries. The governing equations of the models are based on the two-dimensional
nonlinear SWE in depth-integrated form, and are discretized in time with explicit
leap-frog finite differences.

2. STOC-ML (Tomita et al., 2005): STOC-ML is a multi-layered model with hydro-
static approximation. The governing equations of STOC-ML are the Reynolds-
Averaged Navier-Stokes equations, which are different from the other models in this
paper. However, the number of vertical layers used here was one and Reynolds stress
was ignored in this simulation. Therefore, the governing equations are equivalent to
the conventional SWE in velocity form rather than depth-integrated form. In this
way it differs from the other models used here.

3. Subgrid SWE model (Kennedy et al., 2019): The subgrid SWE (SGSWE) model
developed by Kennedy et al. (2019) uses the grid-averaged SWE in depth-integrated
form as the governing equations with closure approximations applied to the subgrid
system to enhance the accuracy while saving computational resources. The equations
are discretized in time with a Euler-backward finite difference scheme, and in space
using a staggered finite difference grid.

4. JAGURS (Baba et al., 2015): JAGURS solves the linear and nonlinear depth-
integrated SWE by implementing a staggered-grid, leap-frog finite difference scheme.
A nested grid system is adopted to enable higher spatial resolutions in target do-
mains. The code has been parallelized for high-speed computation.

3.2.2 Numerical Setup

Chapter 3 focuses Case HO5 (short period wave case) as a main case. Fig.3.1 shows
the measured water surface elevation at WG1 that was used for wave input at the west
(ocean) side computational boundary. A free transmission condition was applied at the
open boundary in the east side. Boundary conditions for the north and south sides used
wall boundaries with slip conditions. Regarding lateral wall effect, the authors checked
the velocity and flow direction near the north and south wall boundaries measured by
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wave in Case HO5.
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Figure 3.2: Computational domain used in simulation (color shows topography elevation)
with each WG location.

PIV. It was confirmed that some wall effects but are limited within 5 cm along the wall.
Furthermore, the bottom wall effect may exist since the velocity measured by PIV only
shows the one at the top layers. The total computational time was 30 seconds, which
allowed inundation by the incident wave to be completed, while not considering waves
re-reflecting from the wavemaker. The movie used for a series of the image analyses shows
that the reflected wave started to inundate the land area after 25 seconds and contaminate
measured data. The author used incident wave data including wave reflection from the
wavemaker and removed computational results from 25 s to 30 s.

Figure 3.2 shows the topography and bathymetry in the numerical domain. Elevation
data for the domain of the physical city model (X > 0.0 m) was created by interpolating
scanned point cloud data into a regular grid. Point data was obtained with a laser scanner
(Leica BLK360) set up at three locations in the basin, with results combined into one
dataset. As for the grid size, the convergence tests changing grid size 1.0 and 0.5 cm was
conducted before main computations and there were no significant differences of maximum
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Figure 3.3: Time series of water surface elevation at (a) bay mouth (WG2) and (b) center
of the port (WG3); color shows models or experiment (black: experiment, red: TUNAMI,
blue: STOC, green: SGSWE and yellow: JAGURS).

surface elevation and velocity between two different grid size cases. Thus, 1.0 cm grid
resolution was chosen to reduce computational time, which resulted in a domain of 2037 x
400 points. Bottom roughness was based on the Manning model with roughness coefficients
of n = 0.025 m~/3s for X < 0.66 m and n = 0.013 m~/3s for the domain of physical
city model (X > 0.66 m) based on the land usage following Kotani et al. (1998). The
Manning ~ s roughness for the physical model area is smaller than the one for the ocean
bottom since the value of 0.010-0.013 m~'/3s for Manning roughness is recommended
for artificial channel made by smooth wood (e.g. Chow, 1959). Note that the model
input (bathymetry, incident wave, roughness, and etc.) is confirmed to be unified and
no self-filtering schemes to handle the large gradient of bathymetry due to buildings is
implemented for all the numerical models (TUNAMI, STOC, SGSWE, and JAGURS).

3.3 Results

This study uses two types of data, point gauge and spatial data, and compares model
results both between each other and to laboratory results. The magnitude and time of
maximum surface elevation at selected locations are examined for point data. In addition
to the arrival time, wave front velocity, fluid velocity and surface elevation (maximum
value and time series) will be examined in the spatial data by visualization analysis of
laboratory experiments.

3.3.1 Model variation and accuracy of water surface height at WGs

Fig. 3.3 shows the surface elevation at WGs 2-3 installed at the entrance and center of
the port (locations in Fig.3.2) for confirmation of the incident wave condition.  All
models show good agreement with experimental data at WG2. However, for all models
the maximum surface elevation is about 0.01 m (15 - 20%) smaller than the measurement at
WG3, although the absolute magnitude is small. This may either be caused by attenuation
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triangle: SGSWE, square: JAGURS and star: experiment) color shows WG number and
black ellipsoid shows standard deviation.

near the entrance of the port by sea bottom friction that is larger than the physical
experiment, more likely from dispersive effects not included in these hydrostatic models,
or wall effects in experiment. Since the results on land tend to be underestimated due to
the influence of these biases of incident waves, this should be considered. Figure 3.4 shows
the relationship between modeled maximum surface elevations and their peak times. The
surface elevations and times are normalized by incident wave conditions as

n=mn/mo (3.1)
T=T/Ty (32)

where 79 = 5.0 cm (wave height at WG1), Ty = /h/g s, h = 0.877 m (depth of the wave
flume), g = 9.81 m/s?, respectively. All the models show similar tendencies where they
tend to underestimate the maximum surface elevation. The ellipsoids in Fig.3.4 show
the mean (center of ellipsoids) and standard deviation (radii) of maximum water surface
elevation and time of peak water levels for the four model results at each gauge location.
It is observed that the larger deviations are observed at locations further inland (WG 4, 5,
7) and in very shallow inundation depths (WG 6, 9) while differences are smaller in deeper
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water (WG 2-3). Focusing on gauges in inundated regions, WG4 (road in flat area), and
WG 7 (intersection of buildings) give about 4.7 and 3.7 times larger standard deviation
in surface elevation than WG3 (in the port). It is also observed that arrival times of the
peak inundation also have a large standard deviation (about 5.8 times larger than WG3).
Both WG4 and WGT are installed on a wide road but large buildings on both sides of
the road complicate simulations. Furthermore, WGT7 is at a location where two major
inundation wave fronts merge from the west and the south. The complexity of inundation
appears to be a major reason why model variations here are larger than in deep inundation
areas. More detailed inundation processes around the intersection will be presented in the
following section.

3.3.2 Model variation and accuracy in spatio-temporal distribution of
inundation

Numerical results about the spatial (or spatio-temporal) data are discussed to examine
the inter-model variation. To estimate model uncertainty for any computed property, the
relative magnitude of inter-model variation of each value is defined as

v=o/u (3.3)

where v is the variation, o is model standard deviation and p is model mean value.

Maximum inundation depth and spatial extent are two important measures for tsunami
intensity, and are widely used for tsunami hazard maps. Fig.3.5 shows the model mean
and standard deviation of the maximum inundation depth in each grid. The inundation
limit of the tsunami leading edge from the experimental data is also shown in Fig. 3.5(a).
The overall inundated area from model results matches well with the experimental data,
and thus the inundation limits can be reproduced by the numerical models. Focusing on
the maximum inundation depth, the mean value of the inundation tends to be larger at
areas close to the original shoreline. For instance, deeper inundation depths of more than
0.03 m (7 m at full scale) are recorded in the north nearshore area (X = 1 —2 m and
Y =2 —2.5m). The inundation depth in the middle nearshore area (X = 3.8 —4 m and
Y = 1—2 m) is also recorded as more than 0.05 m (12.5 m at full scale) depth. The
inter-model variation of inundation depths in the models changes significantly depending
on areas but shows some general patterns. Overall, large areas of the model results show
standard deviations smaller than 0.004 m (1 m at full scale) but some areas have larger
deviation. Specifically, the nearshore north (X = 1—-2 m and ¥ = 2 — 2.5 m) and
south (X =1—-2mand Y =1 — 1.2 m) areas show large deviations (more than 0.006
m; 1.5 m in real scale) of maximum inundation depth. These are near the locations of
first inundation, and the large variation appears to be related to the dynamic wetting,
drying, and propagation of the large amplitude wave front. In these areas, the inter-model
variation, v, is 0.17 and 0.24 on average in the nearshore north and south, respectively.

Figure 3.6 shows the model mean and standard deviation of the maximum fluid velocity
in the same format as Fig. 3.5. The mean value of the velocity unsurprisingly tends to be
larger at areas close to the original shoreline likewise the inundation depth. Furthermore,
the velocity is locally amplified at the roads or small alleys between buildings. For example,
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Figure 3.7: Spatial distribution of variation (ratio of model standard deviation to mean)
of arrival time (black line shows shoreline).

in the middle nearshore area (X =3.8—4 m and Y = 1—2 m), the mean value of velocity
is 0.5 m/s (7.9 m/s at full scale) but more than 0.8 m/s (12.6 m/s at full scale) is also
observed between the buildings. The large standard deviation of the velocity is also given
in the road or small alley between buildings and approximately more than 0.3 m/s (4.74
m/s at full scale) is recorded in the middle nearshore area (X = 3.8—4 mand Y = 1—-2 m).
In addition, the nearshore north (X =1—2mand Y =2—-2.5m) and south (X =1-2m
and Y =1 — 1.2 m) areas show large deviations similarly to the inundation depths (more
than 0.35 m/s; 5.53 m/s in real scale). The inter-model variation, v, is 0.54, 0.17 and 0.33
on average in the nearshore middle, north and south, respectively.

Arrival time of the inundation front is important in tsunami inundation modeling for
evacuation planning (e.g. Wang et al., 2016). Inundation front propagation is a complex
function of the detailed numerical wetting and drying choices combined with implementa-
tion of convective momentum, surface gradients, building boundaries, and other aspects
near the moving wet-dry front. The spatial distribution of inundation arrival time varia-
tion is shown in Fig. 3.7. Arrival time inter-model variations near the harbor and close to
shorelines are uniformly small, with large areas showing V' < 0.04. Inland, a larger varia-
tion is observed as the run-up distance is long and inundation depends not only on direct
distance from the shoreline but also on potentially complex flow paths. For example, for
Region A in Fig. 3.7, the dimensionless variation is V' < 0.02 near the shoreline, while in
Region B, the variation exceeds 0.04 around X = 3.5 m and Y = 2.2m even though the
direct distance from the shoreline is short. This appears to be because inundation here
comes overland from the west, and has already travelled a long distance over land.

To investigate the major factors causing differences in model inundation arrival times,
wave front velocities from models and experiments are compared along a one-dimensional
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Figure 3.8: Wave front velocities by models (top), their variation (middle) and topograph-
ical change (bottom) at Profile 1 shown in Fig. 3.7; dashed lines show numerical results
and black solid line shows experimental results.

transect. The inundation leading edge is detected at grid cell where the inundation depth
changes from zero to any positive value. The wave front velocity is calculated as the
ratio of the displacement of them to the time required. Figure 3.8 shows laboratory and
model inundation front velocities along Profile 1 (shown in Fig.3.7). Note that both sea
and land are included in this transect. The results show that the difference of inundation
front velocity among the four models is more than twice as large inland when compared
to flow in the harbor. This inland speed variation is around 20 - 30% of the inter-model
mean. The different models have very consistent tendencies: STOC gives the fastest
speeds and TUNAMI, JAGURS and SGSWE follow in order. All the models show similar
tendencies but STOC and TUNAMI give closest agreement with the experimental result.
The inundation front velocity from STOC is closest to the experiment (within 15% error)
in the plain area (e.g. X = 3.9 — 4.1 m) while TUNAMI is the most accurate around
buildings (X = 3.7 — 3.9 m). These results show the blocking effect by buildings is well
modeled by TUNAMI and the contraction flow is well modeled by the STOC. However,
all models except STOC underestimate the wave front velocity behind the first group of
buildings (X = 3.9 — 4.3 m) and the error ranges about 10% to 40%. Observed variations
of the inundation front velocity are mainly caused by the variation of the fluid velocity in
inundated areas which, along with maximum elevation variation, will be discussed in the
next paragraph.

Maximum fluid velocities and surface elevations along Profiles 1 and 2 represent another
road for comparison. Fig. 3.9 inter-compares model results for maximum surface elevations,
and for maximum velocities while including PIV results from laboratory experiments. For
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laboratory data, only high reliability (high particle density) PIV results were included.
In Profile 1 (Fig.3.9(a)), all model velocities show similar trends, with reasonably good
agreement with the experiment and between each other. However, as with inundation front
velocities, the magnitudes of maximum current velocities differ. The maximum current
velocity modeled by STOC is the largest and TUNAMI, JAGURS and SGSWE follow
in decreasing order as found for inundation front velocity. The inter-model variation of
the maximum current velocity is more than twice as large as that of surface elevation.
Furthermore, it is observed that the maximum current velocity variation is large around
buildings. Specifically, the inter-model velocity variation is 0.50 at X = 3.88 m and 4.35
m where relatively large buildings are located. However, the author should be careful
in ascribing significance to the large variation at X = 4.63 m since the velocity is much
smaller than other areas. The source of the velocity difference will be examined in the
Discussions section.

The inter-model comparison in Profile 2 is shown in Fig.3.9(b). Note that both max-
imum current velocity and surface elevation are similar in each model but model velocity
magnitudes follow the same trends as in Profile 1. There are two characteristic areas to be
discussed: a road intersection at X = 2.5 — 2.9 m, and a building area at X = 3.0 m. In
particular, the intersection shows different characteristics than other locations. Here, the
maximum current velocity variation is 0.18 and larger differences from experimental re-
sults are observed. Note that the variation of maximum current velocity is similar between
the intersection (X = 2.5 — 2.9m) and shoreline (X = 2.2 m) but each model gives quite
different values at the intersection while all models except STOC are quite close to each
other and to measured values at the shoreline. Once again, the variation for maximum
surface elevation is smaller than that for maximum current velocity. However, the velocity
variation is still larger than Profile 1 even though the number of buildings is smaller. One
of the reasons is that flow here comes from two directions, and flow at the intersection
from the west direction blocks the flow from the south direction. The results above show
that the maximum current velocity is quite sensitive to the model used. Possible reasons
for such variation of this and other properties will be considered in the Discussions section.

Next, the author examines spatio-temporal uncertainty focusing on the leading edge of
inundation. Figure 3.10 shows a time series of inundation leading edge every 0.2 s from the
start of the inundation in Region A. Note that time steps shown on the title represent the
elapsed time from the wave arrival at the shoreline. Little difference in inundation leading
edge is observed before the arrival at the first group of buildings X (shown in Fig. 3.10 by
orange box). However, the difference gradually increases after passing buildings X. The
STOC and TUNAMI models are closer to the experiment than the SGSWE and JAGURS.
After passing the second group of buildings Y (yellow box in Fig. 3.10), leading edges from
STOC and the experiment are furthest while the ones by other models are underestimated.
At the final snapshot (1.0 s), differences between models are maximum and the leading
edge of the inundation front varies from 4.2 - 4.4 m. The STOC model shows the fastest
inundation, with laboratory experiments, TUNAMI, JAGURS and SGSWE following in
decreasing order, consistent with previous analyses. The same analysis was performed in
Region B and a smaller variation of the inundation leading edge is observed (not shown).
Such difference depends on the cross-shore velocity, and will be discussed in detail later.
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Fig. 3.3).
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To investigate the inter-model differences of the inundation process in detail, the spatio-
temporal change of the surface elevation and velocity in the model are shown in Fig. 3.11.
Fig.3.11(a) shows the snapshots of the surface elevation and velocity in Region A when
the modeled inundation leading edge arrives at the second group of buildings Y given
by the yellow box in Fig.3.10(a). These arrival times are different in each model and
reflect differences in inundation velocities. The results of TUNAMI and STOC show
similar tendencies for surface elevation: the total inundation area with depths greater than
0.01 m is smaller for these models than for SGSWE and JAGURS. The local variations
of surface height along the buildings and channels differ model by model. Fig.3.11(b)
shows cross sections of the cross-shore velocity and surface elevation at the same time as
Fig.3.11(a) along Profile 1. The cross-shore velocity is also divided into the same groups
as Fig.3.11(a). The values near the first group of buildings are close to each other between
the TUNAMI and STOC models, and their difference is within 5%. However, STOC gives
about 30% larger cross-shore velocity near the inundation leading edge (X = 4.0 —4.1 m)
than TUNAMI. STOC tends to give large velocity in small areas surrounded by buildings
such as roads. The SGSWE and JAGURS are close to each other in the whole area along
Profile 1 and their difference is within 10%. Also, the cross-shore velocities modeled by the
SGSWE and JAGURS are smaller than the TUNAMI and STOC around the first group of
buildings. For the surface elevation, patterns for each model are more visible. TUNAMI
and STOC show a gentle slope of surface elevation near the leading edge (X =4.0—4.1 m)
while SGSWE and JAGURS show steeper slopes. There is about 55% difference in the
surface elevation between the two groups.

Finally, the author examines spatial-temporal uncertainty focusing on the inundation
for merging flow. Fig. 3.12 shows the difference of the merging flow at the intersection in
Region B. Times are different for each model, and were chosen so that in each model the
inundation leading edge arrives at the north side of the intersection as flow merges. Note
that the surface elevation at velocity when the two flows from south and east direction
merge are shown. There is a noticeable difference of velocity and surface elevation between
the models especially around the intersection (marked with red circle). For example,
the TUNAMI and STOC give around 0.023 m surface elevation while the SGSWE and
JAGURS give around 0.015 m. The current velocity and direction also differ. TUNAMI
and JAGURS show flow in the north direction but not STOC. SGSWE also shows north
direction flow but some velocity direction is different (northwest direction). The major
flow direction is determined by the blocking effect by the flow from the west direction.
Larger current velocity from the west direction gives a larger blocking effect for the flow
from the south direction.The larger blocking effect leads to local amplification of surface
elevation. A series of the differences of inundation process is mainly due to the arrival
time of the flow from the west direction since the variation is at least 1.5 times larger than
that from the south direction. Such inter-model variations of the arrival time give the
difference of momentum fluxes transported from the west direction and strength of the
blocking effect. Factors of the variation of the detailed inundation process with a series of
analyses will be shown in the Discussions.
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Figure 3.12: Model difference of the snapshots of surface elevation and current velocity in
Region B shown in Fig.3.7 when the flows from both South and West directions merge
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3.4 Discussions

The author here investigates the reproducibility of the tsunami inundation experiments
using four different numerical models. It is clear that all numerical models can reproduce
the inundation process overall but the detailed local behavior of hydrodynamic quantities
such as surface elevation at intersections or velocity around buildings vary between models.
Here, the source of the differences in numerical models and results is discussed in detail
based on the inter-model comparison. There are four main factors causing the variation in
numerical results among the four models: 1) differences in advection term and temporal
discretization, 2) bottom friction term discretization, and 3) wet/dry boundary conditions,
and 4) differences in formulations of governing equations (velocity, depth-integrated form,
subgrid, conservative or non-conservative form). Fundamental discretization schemes for
bottom friction and advection terms are similar between each model but there are differ-
ences of detailed treatments. It is not clear how such differences affect the variations of
inundation processes but this is one of the main reasons of presented variation of numerical
results.

A small variation of velocity and surface elevation is observed in the offshore area away
from the port and only SGSWE showed slightly slower propagation speed. Here, the effect
of the friction term is minor for tsunami propagation offshore since the effect of advection
term is small in the offshore area. Differences here probably results from the backward
Euler time-stepping in SGSWE vs the leapfrog scheme in the other models. However, the
velocity variations between models are much larger on inundated land regions. Focusing
on the area scale, the inter-model variation in inundation leading edge in Region B is
smaller than Region A. Such differences in the inundation leading edge in each region
depend on the cross-shore velocity. The major flow direction in Region A is the same as
in offshore (east direction) while the flow direction in Region B is perpendicular to the
one in offshore (north direction). Therefore, the cross-shore velocity at the shoreline is
larger in Region A than Region B and it indicates that the larger velocity gives the larger
variation.

This tendency might be explained by the differences of advection terms and wet/dry
boundary condition considering the effect of the friction term is minor based on the discus-
sion in the previous paragraph. A major source is the difference of advection term since
magnitudes are proportional to the square of the current velocity and it is relatively larger
when the current velocity is larger. The wet/dry boundary condition also contributes to
the variation. The same wet/dry conditions (Kotani et al., 1998) are used in the TU-
NAMI, STOC and JAGURS but the detailed treatment in source codes is different in
each model even though the scheme used is the same. For instance, the application phase
of the wet/dry condition is different. TUNAMI and JAGURS apply the wet/dry condi-
tion before computation of discharge while STOC does it after computation of velocity in
whole the domain.

The effects of tolerance water depth for wet/dry on inundation by the numerical models
is small compared to the tsunami scale, as the detailed differences of the wet/dry boundary
scheme in their source codes give large variation of the surface elevation and wave front
velocity. Such differences in surface elevation give variation of the current velocity since the
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Table 3.2: Summary of calibrated coefficient (A and ) for each empirical fragility model

A€
EF1 158 0.41
EF2 1.73 0.42

; EF1 func(depth) ; EF2 func(velocity)
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Figure 3.13: Predicted probability of building destruction by different models and building
ratio out of 381 buildings in total corresponding below a certain probability by two em-
pirical fragility functions (a: EF1 using inundation depth and b: EF2 using fluid velocity;
color shows model differences and corresponds to Fig. 3.3).

current velocity arises from the gradient of surface elevation. Once the velocity variation
occurs, the advection term evaluation gives large variation since the advection term is
proportional to the square of the velocity. However, a detailed mechanism is not clearly
shown and further investigation using simpler topography such as uniform slope is needed.
Finally, the velocity difference gives the variations of wave front velocity and arrival time.

Moreover, it is also important that the arrival time difference gives a further difference
in the local inundation process. Region B is a good example for indicating this point.
Two flows in the west and south directions merge at the intersection in Region B. Arrival
of the flow from the south direction does not vary due to the small cross-shore velocity
explained above but the one from the west direction is quite different between each model
since the cross-shore velocity has the same direction as the main flow. The discrepancy
of the merge time creates the local difference of surface distribution and current velocity.
The earlier arrival time gives a large blocking effect by the flow from the west direction
to the one from the south direction, which the large surface elevation around the inter-
section is calculated as explained in Section 3.3.2. Based on the discussions presented in
the previous paragraph, the detailed differences of treatment of the advection term and
wet/dry boundary condition give variation of the current velocity on the land and the
errors between each model are accumulated as the run-up distance is longer due to the
iteration process for solving the advection term using the current velocity in previous time
step. Moreover, abrupt topographic changes such as buildings also enlarge the variation
of the surface elevation and current velocity.

The variations in the maximum inundation depths and fluid velocities observed in the

39



inter-model comparison also affect the building damage fragility assessment calculated
from these tsunami intensity factors. Here, the sensitivity analysis to the variations of
these two intensities is given using fragility models by Hayashi et al. (2013). The fragility
model calculates the probability of destruction using either maximum inundation depth or
maximum fluid velocity, and was developed using linear regression combined with results
of numerical modeling for the validation of the tsunami front and flow velocities in the 2011
Tohoku Earthquake Tsunami. (Other literature on this topic are exemplified in Suppasri
et al., 2013, Charvet et al., 2015, etc.). The probability of the destruction Pp(x) is found
by

(3.4)

Po(e) =0 |22

3
where ® represents the standardized normal distribution function, and x stands for the
tsunami intensity measure (e.g. maximum inundation depth or fluid velocity), A and &
represent calibrated coefficients for each intensity measure (each value is shown in Table
3.2). Hayashi et al. (2013) assumed three different structure types are assumed: RC,
steel and wooden; steel is assumed in this comparison since no detailed data about the
structures in Kainan is available. The functions using only maximum inundation depth
and fluid velocity are denoted as EF1 and EF2, respectively. The tsunami intensity mea-
sures at the grid points around the buildings are collected and averaged. After that, the
probability of the destruction for each building using the collected intensity measures was
calculated following Eq. 3.4. Then, the number of buildings below a specific probability of
the destruction was calculated. Fig.3.13 shows the model variations of the probabilities
of building destruction for each different model. Both EF1 (depth) and EF2 (velocity)
show inter-model fragility variations to some extent. However, EF2 gives larger differences
especially when the probability of destruction is high (more than 0.6). Meanwhile, EF1
shows somewhat smaller inter-model variation for each building vy, particularly for high
probabilities of damage. Note that vy is calculated by the following formula:

11 N, N,
. \/ N Moo 2t 2021 (P — Ppjismean)? (3.5)
PD,allfmean

where N;, (= 381) is the number of buildings, Nyodel (= 4) is the number of SWE models,
Pp; ; denotes the probability of the destruction for the i-th building estimated by the
J-th SWE model, and Pp ajl—mean denotes the arithmetic average of the probability for
all SWE models and buildings. For overall predictions, the EF1 model shows inter-model
variation in damage state probability v, = 0.16, compared to v, = 0.20 for the EF2 model.
The results above indicate that inter-model variation leads to significant differences in
predicted damage and higher sensitivity of the fragility is given by the fluid velocity than
the inundation depth.

Furthermore, the scaling effect including surface tension and friction is assessed using
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Table 3.3: Summary of values to calculate dimensionless quantities (Bo, We, Re, and F'r)

Name Value
g  Gravitational acceleration 9.81 m/s?
p Water density 1000 kg/m?
Pa Air density 1.29 kg/m?
Ap Difference of density 1000 kg/m?
0.05 m

L Characteristic length
aracteristie feng (average building width in physical model)

U Characteristic velocity Average value of maximum velocity in Region A’
0 Surface tension 0.0728 N/m
v Kinematic viscosity 1075 m?/s

Table 3.4: Summary of the calculated dimensionless quantities (Bo, We, Re, and F'r);
upper and lower numbers show values at experimental and full scale, respectively

TUNAMI STOC SGSWE  JAGURS Exp.

Bo 336.45 336.45 336.45 336.45 336.45
2.10 x 107 2.10 x 107 2.10 x 107 2.10 x 107 2.10 x 107
170.08 275.79 128.29 153.49 198.45
We 7 7 7 7 7
1.11 x 10" 1.72x 107 0.96 x 10" 0.80 x 107 1.24 x 10
Re 22504 29264 19304 21687 22992
8.90 x 107 1.16 x 107 7.63 x 10" 8.57 x 10" 9.09 x 107
P 0.64 0.84 0.55 0.62 0.66
0.64 0.84 0.55 0.62 0.66
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dimensionless quantities, Bo, We, Re, and Fr, which are defined as follows;

ApgL?
Bo = pfy’ (3.6)
2
We =" U; L (3.7)
L
Re = UT (3.8)
= (3.9)

where each variable and its value are summarized in Table 3.3. The calculated dimension-
less quantities in Region A’ (shown in Fig.3.10(a) by red box) are summarized in Table
3.4. Note that the values of F'r do not change between experimental and full scale since
the experiment follows the Froude similitude. Bo and We related to surface tension are
approximately O(10%), which indicates that the contribution of the surface tension to the
gravity and inertial forces may be still small though there is large difference between ex-
perimental and full scales. The experimental and numerical results showed approximately
O(10%) and O(107) for Re, respectively. Then, the contribution of the viscosity to the
inertial force is still negligible. Indeed, the drag coefficient for a circular cylinder, Cp,
is approximately 1.0 and 0.75 in the case of Re = O(10%) and O(107), respectively (e.g.
Roshko, 1961). Therefore, the range of resistance force differences by buildings between
the experimental and full scales is within 25%.

In summary, overall characteristics of inundation processes such as the inundation
depth, surface elevation and current velocity can be modeled by presented multi-model
inundation simulation. However, a range of the variation of detailed inundation process
exemplified by merging, blocking and so on specifically in city areas such as buildings,
bridges and intersections still remains. The author believes that uncertainty of the sim-
ulated results by model difference needs to be considered if the numerical simulation of
urban inundation is performed since such inter-model variation of inundation depth or
velocity gives significant differences in building fragility assessment. Moreover, the scaling
effect induced by surface tension and etc. on the magnitude of the surface elevation and
fluid velocity can be still small for this experimental case though there are large differ-
ence of dimensionless quantities between experimental and full scale. However, the further
study about quantifying scaling effect is still recommended.

3.5 Summary of Chapter 3

This study conducted physical and numerical modeling of tsunami inundation in a 3D
complex coastal city model including ports and buildings. Experiments used tsunami
conditions of a solitary wave by piston type wave maker, and constant flow and realis-
tic long period tsunami waveforms by pump. Time series of tsunami wave height were
measured by 12 wave gauges covering the flume from offshore to onshore and over the
city model. T'sunami inundation propagation on the land was recorded by an overhead 4K
video camera. Fluorescent dye was used to detect the leading edge of inundation. PIV was
applied to measure the spatial flow pattern and velocity field were obtained. This study
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also ran and compared numerical simulations among four different models based on var-

ious forms (depth-integrated, velocity-form, or subgrid-averaged) and numerical schemes

of the nonlinear shallow water equations. The sensitivity of tsunami inundation simula-

tions in urban areas has been discussed by comparing the simulations with the physical

experiment results for the case of solitary wave condition. The summary of Chapter 3 is

as follows;

2)

Overall characteristics of inundation processes such as the inundation depth, surface
elevation and current velocity could be modeled by presented multi-model inundation
simulation. All models can reproduce the inundation process overall but the detailed
local processes such as surface elevation at intersection or velocity around buildings
vary in each model.

The variation of results was confirmed in detailed inundation process as exemplified
by merging, blocking and so on specifically in city areas such as buildings, bridges
and intersections.

Fundamental discretization schemes for bottom friction and advection terms are the
same between each model but there are differences of detailed treatments on their
coding. Difference in surface elevation gives variation of the current velocity since
the current velocity is gradient of the surface elevation. Once the velocity variation
occurs, the advection term evaluation gives large variation since the advection term
is proportional to the square of the velocity. Considering that the tolerance water
depth for wet/dry is small compared to the tsunami scale, the detailed differences
of the wet/dry boundary scheme in their source codes give large variation of the
surface elevation and wave front velocity.

The arrival time difference gives a further difference in the local inundation process.
The detailed differences of treatment of the advection term and wet/dry boundary
condition give variation of the current velocity on the land and the errors between
each model are accumulated as the run-up distance is longer due to the iteration
process for solving the advection term using the current velocity in previous time
step. Artificial topographic changes such as buildings also enlarge the variation of
surface elevation and current velocity.

Chapter 3 confirmed the importance of considering uncertainty of the modeled re-
sults due to model difference in tsunami inundation simulation targeting coastal
urban areas. The results indicate that inter-model variation leads to significant dif-
ferences in predicted damage and the use of velocities to compute fragility has higher
sensitivity to model implementation than using inundation depth.
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Chapter 4

Subgrid-scale Modeling of
Tsunami Inundation Over Coastal
City

4.1 Introduction

A series of the multi-model building-resolving inundation simulation using four different
2D-SWE models in Chapter 3 showed the 2D-SWE model could reproduce the inundation
process overall but the detailed local processes such as surface elevation at intersection or
velocity around buildings varied in each model. The shown results confirmed the impor-
tance of multi-model ensemble simulation even for building-resolving inundation simula-
tions. Hereafter, the author defines such building-resolving approach used in Chapter 3 as
structure resolving model (SRM). The SRM using 2D-SWE still needs finer resolution less
then the order of 10 m, while the practical approach using bare-earth topography uses the
order of 100 m resolution. The ensemble inundation simulation using the SRM focusing on
a specific region and scenario is feasible since the number of ensembles is small. However,
a practical tsunami simulation that allows the coarser spatial resolution (e.g., 30 m) is
still required as an alternative to the SRM when numerous ensemble cases are needed, as
in probabilistic tsunami hazard assessments (e.g., Mueller et al., 2015; Goda et al., 2015;
Miyashita et al., 2020), because the use of high-speed computers such as supercomputers
is limited.

Several treatments of built-up areas as subgrid-scale (SGS) models have been proposed
to overcome this computational cost issue. For instance, Aburaya and Imamura (2002)
and Imai et al. (2013) proposed a combined equivalent roughness model (CERM) using
the bottom friction calculated according to the building width and building coverage in
a computational grid, in which drag force acting on a building was determined using the
Morison’s equation. Adriano et al. (2016) examined the CERM by performing a tsunami
simulation at a 5 m resolution for Onagawa in the case of the 2011 Tohoku tsunami and
compared simulation data obtained using a building-resolved digital surface model (i.e.,
SRM) with the survey data. The CERM achieved similar performance to the SRM in terms
of reproducing the interpreted flow depths, but a slight delay in arrival time was observed.
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On the other hand, the use of drag force models (DFMSs) of built-up areas was proposed
(e.g., Oishi et al., 2016; Fukui et al., 2019). Buildings were assumed to be the resistance
element with the drag force acting on buildings in the DFM. Oishi et al. (2016) examined
the DFM at 5 m resolution by comparing it with the SRM at 0.556 m resolution using a
supercomputer for the estuary of the Hei River, Iwate Prefecture in the Tohoku case. They
showed that an optimal calibration of drag coefficients would minimize the errors in the
arrival time of the leading edge between the SRM and DFM. Fukui et al. (2019) conducted
tsunami simulations using the DFM in a physical inundation experiment of Onagawa by
Prasetyo et al. (2019) as a benchmark problem. In that study, the drag coefficient was
assumed to be an exponential function of the Reynolds number Re, and the importance of
its adequate calibration was confirmed, as in Oishi et al. (2016). However, there remained
uncertainty in the modeled inundation process associated with the grid size; in the DFM,
it was assumed that only one building exists in the grid cell, ignoring the spatial layout
of the building. Therefore, consideration of detailed topographical properties and careful
evaluation of inundation characteristics are required.

Chapter 4 aims to improve the grid size dependency by modifying the DFM and to
investigate the error characteristics between the modified DFM and high-resolution (HR)
tsunami inundation simulation using the SRM. The modified DFM incorporates spatial
information about multiple structures, which has not been considered in previous studies.
To evaluate the effectiveness of the SGS models, inundation depth, arrival time, and
inundation limit using complex urban topography has been mainly discussed in previous
studies. This study examines the fluid velocity, which is directly affected by SGS model
implementation, as well as inundation depth and inundation limit, starting from the simple
urban topography to more complex one. This work is organized as follows. Section 4.2
presents the modified DFM to reduce the grid size dependency. In Section 4.3, an idealized
numerical experiment using simple topography and building data is performed to examine
the detailed inundation process, whereas Section 4.4 presents a numerical experiment using
the SRM for Onagawa in the 2011 Tohoku case. Section 4.5 presents discussions about
the similarity and difference of model performance focusing on velocity reduction effect
by buildings, and further improvement of the presented model. Finally, conclusions are
presented in Section 4.6.

4.2 individual Drag Force Model (iDFM)

4.2.1 Governing equations and urban roughness formulations

The 2D-SWE in Eqgs. (4.1-4.2) are typically used for tsunami inundation simulation and
the authors use the numerical code TUNAMI-N2 (Goto et al., 1997) based on NSWEs:

on OM ON

E‘FE—F@ = 0 (4'1)
) o [ M? o (MN on
alf+f31'(D>+&lJ<D> - _QD%_Rl‘ (4'2)
ON 0 (MN 9 [ N? on
ﬁw(p)*ay(z)) = —obg, R (*3)
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where, t is the time; 7 is the sea surface elevation; M and N are the components of the
depth-integrated velocity in the x- and y-directions, respectively; g is the gravitational
acceleration; h is the still water depth; D is the total water depth (= n + h); and R, and
R, are the representative resistance forces in the z- and y-directions, respectively, due to
roughness and topographical changes, such as Manning s coefficient n corresponding to
land usage (e.g., Kotani et al., 1998; Kaiser et al., 2013):

~ gn*MV/M? + N?

R, o (4.4)
2 v 2
Y D7/3

In DFMs, resistances by artificial structures are considered in the drag force term, and
R, and R, are rewritten as

_ gn*MV/M?+ N?  F}

R, 73 ) (4.6)
_ gn® NVM? + N? F}, A

The iDFM is an SGS model that calculates the drag force acting on multiple structures
in a computational grid cell and feeds it back to the mean flow field. The drag force is
calculated as the sum of the forces applied to individual structures and is given by Egs.
(4.8) and (4.9):

b 5t YA ENTd L ws)
0 =2 Dk D? D AxAy ’
oo _ %1014 VAL ENT ] (4.9)
o =2 Dy k D2 D AxAy ’

where N, is the number of buildings in a computational grid cell; A, ;, and A, ;, denote the
projected areas of individual (k-th) structures out of Nj in a computational grid cell in
the z- and y-directions, respectively; Axz and Ay are the spatial grid sizes in the x- and
y-directions, respectively; Cp = f(Re,1,Sy) is the drag coefficient; 1 is the characteristic
length of the obstacle in the SGS; and S} is the coefficient representing the building shape.
Because it is difficult to implement the effect of S; it is not implemented in this study.
The inundation state (i.e., fully submerged or partially submerged) is incorporated by the
effective depth d, representing the water depth of the area on which the drag force acts.

f h (D> )
d= { D (D<h) (4.10)

d is given by:

Originally, the sum of the drag forces needs to be calculated from individual structural
information (i.e., Ay k, Ay, and hy ). However, this approach is not practical when the
number of structures is large. Therefore, the iDFM model adopts the grid-averaged values
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for the projected areas and characteristic building heights, which are given by:

1 X
A, = WZAM (4.11)
b
k=1
1 X
Ay = D Avk (4.12)
b =1
1
hy = — Y h 4.13
b Nb; b (4.13)

Using Eqs. (4.11-4.13), Egs. (4.8-4.10) can be approximated as

Fg 1 VIMZ+NZd 1

= Ny x -CpA,M — 4.14
p b QCD D? D AzAy (4.14)
F}, 1., + VM?4+N?2d 1
hy (D > hy)
d = - 4.16
{ D (D < hb) ( )

A, fly, hy, and Ny, are called SGS parameters in this report, and the next section presents
the calculation process using HR building shape data.
4.2.2 Calculation process of subgrid-scale parameters

The SGS parameters are calculated according to the following procedures, which are de-
picted in Fig.4.1(a).

1. Acquisition of HR building shape data
2. Calculation of hy, A;, and A, for the individual buildings
3. Counting of the number of individual buildings N, in a computational grid cell

4. Averaging of the individual hy, A, and A, values in a computational grid cell

The first step entails obtaining building shape data (3D coordinates of the building
vertices) that are processed using 3D data or HR digital surface model that includes
building height data in the topography. The second step involves calculating hy, A,, and
A, from the obtained building shape data. h; and widths in the z- and y-directions, k,
and ky, respectively (see the upper part of Fig.4.1(b)), are given by

hy = max(z,)— min(z,) (4.17)
k, = max(z,)— min (z,) (4.18)
ky = max (y,) — min (y,) (4.19)

where x,, vy, and z, denote the 3D Cartesian coordinates of the building vertices and
max (-) and min (-) are the maximum and minimum values, respectively. Note that the
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Figure 4.1: Summary of the upscaling scheme for iDFM; (a): flow chart of the calculation
of the SGS parameters and individual drag force in tsunami simulation, (b): schematic
view of the individual building and the method of counting buildings in each computational
grid cell, and (c): sample spatial distributions of SGS parameters (i.e., projected areas in
each direction, characteristic height, and number of buildings)
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iDFM assumes that the building shapes are rectangular prisms. Then, A, and A, are
calculated using

Ay = kyhy (4.20)
Ay = kuhy (4.21)

The third step involves determining N, in the computational grid cell using image
analysis of the projection view of the buildings from the top (the lower part of Fig.4.1(b)
shows a schematic view of the building edge detection process). The building boundary
edges in the 2D coordinates are captured by the Canny method (Canny, 1986), and the
number of edges is equal to N,. The criteria for counting buildings are as follows.

1. If the building edge is fully contained in a computational grid cell, the building is
counted (see the buildings with £ = 1 and 2 in Fig.4.1(b)).

2. If the building edge is partially contained in a computational grid cell, the building
is counted when the intersection of the building and computational grid size (red
shaded area in Fig.4.1(b)) is larger than 20% of the footprint area of the building
(see the building with k£ = 3 in Fig.4.1(b)).

The fourth step is cell-averaging of the individual hy, A,, and A, values using Egs.
(4.11-4.13). Figure4.1(c) shows an example of the calculated SGS parameters, which are
input into the numerical computation.

4.3 Idealized numerical experiment using simple urban to-
pography

This section presents several idealized numerical experiments that are conducted to test
the performance of the iDFM and previously presented models before the iDFM is applied
to a realistic tsunami inundation simulation (Section 4.4).

4.3.1 Numerical setup

Figure 4.2 shows the basic setup of the numerical experiment. The computational domain
consists of an oceanside area with a 10 m uniform water depth and a floodplain with
a group of buildings (total 625 buildings) on 0 m ground elevation with respect to the
undisturbed sea surface. Fig.4.2(a) illustrates the bathymetry and topography of the
entire domain. Five idealized layouts of the buildings are considered in an urban setting
(X =1,000-1,700 m), and Table 4.1 summarizes the basic topographic setup. The regular
locate case considers buildings with a uniform width (5 m x 5 m) and height (6 m)
that are arranged in 25 rows of 25 buildings (625 buildings in total). Roads between
buildings in both the z- and y-directions are 10 m wide. To consider non-uniform road
map, the building layout was randomly changed. The coordinates of the bottom-left
corner are determined to be 1100-1700 and 100-600 in the z- and y-directions, respectively,
following the discrete normal distribution with 1 m interval. The building width and
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Figure 4.2: Computational domain and building layout used for (a): Regular (uniform
shape and regular array), (b): Random 01 (uniform shape and random array), (c): Ran-
dom 02 (random width and location), (d): Random 03 (random width, height and loca-
tion), and (e): Random 04 (random width, height, angle of attack and location) (color
shows bathymetry and topography elevation)

Table 4.1: Topographic setup in idealized numerical experiment

Urban model Regular Random 01 Random 02 Random 03 Random 04
1-15 m 1-15 m 1-15 m
Buildi idth 10 10
HIEGInE Wi o o (Random)  (Random)  (Random)
1-15 m 1-15 m 1-15 m
Building height 6 6
HHcns fels o o (Random)  (Random) (Random)
Building location Uniform  Random Random Random Random
. . . . -180° -180°
Angle of attack 0 0 0 0
HEle of attac (Random)
Number of buildings 625 (25 rows x 25 columns)
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Table 4.2: Numerical setup of the idealized numerical experiment

iDFM DFM CERM SRM
Governing equations Depth-integrated SWE
Discretization Finite difference method
Spatial Differentiation Staggered C-grid
Temporal Differentiation Leap-frog scheme
Convection Terms Upwind (first-order accuracy)
Other Gradient Terms Centered (second-order accuracy)
Friction Term Semi-implicit

Wave S075: 200

Duration [s] Wave L15: 3000

Integration time step [s] | 0.05 | 0.05 | 0.05 0.025
20 (45%90 cells),
Grid cell size [m] 30 (30x60 cells), 1
(Number of cells) 40 (23x45 cells), (900% 1800 cells)
and 50 (18x36 cells)

Roughness coefficient 0.025 | 0.025 | Tmai et al. (2013) 0.025

fo1/35]

Drag coefficient Eq. (4.22)

Wet/dry boundary Kotani et al. (1998)

Input boundary X =0 m along the left boundary
North and South: wall boundary

Boundary conditions West: inflow boundary

East: radiation boundary

Table 4.3: Summary of mean and standard deviation of calculated SGS parameters in
urban area in the case of Regular and Random 04

(a) Regular gridded: Regular

Az [m] Ay [m?] Ay [m?] hy, [m] Ny
Mean Std. Mean Std. Mean Std. Mean Std.
20 60.00 0.00 60.00 0.00 6.00 0.00 1.00 0.00
30 60.00 0.00 60.00 0.00 6.00 0.00 216 1.07
40 60.00 0.00 60.00 0.00 6.00 0.00 370 0.73
50 60.00 0.00 60.00 0.00 6.00 0.00 6.25 1.80
(b) Random gridded: Random 04

Az [m] A, [m?] Ay [m?] hy, [m] Ny
Mean Std. Mean Std. Mean Std. Mean Std.
20 80.15 55.70 7852 5590 7.93 424 122 043
30 81.53 46.18 80.57 46.10 7.95 3.41 214 0.90
40 78.43 3740 7737 3733 777 264 348 1.33
50 79.34 27.84 7726 26.71 791 211 556 1.43
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Figure 4.3: Incident wave for the idealized numerical experiment (blue: Wave S075 and
red: Wave L15); note that time scale is divided by 10 for Wave L15.

height are randomly changed for the random cases as shown in Table 1. Note that the
SGS models (i.e., the iDFM, DFM, and CERM) use bare-earth topography with 20-50 m
resolution, which does not have building information, whereas the SRM uses structure-
resolved topography at 1 m resolution. The SGS parameters are calculated as described
in Section 2.1 and previous studies (DFM: Fukui et al., 2019 and CERM: Imai et al.,
2013). Fig.4.1(c) shows the spatial distribution characteristics (Az, Ay, hy, and Np) in
the Random 04 case at 30 m resolution. Table 4.2 summarizes the other numerical setups
(e.g., discretization methods for the advection and frictional terms and tolerance depth
for the frictional term). Table 4.3 summarizes the mean and standard deviation of the
SGS parameters for each grid size in the Regular and Random 04 cases. A, Ay, and hy
are quite similar among the different grid sizes, but Nj increases as the grid size increases.
Regarding C'p used in the SGS models, there have been a few studies on Cp estimation
targeting tsunamis, and its empirical values are in the order of 0.1 or 1.0 (e.g., 3.3 in
Aburaya and Imamura, 2002; 3.0 in Imai et al., 2013; and 0.5 in Adriano et al., 2016).
Here, the approach of Fukui et al. (2019) is adopted, in which the drag coefficient is given
as a function of Re:

Cp = aexp (AbRe) + ¢ (4.22)

where a = 9.1481, b = -0.0867, A = 0.005, and ¢ = 0.75. Note that ¢, which is the
lower limit of the drag coefficient, is changed from 0.25 to 0.75 as Re is larger than the
order of 107 on the full scale and Cp is constant (Roshko, 1961). Regarding the offshore
boundary condition, this study assumes two types of incident waves, as shown in Fig. 4.3:
1) a sinusoidal wave with a 7.5 m wave height and 126 s period (Wave S075) and 2) a
triangular wave with a 15 m wave height and 4,000 s period (Wave L15). These incident
waves resemble waves generated in the physical experiment performed by Prasetyo et al.
(2019). Waves S075 and L15 correspond to solitary and hydraulic bore waves, respectively.
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(b) Wave L15 case: (n = 15m, T = 4,000 s)

Figure 4.4: Time series of the inundation leading edge since inundation starts modeled
by the iDFM (colors indicate the cell sizes for computation or the SRM; green: Az = 20
m, cyan: Az = 30 m, magenta: Ax = 40 m, red: Az = 50 m, and yellow: SRM) in the
Random 04 topography.

4.3.2 Results

The analysis yields spatial data to quantify the model performance over a wide range.
Firstly, the temporal changes of the inundation leading edge and overall inundation limits
are examined. Surface elevation (or inundation depth) and tsunami arrival time were ex-
emplified as indices for tsunami intensity in previous studies. In this paper, the maximum
surface elevation and fluid velocity (= VU? 4+ V2), where U and V are the velocities in the
x- and y-directions, respectively) are discussed as representative tsunami intensity. The
performance is examined based on 1) the accuracy compared to SRM and 2) the solution
convergence depending on the grid cell size, as described in the following section. Sec-
tion 4.3.3 mainly discusses the Random 04 case and results for other cases are separately
reported in Appendix.

Figures4.4(a) and (b) show the leading edges of inundation every 40 or 100 s from
the arrival of the wavefront in front of the buildings, and the inundation in the cases of
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(b) Wave L15 case: (n = 15 m, T = 4,000 s)

Figure 4.5: Time series of the x—coordinate of the wavefront Xy r at Cross-section A
shown in Fig.4.4(a) modeled by the iDFM in the resolutions of Az = 20 (green), 30
(blue), 40 (magenta), and 50 m (red), and SRM in Az = 1 m (black); dashed line shows
the standard deviation of the error or Xy r between the SRM among four cases of different

resolutions.

Waves S075 and L15 modeled by the iDFM and SRM, respectively; refer to Figs. A.1-4
for other cases (Regular or Random 01-03) in Appendix. Note that the entire domain is
inundated in the case of Wave L15. In both cases (Waves S075 and L15), the inundation
leading edges modeled by the iDFM are close to those obtained from the SRM until the
middle of the group of buildings is inundated (specifically, at 40 and 100 s for Waves S075
and L15, respectively). However, the wavefront velocity obtained by the iDFM gradually
overestimates that of the SRM (80 or 200 s after the arrival of Waves S075 and L15,
respectively), and the inundation edges resulting from the iDFM reach farther from the
shoreline than those from the SRM for Wave S075.

Regarding the solution convergence by grid cell size, there are minor differences be-
tween resolutions. Figure4.5 shows time series of the z-coordinate of the wavefront Xy g
on the center cross-section at Y = 450 m (Cross-section A) shown in Fig. 4.4(a) to quantify
how much inundation leading edges modeled by the iDFM change for different resolutions.
The iDFM by each resolution shows similar error characteristics between the SRM. The
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error is within approximately 50 m when time is shorter than 50 s, while the error increases
gradually after 50 s. The standard deviation of Xy r is around 20 m and lower than 40
m for Wave S075, which means there is difference of Xy r as long as one or two grid cell
size among four resolutions. Besides, the case of Wave L15 shows the similar tendency to
Wave S075. The error between SRM is relatively small until 100 s when the mean value
of Xy r is lower than 1,400 m (middle of the group of buildings) in each resolution. The
standard deviation of Xy g is around 20 m until 100 s but it increases up to around 30
m when whole the domain is inundated for Wave L15. A large standard deviation of 60
m after 220-230 s is due to the difference of the arrival time of leading edge at the end of
the buildings (X = 1,600 m). Still, the grid cell size dependency is insignificant in this
idealized numerical experiment.

Next, detailed tsunami intensities obtained from the iDFM and SRM are compared
and differences (error characteristics) are examined by focusing on the case of Az = 30
m, where the ratio of grid size to the characteristic building width Az /k, is 3. Fig.4.6(a)
compares the spatial distributions of the maximum inundation depth (the first and second
panels from left show the results obtained from the iDFM in Az = 30 m and SRM,
respectively) in Wave S075. Note that the SRM results are upscaled at the same resolution
as the iDFM according to the cell average (the raw results are provided in the third panel
from left of Fig.4.6(a)), and the surface elevation and velocities at grids including the
structures for the SRM are excluded because the SGS models cannot solve the structure
overtopping. The fourth panel from left of Fig.4.6(a) depicts the relative differences
between the two models (iIDFM-SRM). The iDFM and SRM show similar spatial patterns
in the maximum surface elevation. Specifically, the calculated values are large at closer
distances from the shoreline. This result indicates that both models can express the
surface increase due to the structural blocking effect to some extent. However, compared
with the SRM, the iDFM approximately underestimates the surface elevation by 30% in
front of the group of buildings (X = 1,000-1,100 m), and overestimates it by more than
50% in the middle of the building (X = 1,300-1,500 m). Figures4.6(b) provides a similar
comparison of the maximum fluid velocity. The velocities of both the iDFM and SRM
tend to be large in nearshore areas (X = 1,000-1,200 m), and their attenuation is observed
in the group of buildings. The relative difference between them in the group of buildings is
approximately 17.5%, and the iDFM can capture the velocity reduction effect. However,
there are some situations where the results from iDFM become relatively inaccurate. For
example, when localized flow, such as contracting current between buildings, is dominant
in the computational grid cell, the relative error is large. Specifically, at the front (X =
1,100-1,200 m) or lateral side (Y = 200 or 700 m) of the group of buildings, many shrinkage
flows between buildings are observed, and the relative difference between the iDFM and
SRM exceeds 30%.

Figures4.7(a) and (b) compare the maximum surface elevation and fluid velocity in
the case of Wave L15, respectively (the figure layout is the same as that in Fig.4.6).
Similar to Wave S075, the overall spatial pattern of the iDFM results is close to that of
the SRM results, and the relative error between the iDFM and SRM is 9.4% on average.
Note that much larger mass fluxes are transported from offshore than in the case of Wave
S075 because the wave period is longer and the entire computational domain is inundated
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Figure 4.6: Difference of (a) maximum surface elevation and (b) maximum fluid velocity
between the iDFM (Az = 30 m) and SRM results with the Random 04 topography in the
Wave S075 case (1st panel from left: iDFM, 2nd panel: cell-averaged value for SRM, 3rd
panel: raw results of SRM, and 4th panel: error between iDFM and SRM).

uniformly. In terms of velocity, the number of grid cells overestimated by the iDFM is
increased compared to that in the case of Wave S075 (approximately 25% increase; Wave
S075: 402 cells and Wave L15: 503 cells), especially near the center of the group of
buildings, resulting in the relative error of 22% on average, which is smaller than Case
S075. For other cases (Regular or Random 01-03), refer to Figs. A.5-12.

Figure 4.8(a) shows the spatial distributions of maximum surface elevation (top), max-
imum fluid velocity (middle), and topographic change (bottom) along Cross-section A
in Fig.4.4(a) in the case of Wave S075. The previous SGS models are also included for
comparison. Regarding the maximum fluid velocity, larger differences are observed among
the SGS models and the iDFM achieves the best result. For instance, in the middle of
the group of buildings, the iDFM produces a velocity less than 4 m/s, although DFM
and CERM yield 6 m/s, which indicates that the velocity reduction effect of the buildings
by the iDFM is larger than those of the DFM and CERM. The reduction effects of the
SRM and iDFM are similar, and the difference between them is less than 21% in an in-
undated area modeled using both approaches. All the SGS models, including the iDFM,
show similar cross-sectional tendencies in terms of the maximum surface elevation. The
modeled flow is attenuated owing to the presence of buildings, which serves as a resistance
element. In contrast, the SRM shows a local rise at the forefront of the group of buildings
(X = 1000-1150 m), which does not appear in the SGS models. The difference between
the SRM and iDFM is approximately 1-2 m (20%). However, the other points in the rear
of the cross-section are similar, and the iDFM can reproduce more realistic inundation
characteristics.

Fig.4.8(b) presents the spatial distributions of maximum surface elevation and fluid
velocity along Cross-section A for Wave L15. There are no major differences in the maxi-

56



i m m] m| il - [%]
800 iDFM [ ]20 800 SRN_IE(upscaIed) [ ]20 800 SRM‘gaw result) [ ]20 800 iDFM -SRM 100
600 15 600 5 600 15 600 50
£ 0 £ 10 £ 0 E 0
> 400 > 400 > 400 > 400
5 ) 5 5 -50
200 200 N 200 200
0 0 . 0 L S . N ~100
1000 1200 1400 1600 1000 1200 1400 1600 1000 1200 1400 1600 1000 1200 1400 1600
X[m] X [m] X [m] X [m]
(a) Maximum surface elevation
i [m/s] [m/s] / iDFM -SRM %]
800 iDFM s 800 SRM (upscaled) L 800 SRM (raw result)  [m s]8 800, i 4o
= . o -
600 | 6 600 ™ 6 600 6 600 50
—_ —_ —_ —_ Bl
£ 1 4 £ J— 4 E 4 = - o )
> 400 > 400 - > 400 > 400
LB
L
2 2 2 -50
200 200 200
0 0 0 S — -100
1000 1200 1400 1600 1000 1200 1400 1600 1000 1200 1400 1600 1000 1200 1400 1600
X [m] X [m] X[m] X [m]

(b) Maximum fluid velocity

Figure 4.7: Difference of (a) maximum surface elevation and (b) maximum fluid velocity
between the iDFM (Az = 30 m) and SRM results with the Random 04 topography in the
Wave L15 case (1st panel from left: iDFM, 2nd panel: cell-averaged value for SRM, 3rd
panel: raw results of SRM, and 4th panel: error between iDFM and SRM).

Table 4.4: Mean and standard deviation, and variation (ratio of standard deviation to
mean) of RMSEs among whole the layouts (Regular and Random 01-04) in specific grid
size Ax for the iDFM

Surface elevation Fluid velocity
Az [m] | Mean Std. Var. | Mean  Std.  Var.
20 0.13 0.042 0.32 | 0.12 0.0052 0.044
30 0.14 0.043 0.31 | 0.11 0.0067 0.058
40 0.14 0.045 0.32 | 0.13 0.0062 0.049
50 0.15 0.049 0.32 | 0.12 0.0078 0.063

mum surface elevation among the four models, as shown in Fig. 4.8(a), and all SGS models
exhibit consistent results except for the right edge of the domain. In contrast, the differ-
ences in fluid velocity are large. Similar tendencies are observed in the SRM and iDFM
results, and the difference between them is less than 29%. All SGS models display small
spatial changes of velocities in the group of buildings, but the magnitudes are different:
approximately 5 m/s for the iDFM and CERM and approximately 7 m/s for the DFM.
The observed differences can be attributed to the evaluation of the drag force term, cal-
culated as the velocity reduction effect, in different methods. In the iDFM and DFM, the
drag force term is inversely proportional to the grid cell size and total water depth. On
the other hand, the friction term in the CERM is proportional to the total water depth.
Therefore, Wave L15, which provides a longer period and higher wave height, leads to a
larger friction term in the CERM and smaller drag force terms in the iDFM and DFM.
The DFM provides a smaller drag force than the iDFM because the structural information
for the DFM is smoothed when the grid cells are large.
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Moreover, the differences in the error characteristics between different grid sizes and
building layouts are examined using the root mean square error (RMSE) of the maximum
surface elevation and fluid velocity as representative measures. The RMSEs of the max-
imum surface elevations and fluid velocities in the urban area between each SGS model
and the SRM are calculated to check the solution convergence depending on the grid cell
size. Fig.4.9 shows the relationship between the RMSE and grid cell size in the case of
Wave S075. Note that maximum surface elevation and fluid velocity are normalized by the
incident wave (i.e., 7 = 7.5 m and U = \/gh, where g = 9.81 m/s? and h = 10 m) and the
grid cell size is normalized by the mean width of buildings as a characteristic width. The
RMSEsS of both the surface elevation and fluid velocity are within 0.3 (2.25 m and 2.97 m/s
for surface elevation and fluid velocity, respectively). On average, the RMSEs of maximum
surface elevation and fluid velocity reduced by 25% and 49% on average from other SGS
models, respectively, which shows improvement from previous SGS models. The RMSE
increases as the grid cell size increases for all SGS models, but the iDFM is less sensitive
to the grid cell size dependency. In particular, the RMSE of the maximum fluid velocity
obtained by the iDFM when the cell width ratio is more than 5 is 48% smaller than those
of the other SGS models on average.

In addition, the influence of the building layout on the RMSEs of the iDFM is large
for the surface elevation but small for the fluid velocity. The variations (the ratio of the
standard deviation o to mean p) of the RMSE of the surface elevation and fluid velocity
among whole the layouts (Regular and Random 01-03) in each grid size are shown in
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Table4.4. For instance, the variations in the case of Ax = 30 are 0.31 (u = 0.14 and 0 =
0.043) and 0.058 (1 = 0.11 and o = 0.0067), respectively. Regarding the surface elevation,
the buildings are aligned so that the flow between buildings is less obstructed by other
buildings; therefore, the surface elevation on the inland side is larger than it is in the other
cases. Consequently, the RMSE for the iDFM is small because the iDFM tends to provide
a large surface elevation on the inland side. On the other hand, the velocity is reduced by
the buildings as macroscopic obstacles, and the RMSE for the iDFM overall is small even
though localized contracting flow occurs.

In conclusions, a series of performance evaluations for the idealized numerical experi-
ment revealed that the iDFM can reproduce the overall inundation processes and that the
grid cell size dependency is reduced compared to other SGS models. However, there is
still discrepancy between the iDFM and SRM, and the differences reported in Section 4.3
are mainly due to the differences in the building feedback process, which will be discussed
in Section 4.5.

4.4 Application to the historical 2011 Tohoku tsunami

This section describes an application of the SGS models to Onagawa during the 2011
Tohoku tsunami as a historical event. Onagawa is located in the northern part of the
Tohoku region and was severely damaged by the tsunami. The maximum tsunami height
at the bay mouth was 14 m, and the maximum run-up height was 35 m there (Mori et al.,
2011). These tsunami inundation height characteristics are typical along the Sanriku ria
coastal area (Mori et al., 2011). The town center of Onagawa, which was devastated, was
one of the most populated areas of the Sanriku coast, and caused a total of 816 fatalities,
with additional 125 missing (12% of the total population) and 3,888 damaged houses (85%
of all houses) (Suppasri et al., 2013). Onagawa is selected as the target area because of
the topographic characteristics, locations of the houses and buildings near the coast, and
sizes of the surrounding hills.

4.4.1 Numerical setup

Table 4.5 summarizes the basic numerical setup used for the computations, and the overall
settings, such as the governing equations, discretization scheme, and wet/dry boundary
condition, are the same as in the idealized numerical experiment (Table 4.2). The iDFM,
DFM, and CERM are used as SGS models, as in the idealized numerical experiment but
results modeled by the iDFM will be focused on in this section. The tsunami source model
is developed by referring to the fault plane geometry, such as the trench location, top-fault
depth, strike, and dip considered by Satake et al. (2013). The fault plane model covers
an area of 650 km x 250 km and has a constant strike of 193° and variable dip angles,
gradually steepening from 8° to 16° along the down-dip direction (Goda et al., 2015).
Kinematic rupture processes are considered in the source model by Satake et al. (2013).
The vertical seafloor displacements are calculated using the formulae of Okada (1985)
and Tanioka and Satake (1996), which assume that the vertical seafloor displacement is
identically translated to the sea surface, representing the initial condition of the tsunami
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Table 4.5: Setup of the Onagawa case

SGS models SRM
Tsunami source model Satake et al. (2013)
Duration [h] 1 (only the first wave attack is considered)
Integration time step [s] 0.1 0.025

D1 (Az = 1350 m),
D2 (Az = 450 m),
D3 (Az = 150 m),

D1 (Az = 1350 m),
D2 (Az = 450 m),
Nesting domain and resolution D3 (Az = 150 m),

D4 (Ax =
D4 (Az = 50 m), and (Az = 50 m),
D5 (Az = 20 or 30 m) D0 (8¢ = 10m), and
T D6 (Az =5 m)
Grid size at final domain |m] 20, 30, or 50 5

propagation model. The duration of the numerical simulation was 1 h (i.e., 14:46-15:46
JST) because this study is mainly focused on the first wave attack. The integration time
step is determined based on the satisfaction of the CFL condition (0.1 s and 0.025 s are
adopted for the SGS models and SRM, respectively).

As the input data for the tsunami simulations, the Miyagi prefectural government
provided a dataset containing bathymetry and topography information, coastal/riverside
structures, such as breakwaters and levees, and roughness coefficients (Manning coeffi-
cient). However, this study does not implement breakwaters and levees to ignore grid cell
size dependency of offshore water surface elevation on layout of the coastal structures.
The data are constructed in the form of nested grids (1350-450-150-50-10-5 m) covering
the entire geographical region of Tohoku. Figs.4.10(a)-(d) show some of the constructed
computational domains. Two different topographies are employed for the last domains
of the SGS and SRM models (see Figs.4.10(c) and (d)). The SGS models adopt a bare-
earth topography and do not include structures on the land. Note that the elevation data
representing buildings are removed by median filtering (e.g., Fukui et al., 2019) and cell-
averaged into 20, 30, and 50 m meshes. Meanwhile, the SRM uses the HR digital surface
model (DSM), representing building information as part of the land elevation. The HR
DSM is constructed by combining 3D building shape data and topography at 5 m resolu-
tion. The SGS parameters for the iDFM are calculated using the 3D building shape data
shown in Fig.4.11(a). Figs.4.11(b)-(e) depict the spatial distribution of the SGS parame-
ters at 30 m resolution. Grid cells with A, and Ay of 100-200 m? constitute the majority
of the cells in Onagawa. However, several commercial facilities with tall building heights
and long widths are located close to the shoreline in the southern area of Onagawa, which
provide large values of A, and A, (more than 300 m?).

4.4.2 Results

The same evaluation process as the idealized numerical experiment is applied to this
realistic tsunami case and focuses on the results modeled by the iDFM at Az = 30 m,
which is the resolution practically used in Japan for tsunami inundation simulation because
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the results based on Az = 20 and 50 m are similar to 30 m.

Firstly, the inundation leading edge and limits are examined, as shown in Fig.4.12.
Snapshots of the inundation leading edges at 120, 360, and 600 s after the tsunami wave
arrives at the shoreline are presented. The iDFM shows a similar inundation process
regardless of the resolution, as in the ideal numerical experiment. However, different wave
propagation speeds are observed compared to the SRM. The wavefront modeled by the
iDFM arrives at the inland area 360 s after the tsunami wave arrives at the shoreline,
and the inundation area reaches the maximum approximately 600 s later. On the other
hand, the wavefront modeled by the SRM remains around buildings close to the shoreline
360 s after the tsunami wave arrives at the shoreline. The inundation area reaches the
maximum approximately 400 s after it does in the iDFM. This discrepancy is mainly
caused by the difference in the fluid velocity near the shoreline. The current SGS model
estimates smaller velocity reduction effects by structures than the SRM, which will be
discussed in the following two paragraphs.

Fig. 4.13 shows the maximum surface elevation and fluid velocity modeled by the iDFM
(Az = 30 m) and SRM. Note that the SRM results are upscaled at the same resolution
as the iDFM results based on the cell average (the third panel from the left of Fig.4.13(a)
shows the raw results), and the maximum surface elevation and fluid velocity on the
structures for the SRM are excluded because the SGS models cannot solve structure
overtopping. Differences less than 30% are observed between the iDFM and SRM in terms
of the maximum surface elevation. These differences are relatively small, noting that for
this historical tsunami case, a large mass flux is transported from offshore, and every area
in Onagawa is inundated, as described in Section 4.3.2. However, the iDFM is prone to
overestimate the maximum surface elevation in the northern area of Onagawa because the
blocking effect of large structures (Onagawa station, shown in Fig.4.11(a)) is strong in the
SRM. Such differences are also observed in the idealized numerical experiment (Section 3)
and will be discussed further in Section 4.5. Regarding the maximum fluid velocity, the
SRM shows strong velocity reduction, similar to that of Wave L15 in Section 4.3, which
leads to the overestimation by the iDFM. This effect is especially notable in the area close
to the shoreline, where several commercial facilities are located. Specifically, differences of
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Figure 4.13: Spatial distributions of maximum surface elevation and velocity (1st panel
from left: iDFM, 2nd panel: cell-averaged value for SRM, 3rd panel: raw results of SRM,
and 4th panel: error between iDFM and SRM).

more than 100% between the iDFM and SRM are observed around the large commercial
buildings (Marine Pal Onagawa in Fig. 4.11(b)). Such overestimation of the velocity leads
to a difference in the inundation leading edge.

Two representative profiles (Cross-sections 1 in the southern region and 2 in the north-
ern region of Onagawa) in Fig. 4.13(a) are examined in Fig. 4.14. Note that the figure lay-
out is similar to Fig. 4.8, but the wave run-up direction is reversed. The effect of buildings
on the maximum surface elevation is small when the tsunami height is significantly greater
than the building height. All SGS models give a surface elevation of 15 m, whereas the
SRM yields 12-14 m (approximately 30% difference) along each cross-section. Focusing on
the maximum fluid velocity, all SGS models show similar trends along each cross-section.
The difference between the iDFM and SRM appears mainly near large structures taller
than 10 m. For example, in Cross-section 1, a maximum of 175% overestimation between
the iDFM and SRM is observed near Marine Pal Onagawa (run-up distance X = 30-100
m; note that the building shape does not appear in the bottom panel). In Cross-section 2,
there is a group of residential buildings approximately 10 m high near the shoreline and
Onagawa train station has a height of 20 m. Approximately, 83% and 100% overestima-
tions are observed around these buildings and Onagawa Station, respectively. The major
sources of the errors in the maximum surface elevation and fluid velocity are common
because the fluid velocity is given by the gradient of the surface elevation. This point is
further discussed in Section 4.5.

4.5 Discussion

This study revealed that the iDFM can reproduce overall inundation processes, such as the
inundation limit and the maximum water depth. Under ideal conditions (Section 4.3), the
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iDFM successfully improved the accuracy of the temporal progression of the inundation
leading edge and maximum fluid velocity. However, the results differed from those of
the SRM, especially in the realistic tsunami case (Section 4.4). This section discusses
1) the differences in the velocity reduction effect between the iDFM and SRM, 2) the
differences in the error characteristics between the idealized numerical experiment and
realistic tsunami case, and 3) possible future improvements of SGS modeling.

The velocity reduction due to the presence of structures is different between the SRM
and iDFM because the structures are treated as part of topography in SRM while the
structural effects are represented by the grid-based friction parameters in iDFM. In the
SRM, the structure information is fed back to the water depth because the structure
height is treated as ground elevation. Then, the total water depth is smaller over built-
up areas than the areas without structures, and the structural effect is considered in
the mass conservation and wet/dry boundary scheme. Therefore, the surface elevation
is calculated by considering the structure and specific effects reproduced by structures,
such as blocking and contracting current between buildings. The fluid velocities (i.e.,
discharge fluxes in the governing equations) are estimated based on the spatial gradient
of the surface elevation at the same time step. For example, the surface elevation in front
buildings is large when inundation flow is blocked by buildings and the fluid velocity is
negligible because the spatial gradient of the surface elevation is small, as observed in the
historical tsunami case. On the other hand, the structural information feedback process is
simplified for the iDFM. The iDFM (and other SGS models) adopts bare-earth topography,
which does not treat the structures as ground elevation. Because of such treatment, the
mass conservation and wet/dry boundary schemes do not consider structural effects, such
as blocking. Instead, the structures are evaluated as resistance elements in momentum
conservation, which reduces the fluid velocity, and the surface elevation could differ from
that obtained using the SRM.

It is inferred that the difference in the velocity reduction effect described above can
explain the error characteristics of the maximum surface elevation and velocities observed
in the idealized numerical experiment and historical tsunami simulation. The differences
in the maximum surface elevation in front of the group of buildings were observed in the
numerical experiment, mainly in the Wave S075 case, and the historical tsunami case. One
of the reasons of the differences is due to the reproducibility of the water level rise caused
by the blocking by the group of buildings described in the previous paragraph. Regarding
the maximum fluid velocity, two main types of error characteristics were observed: 1)
overestimation due to the blocking effect and 2) underestimation due to the contracting
current between buildings. The former characteristics appeared mainly in the Wave L15
case for the numerical experiment and the historical tsunami case, as described in Sections
3.2 and 4.2. The error in the surface elevation causes the spatial gradient error, which
leads to a fluid velocity error. The latter characteristics appear mainly in the Wave S075
case in the numerical experiment because larger momentum fluxes are transported from
offshore. The fluid velocity between buildings is approximately 43% different from that in
the case of Wave L15.

The effect of the error of the maximum surface elevation and fluid velocity between the
SRM on the inundation leading edge and the limit of inundation extent tends to depend
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on the Froude number F'r of the run-up flow during the inundation, which is defined as:

2 2
Fr— ”U\/iDV (4.23)
g

Using F'r, the drag force term in the iDFM can be transformed into:
Fp = KCpFr? (4.24)

where K is a parameter determined by the shape of the structure, such as the projected
area. Assuming that Cp is almost constant (in this study, 0.75) because the Reynolds
number is larger than the order of 105, the Froude number affects the drag force term. Fr
was calculated to be greater than 0.4 in both the Wave S075 and L15 cases in the idealized
numerical experiment, whereas F'r is at most 0.25 for the realistic tsunami case. Therefore,
when F'r is large, the drag term, which is an effect of velocity reduction, increases, and
the run-up velocity decreases, resulting in a run-up process similar to that in the SRM.
However, when F'r is small, the value of the drag term is insufficient, and the tsunami
moves faster than it does in the SRM.

Finally, future approaches of improving the iDFM are mentioned based on the previous
discussions. The major difference between the iDFM and SRM lies in whether the vertical
height of the structure is reflected in the mass conservation law as the water depth. To
address this issue, the effect of the structure can be included as an additional term in
the mass conservation law. An example of an additional term is the porous term (e.g.,
Kennedy et al., 2019). When applied to the iDFM, a term that is a function of the height
of a representative building or the occupancy rate in a mesh can be considered, but this
subject remains a topic for future works.

4.6 Summary of Chapter 4

Chapter 4 proposed a new drag-force-type model of macroscopic roughness by buildings,
called the iDFM, focusing on a complex coastal urban topography including ports, build-
ings, and houses for depth-averaged NSWE models based on previous models, such as the
DFM (Fukui et al., 2019) and CERM (Aburaya and Imamura, 2002; Imai et al., 2013).
The iDFM adopts the total sum of the drag force acting on individual buildings in a
computational grid cell to reduce the grid cell dependency observed in the DFM. As a
performance evaluation, idealized numerical experiments using simple urban topography
with several spatial building layout patterns and hindcast experiments targeting a his-
torical tsunami inundation event for the 2011 Tohoku tsunami were conducted, and the
results were compared with those of an HR tsunami simulation using building-resolved
topography (i.e., the SRM). The major conclusions are as follows.

a) In general, the iDFM (and other SGS models) takes into account the effect of struc-
tures as resistance elements that reduce the fluid velocity in momentum conservation.
On the other hand, the SRM evaluates this effect as topography and feeds it back
not only into the momentum conservation but also into the mass conservation and
wet /dry boundary conditions. Therefore, the iDFM can model the overall inunda-
tion characteristics, such as the inundation limits, but not local phenomena driven
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by structures, such as surface rising due to blocking and contracting current between
structures.

b) In the idealized numerical experiment, the RMSEs of maximum surface elevation
and fluid velocity reduced by 25% and 49% on average from other SGS models,
respectively, which showed improvement from previous SGS models. Moreover, the
limits of inundation or time series of inundation leading edges showed good agreement
with the SRM even when the grid resolution is coarser.

c¢) In historical tsunami case, the iDFM underestimated velocity reduction due to the
buildings near shoreline and it gives overestimation of leading edges of inundation.
Such observed differences in the error characteristics between the idealized numerical
experiment and historical tsunami case (Onagawa case) may be due to the difference
in Fr during the tsunami run-up.

Future research in this area should focus on further model improvement, considering
the feedback by structures in mass conservation and the wet/dry boundary conditions.
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Chapter 5

Subgrid-scale Modeling of Storm
Surge Inundation

5.1 Introduction

It is important to evaluate the hazard of the inundation caused by not only tsunamis but
also storm surges in terms of the inundated area and height, and quantify the protective
effective of breakwaters. Although the frequency of storm surge inundation in urban areas
is higher than that of tsunamis, there are still few data that can be used as verification
data. Therefore, the number of study focusing on the storm surge inundation over coastal
city is still few. Here, two examples of high-resolution storm surge inundation simulation
are introduced. Blumberg et al. (2015) has developed and validated high-resolution, hy-
drodynamic model that encompasses the urban coastal waters of New Jersey along the
Hudson River Waterfront opposite New York City, New York for simulating inundation
during Hurricane Sandy. A square model grid (Az = 3.1 m) combined with a high-
resolution lidar elevation dataset permits a street-by-street focus to inundation modeling.
Validation against 56 watermarks and 16 edgemarks provided via the USGS and through
an extensive crowdsourcing effort consisting of photographs, videos, and personal stories
shows that the model is capable of computing overland water elevations quite accurately
throughout the entire surge event. A series of validation showed fine performance (the
correlation coefficient between the watermark observations and the model results is 0.92
and the standard deviation of the residual error is 0.07 m) and the model applicability
to suggestion of location of prevention facility could be built. Takagi et al. (2015) has
conducted the building-resolving simulation (Az = 10 m) using Delft3D-FLOW validated
by their own field investigation targeting downtown Tacloban in Leyte Island, the Philip-
pines. A series of their works showed that flow velocities along the street in Tacloban
downtown reached up to 7 m/s due to flow contraction along the high-density blocks of
houses, and water surface elevations reached their peaks in just 10 min. In addition, it
has been concluded that pedestrian evacuation in the middle of a storm surge generated
by a strong typhoon is a high-risk behavior as a key finding. These two works showed
the building-resolving storm surge inundation simulation in high-resolution gave reliable

results to some extent. However, similarly to tsunami, a practical storm surge simulation
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that allows the coarser spatial resolution than the order of 10 m is still required as an
alternative to the introduced building-resolving simulation (i.e. SRM) when numerous
ensemble cases are still needed. Unfortunately, the SGS models such as the iDFM tar-
geting on the storm surge inundation have not been discussed and roughness distribution
according to land usage is still used in the practical simulation.

The cause of the storm surge is the low pressure due to typhoons or exclusive cyclones,
while the cause of the tsunami is earthquake. These two phenomena are totally different
but the governing equations are the same (here 2D-SWE). Therefore, the iDFM presented
in Chapter 4 can be implemented in the storm surge simulation using 2D-SWE.

Chapter 5 aims to examine the applicability of the iDFM to storm surge inundation
targeting wider range of domain size than the one used in high-resolution simulation. The
huge storm surge inundation event in coastal city, Tacloban, Palo and Tanauan, in Leyte
island caused by typhoon Haiyan in 2013 is used as a case study and the available field
survey data (inundation depth and limit of inundation) is used for the validation. In
addition, the virtual tsunami inundation simulation based on the historical tsunami in
2012 is conducted to discuss the different and common points of model performance of the
iDFM compared to Onagawa case presented in Chapter 4.

5.2 Typhoon Haiyan

Typhoon Haiyan (Yolanda in local name) striking the Philippines, Vietnam, and nearby
areas in November 2013, was an extremely intense tropical cyclone, which has been so-
called as a super typhoon. The minimum central pressure of the Haiyan was 895 hPa, and
the maximum gust peak speed was over 90 m/s (Mori et al., 2014). Typhoon Haiyan was
the 11th typhoon of such minimum central pressure recorded in the last 30 years in the
western North Pacific Ocean and was the most powerful typhoon to make landfall to date
(Lin et al., 2014; Schiermeier, 2013).

Typhoon Haiyan gave catastrophic not only human but also economic damage to Leyte
and Samar due to the above mentioned extensive intensity. National Disaster Risk Re-
duction and Management Council (NDRRMC; as of 6 March, 2014) reported that 6245
persons were killed, 28,626 were injured and 1039 are still missing over the entire Philip-
pine. On the other hand, around 34,366 million pesos (775 million USD) of total economic
loss associated with infrastructure and agriculture was estimated (TIME, 2013). Japan So-
ciety of Civil Engineers (JSCE) and Philippine Institute of Civil Engineers (PICE) jointly
carried out a field survey (Tajima et al., 2014). The survey revealed a clear contrast of
inundation characteristics. While the inner part of San Pedro bay showed relatively high
inundation heights, the east coast of Leyte also had comparably high inundation height
even outside the San Pedro Bay (Tajima et al., 2014). In particular, Tacloban, Palo and
Tanauan, which are built-up areas in the west coast of San Pedro Bay, recorded 25 m, 17
m, and 15 m, respectively (Tajima et al., 2014).

Several studies regarding evaluation of the typhoon intensity characteristics or coastal
hazard assessment induced by Haiyan have been conducted. Mori et al. (2014a, 2014b)
conducted the numerical experiments validated by the field survey results of Tajima et al.
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Table 5.1: Summary of computational setup for the WRF in the case of WRF-0550

D1 D2
Target typhoon Typhoon Haiyan
Period 00:00, 5th, Nov., 2013-00:00, 10th, Nov., 2013 UTC
Horizontal resolution 3 km 1 km
Horizontal grids 1334 x 667 1501 x 703
Vertical resolution 56 layers
Initialization of SST MGDSST by MRI
Initialization of Atmos. NCEP FNL
Spectrum Nudging (SN) ON (every 3600 second) ‘ OFF
Cumulus convection scheme OFF
Cloud microphysics scheme | WSM 6-class graupel scheme (Hong and Lim, 2006)
PBL scheme YSU scheme (Hong and Lim, 2006)

(2014) using the Weather Research and Forecasting (WRF') model (Skamarock et al., 2008)
and the coupled Surge, WAve and Tide model referred to as SUWAT (Kim et al., 2015)
for atmospheric and storm surge models, respectively. The authors showed the coherent
structure of the storm surge profile due to the specific bathymetry of Leyte Gulf and the
Philippines Trench as a major contributor to the disaster in Tacloban, and indicated the
sensitivity of storm surge forecast.

5.3 Setup of the storm surge inundation simulation

5.3.1 Atmospheric model

The storm surge simulation needs pressure and wind speed fields caused by a typhoon to
calculate pressure-driven and wind-driven surges. Here, the author uses the WRF model
to simulate atmosphere including pressure and wind speed induced by Haiyan. The au-
thor follows the numerical setup utilized the case of WRF-0550 in Mori et al., (2014a),
which is summarized in Table. 5.1. A single-moment six-category microphysics scheme
was used for cloud microphysics, and no cumulus cloud parameterization was applied.
The Yonsei University (YSU) scheme was adopted as the planetary boundary layer (PBL)
scheme. The domain size of the WRF was approximately 4000 x 2000 km mainly cen-
tered at 130°E and 10°N, and sensitivity to domain size was examined in advance. The
initial, lateral, and sea surface boundary conditions for WRF were taken from the Final
Operational Global Analysis by National Centers for Environmental Prediction and Japan
Meteorological Agency’s (JMA) Global Spectral Model. The downscaling of the typhoon
by NWP could not control the track; therefore, data assimilation using spectral nudging
(SN) was configured to use wavenumber 3 relative to domain size, and lower components
of analysis data were applied for several runs of the WRF simulations.
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5.3.2 Storm surge model

Storm surge was simulated using the SUWAT. In SuWAT, surge and wave modules are
applied to numerical domains that are nested in parallel using the Message Passing Inter-

face (MPI) standard. The surge module in SuWAT solves the depth-integrated NSWE by
using the staggered-C grid in space and the leapfrog method in time:

ot " or oy

oM 0 [ M? 0 (MN on DOP - .
5+ 0s (1)t g (D) = IN 9P+ gy ek (52)
A 82M+62M
"\ ox2 oy?
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- 4 === — == ) =—fM — 4z
8t+8x(D) 8y(D> / D8y+p8y (5.3)
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in which P is the atmospheric pressure, f is the Corioris parameter, Ay is the horizontal
eddy diffusions and other notations correspond to Chapter 4. F5 and F}y2 represent the
components of the depth-averaged wave-induced radiation stress:

Ff = —85;”0 — 8§;y (5.4)
Fj= —agix - 8§§y (5.5)
where the wave-induced radiation stresses are represented by
Sez = pg // [Cg cos? 0 + % — 1} Edodf (5.6)
Szy = pg // [cos @ sin 0] Edodf (5.7)

~ g / / [ sin20 + 6 - } Edodd (5.8)

in which C' and C, are the wave celerity and group velocity, o and 6 are the angular
frequency and the wave direction, and F is the energy density spectrum, respectively. The
depth-averaged wave radiation stress estimated from SWAN is included in the momentum
equations that are solved by the surge modules. 75 = [7%,7Y] denotes the wind stress
usually represented as follows;

Ts = panW|W| (59)

where p, is the density of air, C,, is the wind drag coefficient, and W = [W,, W,] is the
wind speed at 10 m height.
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5.3.3 Numerical setup of the storm surge model

Table.5.2 describes the summary of the computational setup. The computational duration
is 5 days (from 00:00 UTC on November 5th to 00:00 UTC on November 10th in 2013)
using 0.2 second time increment. This study uses four domain nesting (grid spacing Az =
2430 m, 810 m, 270 m, and 90 m in D1 to 4). The computational domains use General
Bathymetric Chart of the Oceans (GEBCO, 2014) and LiDAR data as bathymetric and
topographic data shown in Fig.5.1, respectively. Fig.5.1(b) shows the last domain (i.e.
D4) targeting San Pedro Bay and its coastal regions, which contain three urban areas,
Tacloban, Palo, and Tanauan mentioned in Section 5.2.1. As for the treatment of urban
areas in D4, the cases of iDFM use the sum of drag forces applied to individual buildings
in each grid cell (same as Chapter 4), whereas the CNTL use the manning’s coefficient
0.040 in land following the previous researches (Takagi et al., 2015; Kim et al., 2017) since
the land usage data is not available.

The SGS parameters (i.e. A;, Ay, hy and Np) shown in Fig. 5.2 are calculated follow-
ing the methods mentioned in Chapter 4 based on the building shape data obtained in
OpenStreetMap, which is an editable map database built and maintained by volunteers
and distributed under the Open Data Commons Open Database License. Unfortunately,
the dataset is not as it is in 2013 but 2021, but the author confirmed the building layouts
in Tacloban, Palo and Tanauan do not change so much based on aerial photographs be-
fore Haiyan landfall in Google Earth. The building height is assumed as 3 m (single-story
building, if building width is less than 10 m), 6 m (two-story building, if building width is
more than 10 m), or 10 m (large factory or shopping mall, if building width is more than
100 m) since the building height data is not included in the building shape data. The
building drag coefficient follows the setup in Chapter 4. The SuWAT uses the wave model
of Simulating Waves Nearshore (SWAN, Booij et al., 1999), is used to calculate radiation
stress and wind drag coefficient in ocean. The astronomical tidal effects are excluded from
the simulation for simplicity since the expected tidal level at 0:00 am on November 8th
was 0.15 m (Mori et al., 2014).

Table 5.3 shows the implement of wind drag coefficient C, in SUWAT. In ocean, C,, is
calculated as the wave dependent C, by Janssen (1989) in SWAN. On the other hand, C,,
in land uses the linear function of the magnitude of wind speed at 10 m height, Ujy = |[W|,
proposed by Honda and Mitsuyasu (1980);

o { (1.29 — 0.024Upo) x 103 (Upg < 8[m/s]) (5.10)

(0.581 + 0.063 U1g) x 1073 (Up > 8[m/s])

However, the Honda-Mitsuyasu’s function (hereafter denoted as HM-function) was derived
from experimental work targeting wind wave growth in ocean. Furthermore, the wind
speed reduction by obstacles such as buildings on land is not implemented in atmospheric
model when the spatial resolution is much coarser than building dimensions (e.g. Az >
the order of 1 km). Therefore, the implementation of the feedback of buildings to wind
stress term is needed to model the wind-driven surge on land areas. This study uses
four different options for the implement of C, to evaluate the effect of such feedback of
buildings to wind stress term. The case of CNTL and iDFM-WDON use HM-function in
all land mesh grid not considering the effect of buildings. The case of iDFM-WDBuildSub
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Figure 5.1: Topography and bathymetry in (a): D1 (Philippine Sea, Az = 2430 m) and
(b): D4 (Leyte Gulf, Az = 90 m); black boxes show the nested area D2-4.
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Figure 5.2: SGS parameters in Az = 90 m in target area; (a): A, and (b): Ay, and (c):
hy, and (d): N, (black line shows shoreline).

Table 5.2: Summary of computational setup for iDFM and CNTL

iDFM CNTL
Period (YYYY/MM;/DD hh:mm) | 2013/11/05 00:00 - 2013/11/10 00:00 UTC
Time step At 02 s
2430 m (D1)
Horizontal resolution Ax 810 m (D2)
270 m (D3)
90 m (D4)

Manning’s coefficient n

Wind drag coefficient C,
Building drag coefficient C'p
Wave model

Tide model

0.040 (land)
0.025 (ocean)
Table. 5.3
Eq. (4.22) ‘ Not implemented
SWAN (Booij et al., 1999)
Not implemented

0.025 (all area)
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Table 5.3: Treatment of wind drag coefficient C, in SUWAT

Case Name Cy in land C\ in ocean
CNTL Honda and Mitsuyasu (1980)
iDFM-WDON Honda and Mitsuyasu (1980) ] (1989)
- anssen
iDFM-WDBuildSub | Honda and Mitsuyasu (1980) (D > hy) (Wave induced drag force)
_ ave induced drag force
0 (D < hp)
iDFM-WDBuildAll | Honda and Mitsuyasu (1980) (/V, = 0)
0(Np > 1)

iDFM-WDOFF 0

uses HM-function when building is submerged (i.e. D > hy) and zero wind stress when
building is not submerged. The case of iDFM-WDBuildAll use HM-function where no
building exists (i.e. Ny = 1) and zero wind stress where at least one building exists.

5.4 Results and discussions

5.4.1 Atmospheric field modeled by WRF-0550

The author confirms accuracy of atmospheric field modeled by WRF model (WRF-0550)
before evaluating storm surge inundation. Fig.5.3(a) shows a comparison of the typhoon
track with JMA best track. Markers show the location of center of the typhoon at the
specific time. Both WRF-0550 output and JMA best track show the landfall at 0:00
UTC, 8th Nov. on Leyte island although there approximately -0.25 degree bias of track.
Fig. 5.3(b) shows the time series of the typhoon intensity (i.e. sea surface pressure, SLP)
compared with JMA best track data. Regarding the SLP, the WRF-0550 gives close value
to the observation in landfall date (0:00 UTC, 8th Nov.) and its error is approximately 10
hPa though it overestimates at highest intensity. Thus, the accuracy of atmospheric field
by WRF-0550 is still enough to simulate the storm surge inundation.

5.4.2 Effect of wind stress term implementation corresponding to build-
ing information

Next, the effect of the difference of C, and improvement on the storm surge model results
are discussed. The survey results by Tajima et al. (2014) (here inundation limits) are
used to discuss model accuracy. The spatial inundation characteristics such as limits of
inundation, inundation depths, or current velocities are mainly examined following Chap-
ters 3 and 4. Figs.5.4(a) and (b) show the differences of maximum inundation extents in
the cases of iDFM-WDON (hereafter “iDFM-" is omitted), WDBuildSub, WDBuildAll,
WDOFF, and survey results in Tacloban, and Palo - Tanauan area, respectively. Note that
the survey data is shown only in Tacloban area. All cases modeled by the iDFM overesti-
mated the limit of inundation in Tacloban area. However, the extent of overestimation by
WDBuildSub, WDBuildAll, and WDOFF is larger than WDON, which indicates the pos-
sibility of model improvement using C,, implementations (Note that WDBuildSub gives
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Figure 5.3: Meteorological information of typhoon Haiyan; (a): comparison of TC track
between WRF-0550 (red) and JMA best track (yellow) with bathymetry (color contour),
and (b): Time series of minimum SLP by WRF-0550 result (red dash line) and JMA best
track data (black line).

the same result as WDBuildAll in Tacloban area). As explained in Section 5.3.3, the
wind speed field on land area calculated by WREF basically does not include the feedback
from the buildings and vegetation because of the coarse resolution. Therefore, the calcu-
lated wind stress term can larger than real as long as any correction based on building
information is not done because the wind speed can overestimate. The differences among
WDBuildSub, WDBuildAll, and WDOFF are small in Tacloban area. Here, most inun-
dated grid cells have at least one building (i.e. N > 1). It is considered that the condition
of Cy = 0 can be fulfilled during whole the inundation process for these three cases. On
the other hand, Palo & Tanauan area gives different tendencies, where the results except
WDOFF are similar and wider area than WDOFF. Wide area in Palo & Tanauan area
is covered with the numerous plantation farms and the number and density of buildings
is lower than Tacloban area. Hence, the feedback on the wind stress term from buildings
is smaller, which can be the reason of small differences among WDON, WDBuildAll and
WDBuildSub while WDOFF gives smaller limit of inundation. Still, the centers of Palo
and Tanauan (annotated in Fig.5.4(b) with arrow) accumulate buildings, and WDBuil-
dAll and WDBuildSub show smaller limit than WDON in the backside of the centers (i.e.
the east side).

Next, the spatial distributions of inundation depths and maximum velocities are ex-
amined. Fig.5.5 show the absolute and relative differences between WDBuildSub or WD-
BuildAll, and WDON. These two cases, WDBuildSub and WDBuildAll, show similar
difference between WDON, where the absolute and relative difference are within 0.25 m
and 10%, respectively near shoreline. The relative difference is larger as the distance from
the shoreline is longer. In both WDBuildSub and WDBuildAll cases, more than 30%
relative difference is observed. Fig. 5.6 show the differences of maximum fluid velocities
in the same format in Fig. 5.5. The absolute and relative difference are within 0.25% m/s
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Figure 5.4: Comparison of inundation limits between implement of wind in land validated
by observation by Tajima et al., 2014 in (a): Tacloban and (b): Palo - Tanauan areas.
Note that WDBuildAll and WDBuildSub give the same result in Tacloban area.

and 15% on average near shoreline, though the area without buildings locally show larger
velocities than WDON in both cases. The relative differences near limit of inundation is
larger similarly to the inundation depth, which causes the smaller inundated area. A se-
ries of consideration shows that the influence by the implementation of wind stress change
based on building information is large for velocity near limits of inundation, and such
velocity reduction leads to smaller inundated area. Furthermore, the inundation limit in
Tacloban area is closer to the observation than WDON, which shows the potential of the
model improvement. The further challenge is estimation of the wind speed reduction ratio
by buildings in storm surge model since the proposed implementation allows only zero
wind stress term. Following discussion will use WDBuildSub case as the physically most
sophisticated case.

5.4.3 Validation of iDFM and CNTL run based on survey results

Next, the iDFM (WDBuildSub) is validated compared with the observation and CNTL.
Fig. 5.7 shows the limits of inundation modeled by the iDFM (red line) and CNTL (blue
line) with observation (yellow line). The iDFM approach shows the smaller limit than the
CNTL in Tacloban area, and the model accuracy is improved very well. The reason of
such improve can be both the wind stress and velocity reduction by building feedback and
the quantitative analysis of the velocity will be done. On the other hand, the difference
of the limit of inundation in Palo & Tanauan area between iDFM and CNTL is smaller
than Tacloban area.

Next, the maximum inundation depths are examined. Figs.5.8(a) and (b) show the
spatial distribution of maximum inundation depths from iDFM and CNTL. Relatively
large inundation depths (more than 3 m) are observed near shoreline from both cases.
However, the values of inundation depths decrease near run-up limits. Further analysis of
the spatial distribution of them will be discussed referring to several representative cross-
section along run-up direction in next subsubsection. Overall model performances of iDFM
and CNTL are examined using observed inundation depths at 15 survey points (Tajima et
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Figure 5.5: Absolute differences of maximum inundation depths (a: WDBuildSub - WDON
and b: WDBuild - WDON), and relative differences (c: WDBuildSub - WDON and d:
WDBuild - WDON).
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Figure 5.6: Absolute differences of maximum fluid velocities (a: WDBuildSub - WDON
and b: WDBuild - WDON), and relative differences (c: WDBuildSub - WDON and d:
WDBuild - WDON).

80



Palo & Tanauan z [m%o

Tacloban zml 11181 5
; b
11.26} (@) (b) y
11.16 ) 5
11.24 °,
§ § 11.14
= 11.22 ©
g S 1112 '
——Cal. (iDFM) 5 \ -
1.2/ —cal. cNTL) 111 S ’
Obs. ' :
11.18 -10 2 -10
124.95 125 125.05 124.95 125 125.05
Longitude Longitude

Figure 5.7: Comparison of inundation limits between iDFM (WDBuildSub; red line) and
CNTL (blue line) in land validated by observation by Tajima et al. (2014) in (a): Tacloban
area and (b): Palo *+ Tanauan area.

al., 2014) shown in Fig.5.8(a). Note that survey points with low reliability or according
to wave overtopping are excluded from the analysis. Fig.5.8(c) shows inundation depths
at each point. The root mean square error (RMSE) and average relative error (RERR)
were calculated and shown as follows;

Nobs (bz o Dz)2

RMSE = 5.11
izl TNobs ( )
1 Nobs |ﬁz o Dz’
RERR|%] = 100 x - 5.12
[ O] TNobs ; Dz ( )

where nps, ﬁi, and D; denote the number of survey points, observed inundation depth
at i-th point, and calculated inundation depth at i-th point, respectively. The difference
between iDFM and CNTL is within 0.2 m in all the points since most points are located
near shoreline. Points 1-8 in Tacloban area shows less than 0.5 m error for iDFM at Points
1, 3, 5, and 7 (5/8 points). Points 2, 4, 6 shows approximately 1.0 m error, which can
be caused by survey error and measurement error of topography. Points 9-15 in Palo -
Tanauan area show less accurate due to the same reason as Points 2, 4, 6. In addition,
the Points 11-13, and 15 were observed from watermarks on buildings in urban area in
Tanauan, which also can contribute to the error. RMSE and RERR are approximately
0.84 m and 20%. A series of analyses showed that the accuracy of inundation depth near
shoreline for iDFM and CNTL is enough.

5.4.4 Model difference between iDFM and CNTL run

This subsection focuses model difference of inundation characteristics between iDFM and
CNTL. Fig. 5.9 shows the comparison of time series of inundation leading edges between
iDFM (red line) and CNTL (blue line) every 20 minutes after 23:00, 7th Nov (inundation
starting time). Little difference is observed within 40 minutes after inundation start except
the center of Tanauan area. After that, the difference of leading edges gradually increases.
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Figure 5.9: Comparison of inundation leading edges between iDFM (WDBuildSub; red
line) and CNTL (blue line) every 20 minute; (a): 20 min, (b): 40 min, (c¢): 60 min, (d):
80 min, (e): 100 min, (f): 120 min after 2013/11/07 23:00 UTC.

In particular, the middle of Tacloban area (shown in Fig.5.9(e)) shows significant differ-
ences and the distance between two run-up limits (iDFM and CNTL) is approximately
1.8 km 120 minutes (shown in Fig. 5.9(f)) after the inundation start.

Next, the spatial distribution of the maximum inundation depth is compared for iDFM
and CNTL. Figs.5.10(a) and (b) show the absolute and relative difference of maximum
inundation depths between the iDFM and CNTL. The absolute and relative differences
with less than 0.25 m and 10% are widely distributed near shoreline as shown in previous
subsubsection. However, larger differences are observed in the inland area. In particu-
lar, the middle of Tacloban area (shown in Fig.5.9(f)) shows more than 1 m and 50%
differences. On the other hand, the downtown area in north of Tacloban shows smaller
differences than the middle area. Both two areas explained the previous sentence area are
filled with grid cells with building, which implies that inundation depth (or water surface
elevation) is not sensitive to inundation depth near shoreline.

Figure 5.11 shows the spatial distributions of maximum fluid velocity by each model
(a: iDFM and b: CNTL) and their differences (<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>