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1 Introduction 

1.1 Background 

Fossil fuels, such as coal, oil, and natural gas, are the world’s largest energy sources, and more than 

60% of the world’s electricity is generated from them [1]. However, fossil fuels will run out in the near 

future, and reducing CO2 emission is an urgent global requirement to reduce the impact on climate 

change [2]. Nuclear fusion power generation is being studied owing to its potential as a virtually 

limitless and CO2-emission-free energy source [3]. 

Nuclear fusion is a nuclear reaction where two nuclei combine to form a heavier nucleus. 

One of the fusion reactions being considered for energy generation is that of deuteron and triton, the 

so-called DT reaction:  

 2D  3T → 4He (3.5 MeV)   n (14.1 MeV). (1-1) 

The DT reaction generates a helium nucleus and a neutron with a total kinetic energy of 17.6 MeV, 

and the energy is utilized to generate electricity. The reaction produces no CO2 emission and the fuel 

is abundant: deuterium is available from seawater and tritium can be bred from naturally abundant 

lithium [4].  

Magnetic confinement fusion is one of the methods under consideration to realize 

economically feasible power plants exploiting nuclear fusion. For magnetic confinement fusion, a 

deuterium and tritium mixed plasma is confined by a magnetic field and heated to increase the thermal 

motion and reaction rate. The tokamak is one of the leading configurations under consideration for 

magnetically confined fusion. ITER (International Thermonuclear Experimental Reactor) shown in 

Fig. 1-1 [5] is an example of a tokamak used for the study of magnetic confinement fusion. It is 

currently under construction in France under the international cooperation to achieve first plasma in 

2025 [3]. The main components of ITER include the vacuum vessel, first wall, blanket, divertor, and 

three types of coil: toroidal field, poloidal field, and central solenoid coils. The plasma is generated 

inside the vacuum vessel and confined by the magnetic field. The vacuum vessel is covered with the 

first wall and divertor. The blanket is used to breed tritium from lithium and to convert the fusion 
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energy into heat energy via neutron capture, and the divertor is used to control particles and the 

plasma–material interaction. 

A torus plasma is confined in a tokamak. Fig. 1-2 shows a schematic illustration of the 

confined plasma. A cylindrical coordinate system 𝑅,𝜑, 𝑧  is introduced to match the 𝑧-axis with the 

axis of symmetry. Cross sections parallel to the 𝑅𝜑 -plane and 𝑅𝑧 -plane are called toroidal and 

poloidal cross sections, respectively, as shown in Fig. 1-2. The direction of the 𝜑 -axis and the 

circumferential direction of the poloidal cross section are called the toroidal and poloidal directions, 

respectively. The circle consisting of the center of the poloidal cross section is called the magnetic 

axis, and the major radius is defined as its radius. The minor radius is defined as the radius from the 

magnetic axis in the poloidal cross section. Note that the ratio of the major to minor radii is defined as 

the aspect ratio and a tokamak with a small aspect ratio of ~1 is called a spherical tokamak. The plasma 

in a tokamak is confined by toroidal and poloidal magnetic fields. The toroidal field coils generate the 

toroidal field, and the central solenoid coil drives an electric current in the toroidal direction called the 

Fig. 1-1. Schematic illustration of ITER and its components [5]. 
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plasma current, which generates the poloidal field. The poloidal field coils are used to shape the plasma. 

The surface consisting of magnetic field lines is called the magnetic flux surface. 

A divertor configuration is the magnetic configuration that will be employed in ITER. The 

poloidal cross section of a tokamak plasma in the divertor configuration is shown in Fig. 1-3(a). Gray 

lines show magnetic flux surfaces, and the thick line represents the last closed flux surface (LCFS), 

which is the outermost closed surface. A null in the poloidal magnetic field (X-point) is generated to 

divert the location of the plasma–material interaction away from the confined plasma. The LCFS 

passes through the X-point and is also called the separatrix. Core and edge plasmas are defined as the 

plasmas on the inside and outside of the separatrix, respectively. Typical plasma parameters in ITER 

are shown in Fig. 1-3(a). In the core plasma, the electron density 𝑛  1020 m–3 and the electron 

temperature 𝑇  10 keV are expected values for the plasma parameters [6]. For the edge plasma, 

three characteristic regions are shown by purple boxes in Fig. 1-3(a): (i) scrape-off layer (SOL), (ii) 

X-point, and (iii) divertor leg. Electron density and temperature are  1019 m– 3 and  0.1  keV for the 

(i) SOL [7], and 1020–1021 m– 3 and  30 eV for (iii) divertor leg [8], respectively. The SOL and 

divertor leg shown by purple boxes are respectively denoted as the “outer” SOL and divertor leg to 

distinguish them from the “inner” ones, which are on the side closer to the axis of symmetry of the 

Fig. 1-2. Schematic illustration of a tokamak plasma. A cylindrical coordinate system 𝑹,𝝋, 𝒛

is introduced to match the 𝒛-axis with the axis of symmetry. 
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plasma. Inboard and outboard sides are also respectively defined as the sides closer to and farther from 

the axis of symmetry. 

The divertor and first wall are the components directly facing and receiving energy from the 

plasma. The divertor in ITER is schematically illustrated in Fig. 1-3(c) [9]. It consists of three plasma-

facing components (inner vertical target, outer vertical target, and dome) and a cassette body made of 

stainless steel to house them. The vertical targets consist of tungsten monoblocks and CuCrZr cooling 

tubes to cool the plasma-facing components and are designed to handle steady heat flux of up to 10 

MW m–2 [10]. The dome consists of tungsten tiles bonded to a CuCrZr heat sink with hypervapotron 

cooling and the tiles are designed to handle steady heat flux of up to 5 MW m–2 [11]. The first wall in 

ITER is made of a copper alloy and stainless steel and covered with beryllium tiles [12]. The inner 

and outer strike points are the locations where the separatrix intersects the inner and outer targets, 

respectively. Heat and particle fluxes from the core plasma concentrate at strike points, and Fig. 1-3(d) 

shows the calculated surface temperature variation along the outer vertical target of ITER [13].  
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Fig. 1-3. (a) Electron density 𝒏𝐞 and temperature 𝑻𝐞 in core and edge plasmas of ITER [6, 7, 

8] and schematic of impurity transport pathways. Purple boxes show characteristic regions of 

edge plasma: (i) SOL, (ii) X-point, (iii) divertor leg. Blue arrows indicate the flows in the 

tokamak projected on the poloidal cross section. (b) Impurity generation at the divertor target. 

Orange and blue arrows show the heat and particle fluxes, respectively. (c) Schematic 

illustration of divertor [9]. Inner and outer targets are armored by monoblocks of tungsten and 

receive heat and particles transported along the magnetic field. (d) Variation of calculated 

surface temperature 𝑻𝐰𝐚𝐥𝐥 along the outer target of ITER made of tungsten [13]. 
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1.2 Research Objectives 

 

Fig. 1-4. Impurity generation and transport in a tokamak. Gray line shows the separatrix and 

shaded area shows the core plasma. Blue arrows indicate the impurity flow direction.  

 

Impurities are generated by sputtering and intentional injection to reduce the peak heat flux on the 

divertor targets. Particles confined in the core plasma diffuse and are transported to the divertor along 

the magnetic field lines as shown in Fig. 1-4. The transported heat and particle fluxes impinging onto 

the divertor can result in the heating and sputtering of plasma-facing component materials and the 

generation of impurities (see Fig. 1-3(b)). In ITER, the power loads to the targets are expected to be 

~100  MW [14]. The peak heat flux 𝑞   on the outer target can exceed the maximum heat flux 

allowed by the target of 10 MW m–2; for the power exhaust to the SOL of 100 MW, 𝑞  is estimated 

as 15.4 MW m-2, which results in the surface temperature increasing to 1900 K [8]. Impurity gas as 

such as neon and argon can be injected to exhaust heat by bremsstrahlung and spontaneous emission 

and reduce 𝑞  on the targets. 

The generated impurities enter the core plasma, diffuse, and are transported around the 
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device through the edge plasma. They move along the magnetic field lines in the core plasma and are 

transported across the magnetic flux surfaces by the balance of diffusion and convection forces. The 

radial impurity ion fluxes to the edge plasma are largest at the outboard midplane owing to a local 

increase in the diffusion coefficient and the existence of non-diffusive transport [15]. This produces 

ion pressure gradients along the magnetic field lines from the outboard midplane to the inner and outer 

divertor targets in the edge plasma, and bifurcated ion flows are driven by the pressure gradient along 

the magnetic field lines. The ion flow perpendicular to the magnetic field is also driven by ion drift, 

but its velocity is lower than those of the parallel bifurcated flows. Therefore, particles in the SOL are 

transported to the divertor targets by flows nearly parallel to the magnetic field as schematically 

illustrated in Fig. 1-3(a). In the divertor leg, some impurity ions flow toward the divertor plates along 

the magnetic field lines and are evacuated, and the others reenter the core plasma by a flow directed 

from the divertor to the X-point produced by the ion pressure gradient and drift motions. 

The impurity ion density in the core plasma must be minimized since the impurity ions can 

reduce the stored energy by bremsstrahlung and spontaneous emission (radiation loss) and reduce the 

fusion reaction rate by diluting the fuel (deuteron and triton) densities (see Fig. 1-4). Thus, the 

reduction in the impurity generation and the removal of impurities are important. The control of the 

divertor target surface temperature is a key to reducing the unintended impurity generation by 

sputtering, since the sputtering yield increases with the surface temperature. For tungsten, the 

sputtering yield from He+ and Ar+ bombardment increases with the surface temperature [16, 17], and 

the recrystallization further reduces the damage threshold [18]. For other materials such as lithium and 

carbon, the sputtering yield from D+ bombardment depends on the surface temperature [19, 20]. Thus, 

the measurement of the surface temperature is important. In addition, to optimize the evacuation of 

impurities, understanding the impurity flow in the edge plasma will help to develop strategies to 

prevent their reentry to the core plasma. Thus, the measurement of the impurity ion flow is important. 

For the measurements of the surface temperature and impurity ion flow, emission 

spectroscopy is being considered as standard diagnostics in ITER. The nuclear fusion device is 

operated under high neutron fluxes and gamma-ray dose rates, of up to 3  1018 m-2 s–1 and up to 



 

8 

2  1013  Gy  s–1, respectively, at the first wall of ITER [21]. In this respect, emission spectroscopy has 

an advantage of only requiring the installation of a metal mirror in the vicinity of the plasma and light 

can be transferred to a remotely located spectrometer . In this study, the surface temperature of the 

divertor target and the impurity ion flow were measured by emission spectroscopy, and this method is 

expected to contribute to accurate and reliable measurements in ITER and a demonstration fusion 

reactor (DEMO). 
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1.3 Outline of the Thesis 

Chapter 2 introduces the fundamentals to required understand the contents of this thesis. Firstly, the 

radiometric quantities and units are explained. Then, the energy levels, the excitation and emission 

processes in plasmas, and the coronal model used to estimate the particle density from the line intensity 

are shown for C2+ ions and hydrogen molecules, which are the targets of this study. 

Chapter 3 describes the construction of a model of the increase in the rotational temperature 

of ground-state hydrogen molecules in a plasma using a one-dimensional rate equation. Early studies 

of plasma-facing surface thermometry using the rotational temperature of hydrogen molecules are 

introduced. The translational, vibrational, and rotational temperatures of hydrogen molecules are 

defined. An assumption on the dynamics of hydrogen molecules near the plasma-facing walls is made 

and the factors that can affect the rotational temperature are explained. Among the factors, detailed 

explanations are given for the collisional-radiative processes in a plasma. Finally, the validity and limit 

of the applicability of the model are discussed.  

Chapter 4 discusses experimental results of surface thermometry using the rotational 

temperature of hydrogen molecules in three tokamaks: LTX-β, QUEST, and DIII-D. The devices, 

experimental conditions, and spectroscopic systems are explained. The measured spectra are shown 

and the method used to evaluate the rotational temperature is described. Finally, the evaluated 

rotational temperature is compared with the calculation results of the model constructed in Chapter 3. 

Chapter 5 is dedicated to spectroscopic measurements of the impurity ion flow. The three 

regions of the edge plasmas are defined and the flow distribution is explained. Then, the factors used 

to define the spectral shape and the method used to estimate the C2+ ion flow velocity from the Doppler 

shift are explained. Three types of plasma produced in QUEST, simulating the three regions of the 

edge plasmas, are explained. Then, a spectroscopic system with multiple viewing chords and its 

calibration methods are described. Inversion methods applied to derive the radially resolved 

distributions of emissivity, toroidal velocity, and temperature of ions are explained and the errors in 

the derived quantities are evaluated using synthesized spectra. 
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2 Emission Processes of Impurity Ions and Hydrogen 

Molecules in Edge Plasmas 

2.1 Radiometric Quantities and Units 

Plasma emission spectroscopy is a diagnostic method used to observe and analyze emission from a 

plasma. A typical setup for emission spectroscopy is schematically shown in Fig. 2-1. The emission 

from the plasma is collected by collection optics. The lens focuses the emission from the plasma onto 

an optical fiber. Gray lines show the solid angle where the optical fiber can collect the emission, which 

is called the viewing chord. In this study, the viewing chords are represented by their optical axes.  

The intensity of the collected emission is described by radiometric quantities. The radiant 

flux in the unit of [W] is the energy emitted from a radiation source per unit time. The radiant flux 

received by a surface per unit area is defined as the irradiance and expressed in the units of [W m–2]. 

The directional dependence of the radiant flux is expressed by the radiant intensity in the unit of [W 

sr– 1], which is defined as the radiant flux emitted in a specific direction per unit solid angle. The 

radiance [W sr– 1 m– 2] and emissivity [W sr– 1 m–3] describe the radiant intensity emitted from a unit 

Fig. 2-1. Schematic illustration of setup for emission spectroscopy of plasma. Gray lines show 

the axis and width of the viewing chord, and blue rectangle represents the plasma. Emissivity 

is the radiant flux emitted from a unit volume in a specific direction per unit solid angle, and 

radiance is the radiant flux emitted from a unit area in a specific direction per unit solid 

angle. 
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area and a unit volume, respectively. Note that the radiance is expressed as the radiant intensity from 

a unit area perpendicular to the direction of the radiation. For the measurement shown in Fig. 2-1, the 

emission collected from the plasma per unit volume is expressed by the emissivity. The emission 

collected from a unit area of a plasma cross section can be considered as the emission from a plane 

radiation source and is expressed by the radiance.  

In spectroscopy, the radiometric quantities per wavelength or frequency are generally 

utilized. These quantities are denoted as “spectral” radiometric quantities. In this study, the spectral 

radiometric quantities divided by the wavelength were adopted. The units of spectral radiance and 

spectral emissivity are [W sr –1 m– 2 nm– 1] and [W sr– 1 m– 3 nm– 1], respectively. The quantities not 

divided by the wavelength or frequency are sometimes denoted as “integral” radiometric quantities. 
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2.2 Energy Levels of C2+ Ions and Hydrogen Molecules 

Atoms, ions, and molecules have quantized internal energies known as “energy levels”. The radiation 

from particles in a plasma, which is used for spectroscopic measurements, results from the transition 

between energy levels. 

Fig. 2-2 shows a subset of the energy levels of C2+ ions [22]. In the fusion plasmas, C2+ ions 

are produced by ionization from C atoms via ionization to C+ ions and are lost by ionization to C3+ 

ions. The ionization energy from C atoms to C2+ ions is 35.64 eV, and that from C2+ ions to C3+ ions 

is 47.89 eV [22]. In the figure, the indices on the horizontal axis denote the electronic configurations 

of the outermost shell.  

The energy levels of hydrogen molecules are shown in Fig. 2-3 [23, 24, 25]. The horizontal 

axis shows the internuclear distance. The energy levels of hydrogen molecules consist of electronic, 

vibrational, and rotational levels. The electronic levels are determined by the configuration of electrons, 

which is similar to the energy levels in atoms and ions. The curves in Figs. 2-3(a) and (b) represent 

the potential curves of the electronic levels. The vibrational levels originate from the vibration of the 

nuclei, exist for each electronic level, and are shown as horizontal lines in Fig. 2-3(a). The rotational 

levels originate from the rotation of the molecules and exist for each vibrational level. They are shown 

as short horizontal lines in Fig. 2-3(c), an enlarged view of Fig. 2-3(a).  
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Fig. 2-2. Energy levels of C2+ (short horizontal lines). Dashed line shows the ground state of C3+ 

[22]. Yellow arrows show the allowed transitions and the solid arrow shows the target emission. 

Dark blue arrow shows the electron collisional excitation. 

 
Fig. 2-3. (a) and (b) Potential curves of H2 (solid lines) [23, 24, 25] and H2

+ (dashed line) [26]. 

Vibrational levels for the 𝑿, 𝒅, and 𝒂 states are shown by the horizontal lines [24]. Dark blue 

and yellow arrows respectively show the excitation and spontaneous emission. (c) Enlarged view 

of (a). Rotational energy levels are shown as short horizontal lines. Yellow arrows indicate the 

Fulcher-α band, the emission observed in this study. 
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2.3 Collisional-Radiative Processes of C2+ Ions and Hydrogen 

Molecules 

Atoms, ions, and molecules in a plasma transit between their quantum states through collisional-

radiative processes. The important processes for a fusion plasma are shown in Figs. 2-4(a) and (b) for 

ions and molecules, respectively. The dark blue and yellow arrows show the collisional and radiative 

processes, respectively. Horizontal lines show their quantum states. State 𝑝 and 𝑞 are the lower and 

upper states, respectively, and 𝑧 is the ground state of the ions in the next ionization stages. In Fig. 

2-4(b), the vibrational and rotational states are expressed by the dashed and dotted lines, respectively, 

and 𝑣 and 𝑁 denote the vibrational and rotational quantum numbers, respectively.  

For ions, seven processes are shown in Fig. 2-4(a): collisional excitation and deexcitation, 

spontaneous transition, ionization, charge exchange, three-body recombination, and radiative 

recombination. The collisional excitation and deexcitation are caused mostly by collisions with 

electrons. The collisional excitation flux (population excited by electron collisions per unit time) is 

expressed as 

 𝐶 𝑝, 𝑞  𝑛 𝑝  𝑛 , (2-1) 

where 𝑝 and 𝑞 are the lower and upper states of the excitation process, respectively, 𝐶 𝑝, 𝑞  is the 

excitation rate coefficient for the electron collision, 𝑛 𝑝  is the population of the lower state 𝑝, and 

𝑛   is the electron density. Similarly, the flux of deexcitation from state 𝑞  to state 𝑝  by electron 

collision is expressed as 

 𝐹 𝑞,𝑝  𝑛 𝑞  𝑛 , (2-2) 

where 𝐹 𝑝, 𝑞  is the deexcitation rate coefficient for the electron collision. These rate coefficients 

are functions of the electron temperature. The spontaneous transition is one of the radiative processes 

leading to emission of radiation whose energy is equal to the difference in energy level. The flux of 

the spontaneous emission is expressed as  

 𝐴 𝑞,𝑝 𝑛 𝑞 , (2-3) 

where 𝐴 𝑞,𝑝  is the Einstein A coefficient for the transition from state 𝑞 to state 𝑝. Absorption is 

the inverse process of spontaneous transition and can be neglected when the population of the upper 
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state is small. For the plasmas in this study, the population of the 2s3p (3P2) state was 107 times smaller 

than that of the ground state, and the absorption was negligible. The ionization is caused by collisions 

with electrons. The flux of the ionization is the product of the density of ionized particles, the electrons 

density, and the rate coefficient of the process. The charge exchange is the process by means of which 

an ion captures one or more electrons of an atom. The flux of the charge exchange is the product the 

density of ionized particles, the atomic density, and the rate coefficient of the process. For the plasmas 

in this study, the charge exchange between C2+ ions and hydrogen atoms was negligible because of the 

long mean free path. The three-body recombination is the inverse process of ionization by electron 

collisions: the ion recombines due to a collision with two electrons. The flux of the three-body 

recombination is the product of the density of the particles, the square of the electron density, and the 

rate coefficient of the process. The radiative recombination is another recombination process, during 

which the excess energy is emitted as radiation. The flux of the radiative recombination is the product 

of the density of the particles, the electron density, and the rate coefficient of the process. 

For molecules, dissociation and electron attachment can also occurr in addition to the 

processes listed above. For an hydrogen molecule, two hydrogen atoms are produced by dissociation. 

The electron attachment process produces a negative molecular ion, whose ground state is shown as 

𝑧  in Fig. 2-4(b). 

In this study, emission from C2+ ions and hydrogen molecules was analyzed. The C2+ ion 

has the electron configuration 1s2 2s2, and one of the 2s electrons is excited by electron collision and 

radiatively deexcited in plasma. The yellow solid arrow in Fig. 2-2 shows the emission used for the 

measurement in this study: 2s3s (3S1) – 2s3p (3P2). The hydrogen molecules in the edge plasmas transit 

their rovibrational states in the electronic ground state by collision with electrons, ions, atoms, and 

molecules, and are electronically excited by electron collisions and deexcited by spontaneous 

transition. The radiation by the spontaneous transition from the d 3Πu state to the a 3Σg
+ state, called 

the Fulcher-α band, is used for the measurement in this work and shown by yellow arrow in Fig. 2-3(a). 

The Fulcher-α band contains the transitions between various rovibrational states. The transitions 𝑣

𝑣  0 and 𝑁 𝑁   were measured in this study, where 𝑣  and 𝑁  are the vibrational and 
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rotational numbers, and single and double primes are the states of the upper (𝑑) and lower (𝑎) states, 

respectively. The transition 𝑁 𝑁   is called the Q-branch, and Q1, Q2, Q3, …, indicate the 

transitions 𝑁 𝑁  1, 2, 3, …, respectively (see yellow arrows in Fig. 2-3(c)). 

 

 

Fig. 2-4. Transition processes of the quantum states for (a) ions and (b) molecules. Dark blue and 

yellow arrows show the collisional and radiative processes, respectively.  
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2.4 Coronal Model 

Under coronal equilibrium, the excitation flux due to electron collisions from ground state to state 𝑞 

is equal to the spontaneous emission from state 𝑞;  

 𝐶 1, 𝑞  𝑛 1  𝑛 𝐴 𝑞,𝑝 𝑛 𝑞 . (2-4) 

The summation on the right-hand side is the sum for all the allowed transitions from state 𝑞. The 

population of the ground state can be derived using Eq. (2-4) when the population of state 𝑝, 𝑛 , and 

𝑇  are given. 

For the C2+ ion, all the allowed transitions are shown by yellow arrows in Fig. 2-2. The sum 

of the fluxes for these transitions is equal to the excitation flux due to electron collisions from the 

ground state, which is indicated by the blue arrow in Fig. 2-2. The population of state 𝑝 is derived 

from the emissivity of an allowed transition using the following equation: 

 𝜀
ℎ𝜈
4𝜋

𝑛 𝑞 𝐴 𝑞,𝑝 , (2-5) 

where ℎ and 𝜈 are Planck’s constant and the frequency of the transition, respectively, and ℎ𝜈 is the 

difference in energy between states 𝑝 and 𝑞. The population of the ground state of C2+ ions can then 

be estimated from Eq. (2-4). 

For the hydrogen molecule, only the transition to the a state is allowed from the d state. Thus, 

the excitation flux from the ground state (X 1Σg
+ state) is balanced with the flux of the Fulcher-α band 

(see Fig. 2-3). The population of the ground state can also be estimated using Eqs. (2-4) and (2-5). 
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3 Modeling of Increase in Rotational Temperature of 

Hydrogen Molecules Near Plasma-Facing Walls 

3.1 Surface Thermometry of Plasma-Facing Walls 

Monitoring the surface temperature of plasma-facing components will be required in a fusion reactor 

to prevent damage to wall materials. In ITER, the maximum tolerable heat flux to the tungsten plasma-

facing walls is 10 MW m– 2, and the surface temperature is expected to reach ~1600 K [10]. The surface 

temperature must be kept below the recrystallization temperature of tungsten (1300–1700 K) to avoid 

its recrystallization and lowering the damage threshold [18]. Infrared (IR) thermography and 

thermocouples are commonly used to monitor the surface temperature. These methods still have 

limitations in their application to a reactor environment. The thermocouples must be embedded in the 

side of the plasma-facing walls to avoid direct plasma irradiation, and the separation between the 

positions of the thermocouples requires additional modeling of the heat transport to estimate the peak 

temperature [27]. IR thermography measures the surface temperature using Planck’s law considering 

the material dependence of the emissivity†, which is the radiation intensity ratio with respect to that of 

blackbody radiation. IR thermography has high spatial resolution, but its accuracy can be reduced by 

changing the surface condition. Figs. 3-1(a) and (b) show the changes in emissivity due to the 

recrystallization of tungsten and the oxidation of iron, respectively. For tungsten, the irradiance at 

4.495 µm was calculated using the emissivity in [28]. The orange and blue lines show the irradiance 

as the sample is heated from 200 to 2200 K and then cooled, respectively. The irradiation during 

heating is different from that during cooling at the same 𝑇 . The recrystallization of tungsten is 

suggested as the reason for this difference, which could result in a measurement error of  200 K. 

For iron, the irradiance at 4 µm during oxidation is calculated at 𝑇  753 K using the emissivity 

in [29]. The irradiance increases with the formation of an oxide film, which suggest the change in 

 
† This is different from the radiometric quantity described in Section 2.1. The “emissivity” in this 

section always means the radiation intensity ratio with respect to that of blackbody radiation. 
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chemical composition can reduce the accuracy of thermography.  

In this study, a novel method of obtaining surface temperatures from the rotational 

temperature of hydrogen molecules is proposed. Hydrogen molecules have three degrees of freedom 

of kinetic motions: translational, vibrational, and rotational motions. The kinetic energies of these 

motions are represented by the translational, vibrational, and rotational temperatures, respectively, 

which are the energies of the motions of the center of the mass and two nuclei. Among these 

temperatures, the translational and rotational temperatures are known to become close to the wall 

temperature in a plasma near the plasma-facing walls. The translational temperature can be measured 

from the Doppler width of the molecular emission lines, but accurate evaluation of the width is not 

easy because of the small width (the full width at half maximum (FWHM) of the Doppler width is 4 

pm for 1000 K). Thus, only the rotational temperature might be used to infer the wall temperature. In 

a tokamak, TEXTOR (Tokamak Experiment for Technology Oriented Research), the rotational 

temperature of deuterium molecules was estimated from Fulcher-α band spectra measured at the 

graphite test limiter [30]. The rotational temperature was found to increase with the injected gas 

temperature and the limiter surface temperature as shown in Fig. 3-2(a). Fig. 3-2(b) shows another 

measurement of the deuterium molecular rotational temperature near the graphite target plate in the 

divertor of another tokamak, DIII-D (Doublet III-D) [31]. The rotational temperature was found to 

increase with the local electron density. These results show a correlation between the rotational 

temperature and the wall surface temperature, and more detailed understanding of the processes that 

determine the rotational temperature may enable the evaluation of the surface temperature from the 

rotational temperature. In this chapter, the effects of collisional-radiative processes on the increase in 

rotational temperature are quantitatively evaluated. A comparison of experimental results with 

predictions from the model will be presented in Chapter 4. 

 



 

20 

 

Fig. 3-1. (a) Irradiance at 4.495 µm from tungsten calculated using the emissivity in [28]. Orange 

and blue lines show the irradiance as the sample is heated to 2200 K and then cooled, respectively. 

(b) Irradiance at 4 µm from iron during oxidation at a constant surface temperature of 753 K 

calculated using the emissivity in [29]. 

 

 

Fig. 3-2. Dependence of rotational temperature for d state of deuterium molecules on (a) gas 

temperature (black) and surface temperature of a graphite test limiter (red) in TEXTOR [30] 

and (b) electron density [31]. The rotational temperatures were measured using a viewing chord 

tangential to the test limiter in TEXTOR and viewing chords directed at the graphite divertor 

in DIII-D. The electron density was measured locally near the divertor by Thomson scattering. 
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3.2 Translational, Vibrational, and Rotational Temperatures and 

Emission Spectrum of Hydrogen Molecules  

The energy distribution of hydrogen molecules is described by three temperatures: translational, 

vibrational, and rotational temperatures. The translational temperature describes the distribution of 

translational energies. The rovibrational temperatures are defined with the relative population 

distributions in the quantized energy states since the rovibrational energies are quantized. When the 

vibrational population distribution is determined by the Boltzmann distribution, the vibrational 

temperature 𝑇  is defined by 

 

𝑛 𝑋𝑣 𝑛 𝑋 ∙
exp

𝐺 𝑣
𝑘 𝑇

∑ exp
𝐺 𝑣
𝑘 𝑇

 

𝑛 𝑋 ∙ 𝐶 exp
𝐺 𝑣
𝑘 𝑇

, 

(3-1) 

where X denotes the electronic ground state (X 1Σg
+), 𝑣 is the vibrational quantum number, 𝑛 𝑋  

and 𝑛 𝑋𝑣  are the population of the X state and that of the X state in the vibrational state denoted by 

𝑣 , respectively, 𝐺 𝑣   is the vibrational energy, 𝑘   is the Boltzmann constant, and 𝐶   is the 

inverse of the partition function. The vibrational energy 𝐺 𝑣   is taken from [24]. Similarly, the 

rotational temperature 𝑇  is defined by the following relation of the rotational population 𝑛 𝑋𝑣𝑁 :  

 

𝑛 𝑋𝑣𝑁 𝑛 𝑋𝑣 ∙
𝑔 𝑔 exp

𝐹 𝑣,𝑁
𝑘 𝑇

∑ 𝑔 𝑔 exp
𝐹 𝑣,𝑁
𝑘 𝑇

 

𝑛 𝑋𝑣 ∙ 𝐶  𝑔 𝑔 exp
𝐹 𝑣,𝑁
𝑘 𝑇

, 

(3-2) 

Where 𝑁  is the rotational quantum number, 𝑛 𝑋𝑣𝑁   is the population of the X state in the 

vibrational and rotational states denoted by 𝑣  and 𝑁 , respectively, 𝑔   is the multiplicity of the 

rotational state, 𝑔  is the spin multiplicity of nuclei, 𝐹 𝑣,𝑁  is the rotational energy, and 𝐶  is 

the inverse of the partition function. The rotational energy 𝐹 𝑣,𝑁  can be approximately obtained 

with the following polynomials [32]: 
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𝐹 𝑣,𝑁 𝐵  𝑁 𝑁 1 𝐷  𝑁 𝑁 1 , 

𝐵 𝐵 𝛼 𝑣
1
2

, 

𝐷 𝐷 , 

(3-3) 

Where 𝐵 , 𝛼 , and 𝐷  are known as “molecular constants” and are unique for each electronic state. 

The values of the molecular constants have been compiled in a database [33].  

In tokamak edge plasmas, owing to the relatively low frequency of intramolecular collisions, 

the translational and rovibrational temperatures are generally not in thermal equilibrium. In addition, 

the rovibrational population distributions deviate from the Boltzmann distribution. Fig. 3-3(a) shows 

an example of a rotational distribution measured for a plasma at 1 Pa [34] with the population of the 

high rotational states deviating from the Boltzmann distribution approximated by the population of 

the rotational states with 𝑁  5. The rovibrational distributions measured near the divertor of DIII-D 

are plotted in Fig. 3-3(b), showing the difference between the vibrational (9840 K) and rotational (800–

2300 K) temperatures of the X state [31]. In this study, the rotational temperature was evaluated by 

approximating the rotational population distributions in the states with 𝑁  5 with Eq. (3-2).  

 

Fig. 3-3. (a) Rotational population divided by the statistical weight for multiple vibrational states 

of H2 (d state) measured at 1 Pa [34]. (b) Rotational population of D2 (d state) divided by the 

statistical weight and vibrational population of D2 (X state) measured near the divertor of DIII-

D [31]. The rotational temperature of the d state is expected to be half of that of the X state 

because of difference in molecular constants 𝑩𝒆. 

  

(a) (b) 
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3.3 Rotational Temperature of Hydrogen Molecules Near Plasma-

Facing Walls 

In this section, a mechanism relating the rotational temperature of hydrogen molecules to the surface 

temperature of plasma-facing walls is proposed. The main physical processes are illustrated in Fig. 

3-4. In tokamak edge plasmas, hydrogen ions move along the magnetic field line and reach plasma-

facing walls. The ions are charge-neutralized on the surface, diffuse, recombine at the surface, and are 

desorbed as molecules [35]. The rotational temperatures of the desorbed molecules are affected by 

both the surface temperature of the walls, 𝑇 , and the excitation due to recombination processes. 

The recombination processes can be endothermic or exothermic by a few eV, and basic experiments 

conducted using copper and tungsten surfaces suggested an increase in ‘vibrational’ temperature due 

to exothermic recombination [36]. The desorbed molecules move into the plasma and collide with 

electrons and protons. These collisions excite and deexcite the molecules rovibrationally and affect 

the rovibrational temperatures. Collisions with electrons and protons also lead to electronic excitation, 

and the excited molecules are deexcited by spontaneous emission. Experimentally, the rotational 

temperature is measured from the emission in the plasma, and thus the measured temperature is 

affected by the surface temperature, excitation due to recombination, and excitation due to collisions 

in the plasma. To derive surface temperatures from the measured rotational temperatures, the surface 

effects (surface temperature and excitation due to recombination) must be separated from the effects 

occurring in the plasma (excitation due to collisions). This chapter discusses a model constructed to 

describe the collisions in the plasma, which is used for the interpretation of the experimental data in 

Chapter  4. 



 

24 

 
Fig. 3-4. Processes affecting the rotational temperature of hydrogen molecules near plasma-

facing walls. 

3.4 Modeling of Collisional Increase in Rotational Temperature of 

Hydrogen Molecules in Edge Plasma 

 Collisional-Radiative Processes Affecting Rotational Temperature 

Several processes can affect the rotational population distribution for the ground state of hydrogen 

molecules including (i) excitation, (ii) deexcitation, (iii) spontaneous emission, (iv) dissociation, (v) 

ionization, (vi) the recombination of electron and hydrogen molecular ions, (vii) charge exchange, and 

(viii) electron attachment that produces negative hydrogen molecular ions. These processes can be 

expressed by the following reactions: 

(i), (ii) H 𝑋, 𝑣,𝑁 e/p/H/H →  H 𝑋, 𝑣,𝑁 e/p/H/H  |𝑁 𝑁 |: even , 

 H 𝑋, 𝑣,𝑁 e/p/H/H →  H 𝑋, 𝑣 ,𝑁 e/p/H/H  |𝑁 𝑁 |: even , 

 H 𝑋, 𝑣,𝑁 e/p/H/H →  H 𝑒, 𝑣 ,𝑁 e/p/H/H  

|𝑁 𝑁 |: even or odd depending on 𝑒 , 

(iii) H 𝑒, 𝑣 ,𝑁 → H 𝑋, 𝑣,𝑁 ℎ𝜈, 

(iv) H 𝑋, 𝑣,𝑁 e/p → H H e/p, 

(v) H 𝑋, 𝑣,𝑁 e → H e e, 

(vi) H e → H 𝑋, 𝑣,𝑁 , 

 H e e → H 𝑋, 𝑣,𝑁 e, 

(vii) H 𝑋, 𝑣,𝑁 p → H H, 

(viii) H 𝑋, 𝑣,𝑁 e → H , 
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where 𝑋, 𝑣,𝑁  denotes a set of the electronic state (X ) and rovibrational quantum numbers (𝑣 and 

𝑁 ), 𝑒  in italics indicates an electronic state, and “e” and “p” represent electron and proton, 

respectively. The excitation and deexcitation, (i) and (ii), are mainly caused by electron and proton 

collisions and can be divided into three processes as shown by the three formulae above. They are 

referred to as pure rotational, rovibrational, and rovibronic excitations or deexcitations, respectively. 

For a rovibrational transition, a transition within the same electronic state, the symmetry of the nuclear 

spin requires the following selection rule for the initial and final rotational quantum numbers, 𝑁 and 

𝑁  , respectively: |Δ𝑁| |𝑁 𝑁|  0, 2, 4,  …. For a rovibronic transition, the selection rule 

requires that |Δ𝑁| is either odd or even depending on the initial and final electronic states. There is 

no selection rule for the vibrational quantum number. Spontaneous emission is a transition between 

different electronic states since the transition electric dipole moment for diatomic molecules is large 

only for transitions between different electronic states. The selection rules for the rotational quantum 

number are the same as those for collisional excitation and deexcitation. The other reactions (iv)–(vii) 

reduce or increase the population in a rovibrational state.  

 

 Evaluation of Spatial Distribution of Rotational Temperature 

The spatial distribution of the rovibrational population in the 𝑋  state, 𝑛 𝑋𝑣𝑁  , was derived by 

solving rate equations for evaluating the distribution of 𝑇 . Assuming a steady state, the spatial 

derivative of 𝑛 𝑋𝑣𝑁  can be described by the temporal variation in 𝑛 𝑋𝑣𝑁  for molecules during 

their travel from the surface: 

𝑑𝑛 𝑋𝑣𝑁
𝑑𝑡

𝑣 𝑙 ∙
𝜕𝑛 𝑋𝑣𝑁

𝜕𝑙
, (3-4) 

where 𝑙 is the one-dimensional coordinate system perpendicular to the plasma-facing surface and 

directed toward the plasma, and 𝑣 𝑙  is the velocity of the molecules, which is generally a function 

of 𝑙. The right-hand and left-hand sides are in Lagrangian and Eulerian forms, respectively. In this 

study, 𝑣  was assumed to be constant since the mean free paths for the momentum transfer of the 

molecules by collisions with electrons, protons, hydrogen atoms, and hydrogen molecules in the 
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plasma are longer than the considered spatial lengths (10–2–10–1 m). Therefore, the spatial distribution 

of 𝑛 𝑋𝑣𝑁  can be calculated by solving rate equations expressed in the form  

 
𝑑𝑛 𝑋𝑣𝑁

𝑑𝑡
𝑆 𝑆 , (3-5) 

where 𝑆   and 𝑆   are respectively the fluxes created and annihilated to the state 

𝑋𝑣𝑁  due to the processes described in Subsection 3.4.1. 

The creation and annihilation fluxes of the rate equations were determined by considering 

processes (i) and (ii) by electron and proton collisions and process (iii), and ignoring the other 

processes (iv)–(viii) in this study. For processes (i) and (ii), rovibrational excitation and deexcitation 

in the X state due to electron and proton collisions, and electronic excitation due to electron collisions 

were considered. The electronic excitation was considered as that to a virtual electronic excited state 

“𝑒 ”. The 𝑒  state corresponds to the bundled B 1Σu
+, B′ 1Σu

+, C 1Πu, and D 1Πu states, which have the 

largest excitation fluxes from the X state [37]. Atomic and molecular collisional excitations were 

neglected because of the small fluxes. For instance, the fluxes of the pure rotational excitation by 

collisions with electrons, protons, hydrogen atoms, and hydrogen molecules are estimated to be ~1019, 

1018, 1016, and 1014 m–3 s–1, when 𝑛 𝑛  1017 m –3, 𝑛  1016 m–3, 𝑛  1016 m–3, 𝑇  20 eV, 

𝑇  10 eV, 𝑇  1.5 eV, and 𝑇 ,  300 K [38], where 𝑛  and 𝑇  are the density and 

temperature, the subscripts “e”, “p”, “H”, and “H2” indicate electrons, protons, hydrogen atoms, and 

hydrogen molecules, respectively, and 𝑇 ,   is the translational temperature of hydrogen 

molecules. Note that the atomic collisional excitation flux is comparable to the proton collisional 

excitation flux when 𝑛 /𝑛  10. The rovibrational excitation and deexcitation in the 𝑒  state were 

ignored because of the short lifetime. Process (iv) contains the dissociation by rovibrational excitation 

in the ground state and that by excitation to the repulsive state b 3Σu
+. The effect of the former was 

evaluated as the vibrational and rotational excitations from 𝑣  14 and 𝑁  25, respectively, which 

was negligible when 𝑛 𝑛  1019 m–3. Process (v) by electron collisions and process (vii) have 

cross sections comparable to those for the electron and proton collisional rovibrational excitations, 

respectively, and can affect the rotational population distribution [38, 39]. However, these processes 
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were ignored since the rotationally resolved cross section data is not available. The effects of processes 

(vi) and (viii) are unknown because of the lack of valid data. Thus, the rate equations used for the 

model are expressed as 

 

𝑑𝑛 𝑋𝑣𝑁
𝑑𝑡

 

𝐴 𝑒 𝑣 𝑁 ,𝑋𝑣𝑁  𝑛 𝑒 𝑣 𝑁 𝐶 𝑋𝑣𝑁, 𝑒 𝑣 𝑁  𝑛 𝑋𝑣𝑁  𝑛
,

 

𝐶 𝑋𝑣 𝑁 ,𝑋𝑣𝑁  𝑛 𝑋𝑣 𝑁 𝐹 𝑋𝑣𝑁,𝑋𝑣 𝑁  𝑛 𝑋𝑣𝑁  𝑛
, ,

 

𝐹 𝑋𝑣 𝑁 ,𝑋𝑣𝑁  𝑛 𝑋𝑣 𝑁 𝐶 𝑋𝑣𝑁,𝑋𝑣 𝑁  𝑛 𝑋𝑣𝑁  𝑛
, ,

 

𝐶 𝑋𝑣 𝑁 ,𝑋𝑣𝑁  𝑛 𝑋𝑣 𝑁 𝐹 𝑋𝑣𝑁,𝑋𝑣 𝑁  𝑛 𝑋𝑣𝑁  𝑛
, ,

 

𝐹 𝑋𝑣 𝑁 ,𝑋𝑣𝑁  𝑛 𝑋𝑣 𝑁 𝐶 𝑋𝑣𝑁,𝑋𝑣 𝑁  𝑛 𝑋𝑣𝑁  𝑛
, ,

, 

(3-6) 

where 𝐴 𝑒 𝑣 𝑁 ,𝑋𝑣𝑁  is the Einstein A coefficient for the spontaneous transition from 𝑒 ,𝑣 ,𝑁  

to 𝑋, 𝑣,𝑁  , and 𝐶 𝑋𝑣𝑁,𝑋𝑣 𝑁   and 𝐹 𝑋𝑣𝑁,𝑋𝑣 𝑁   are the rate coefficients for collisional 

excitation and deexcitation, respectively, from 𝑋, 𝑣,𝑁  to 𝑋, 𝑣 ,𝑁 . The subscripts “e” and “p” 

indicate the collisions with electrons and protons, respectively, and the rate coefficients depend on 

their temperatures. The first term on the right-hand side of Eq. (3-6) includes the spontaneous 

transition from the virtual electronic state 𝑒  and the excitation by electron collisions to the 𝑒  state. 

The second term is the electron collisional excitation from the lower states and deexcitation to the 

lower states. The third term is the electron collisional excitation to and deexcitation from the upper 

states. The fourth and fifth terms are excitation and deexcitation due to the proton collisions. 

The rate equations were solved for the rovibrational states with 0 𝑣  14 and 0 𝑁  25 

for the 𝑋 state and the rovibrational states with 0 𝑣  17 and 0 𝑁  25 for the 𝑒  state; namely, 

858 simultaneous differential equations were solved. The initial conditions were given as follows: 

𝑛 𝑋𝑣𝑁   follows the Boltzmann distribution at 𝑇 𝑙 0 𝑇 𝑙 0 𝑇  , and 

𝑛 𝑒 𝑣 𝑁  0. The velocity of the molecules 𝑣  was given as the thermal velocity at 𝑇 : 𝑣



 

28 

𝑘 𝑇 /𝑚 , where 𝑚  is the mass of a hydrogen molecule. The spatial profiles of 𝑛 𝑙 , 𝑛 𝑙 , 

𝑇 𝑙 , and 𝑇 𝑙  were also given, and their arguments were converted to time by using the relation 

𝑙 𝑣 𝑡. The forward Euler and Runge–Kutta methods were used to solve the first term and the other 

terms of Eq. (3-6), respectively. The time step of Δ𝑡  10–9 s was adopted because the change in 

𝑇  due to Δ𝑡 was small.  

The spatial distribution of 𝑇  was evaluated from the calculated 𝑛 𝑋𝑣𝑁  by fitting 

the populations in the states with 𝑣  0 and 𝑁  5 to Eq. (3-2) at every 100 time steps of the 

calculation. The spatial distribution of 𝑇  was also evaluated from the calculated 𝑛 𝑋𝑣  by fitting 

the populations in the states with 𝑣  4 (containing all the rotational states) to Eq. (3-1). 

A summary of the cross sections (also shown in Fig. 3-5) and Einstein A coefficients data is 

given in Table 3-1. The notation (𝑣, 𝑁) → (𝑣 , 𝑁 ) represents the rovibrational state before (without 

prime) and after (with prime) the transition, and the symbol 𝑋  is omitted when it represents the 

transition in the ground state. The notation without 𝑣 and/or 𝑁, e.g. (𝐵) and (𝑋, 𝑣), represents a 

rovibrationally or rotationally unresolved state. For the pure rotational excitation by electron collisions, 

the cross sections for (𝑣  0, 𝑁  0) → (𝑣  0, 𝑁  2) and (𝑣  0, 𝑁  1) → (𝑣  0, 𝑁  3) 

transitions were taken from [40]. The cross sections for (𝑣  0, 𝑁  2) → (𝑣  0, 𝑁 𝑁  2) 

transitions were approximated to be the same as that for (𝑣  0, 𝑁  1) → (𝑣  0, 𝑁  3) 

transition, since the ratios between the cross sections for (𝑣  0, 𝑁  2, 3) → (𝑣  0, 𝑁 𝑁  2) 

transitions and (𝑣  0, 𝑁  1) → (𝑣  0, 𝑁  3) transition are 0.7–0.9 and nearly equivalent [41]. 

The pure rotational excitation with Δ𝑁  4 was neglected since the cross section for the excitation 

with Δ𝑁  4 is 103 times smaller than that with Δ𝑁  2 [41]. For the pure rotational excitation in the 

vibrational states with 𝑣  1, i.e., (𝑣  1, 𝑁) → (𝑣 𝑣, 𝑁 𝑁  2) transitions, the cross sections 

were considered to be the same as those for (𝑣  0, 𝑁) → (𝑣  0, 𝑁 𝑁  2) transitions. 

For the vibrational excitation by electron collisions, the cross sections calculated by a 

method described in [42] were used. For transitions without available cross sections, the excitation 

cross sections were calculated from the deexcitation cross sections using the Klein–Rosseland 

relationship [43]. The cross sections for (𝑣 , 𝑁 𝑁  ) → (𝑣 𝑣 , 𝑁 𝑁 ) transitions were 
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approximated to be the same as that for (𝑣, 𝑁 𝑁 ) → (𝑣 𝑣, 𝑁 𝑁 ) transition, where 

𝑁  is the maximum quantum number of the available cross sections for (𝑣, 𝑁) → (𝑣 𝑣,   𝑁

𝑁) transitions. For the rovibrational excitation, i.e., (𝑣, 𝑁) → (𝑣 𝑣,  𝑁 𝑁  2) transitions, the 

cross sections were approximated to be the same as those for (𝑣, 𝑁) → (𝑣 𝑣,  𝑁 𝑁) transitions. 

Note that transitions were neglected when the cross sections were smaller than 10–23 m–3. 

The pure rotational and rovibrational excitations by proton collisions were considered using 

the cross sections in [44]. The cross sections for (𝑣  0, 𝑁  0) → (𝑣  0, 𝑁  2) and (𝑣  0, 

𝑁  1) → (𝑣  0, 𝑁  3) transitions were taken from [44], and those for (𝑣  0, 𝑁  2) → (𝑣  0, 

𝑁 𝑁  2) transitions were assumed to be the same as that for the (𝑣  0, 𝑁  1) → (𝑣  0, 

𝑁  3) transition. For the vibrational excitation, the cross sections for (𝑣  0, 𝑁  0) → (𝑣  1–3, 

𝑁  0) transition were taken from [44]. For (𝑣  1–5, 𝑁  0) → (𝑣 𝑣 1, 𝑁  0) transitions, 

the cross sections were scaled from that for (𝑣  0, 𝑁  0) → (𝑣  1, 𝑁  0) transition assuming 

that their ratios were the same as those for the electron collision excitation at 4 eV taken from [45], 

following the procedure adopted in [38]. The cross sections for (𝑣  6, 𝑁  0) → (𝑣 𝑣  1, 

𝑁  0) transitions were assumed to be the same as that for the (𝑣  5, 𝑁  0) → (𝑣  6, 𝑁  0) 

transition. The cross sections for pure rotational excitation in vibrational states with 𝑣  1, i.e., (𝑣  1, 

𝑁) → (𝑣 𝑣, 𝑁 𝑁  2) transitions, were assumed to be the same as those for (𝑣  0,  𝑁) → 

(𝑣  0, 𝑁 𝑁  2) transitions. Also, the cross sections for the rovibrational excitation, i.e., (𝑣, 𝑁) 

→ (𝑣 𝑣 ,  𝑁 𝑁  2) transitions, were approximated to be the same as those for (𝑣 , 𝑁 ) → 

(𝑣 𝑣,  𝑁 𝑁) transitions. 

For the transitions between the electronic states, the cross sections for the electron collisional 

excitation from (𝑋 , 𝑣  0) were taken from [46], and the rovibrationally resolved Einstein A 

coefficients were taken from [47]. The excitation cross sections for the transitions from the vibrational 

excited states (𝑣  1) were assumed to be the same as those for the ground state. These cross sections 

were rovibrationally resolved with respect to the upper states. The vibrational resolution was 

performed by multiplying the cross sections by the Franck–Condon factors taken from [24]. The 

rotational resolution was performed by assuming the same cross sections as for the transitions with 
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Δ𝑁  1 following the procedure adopted in [38]. The excitation cross sections for 𝑋, 𝑣,𝑁 →

𝑒 , 𝑣 ,𝑁   transitions were determined to be the sum of the cross sections for the adopted four 

electronic excited states. The Einstein A coefficients for 𝑒 , 𝑣 ,𝑁 → 𝑋, 𝑣,𝑁   transitions were 

regarded as the weighted average of the coefficients for the transitions from the four adopted electronic 

excited states. The rovibrational populations in the four electronic excited states were estimated 

individually from the excitation fluxes to the states assuming the coronal equilibrium. Then, the 

proportions of the rovibrational population with 𝑣 ,𝑁  in the four electronic excited states were 

used as the weights.  

For all the cross-section data, when the maximum energy range of the available data was 

less than 500 eV, the data were extrapolated up to 500 eV by fitting them to power functions of energy 

𝐸. The extrapolated data are shown by dashed lines in Fig. 3-5. 

The rate coefficients were calculated from the cross sections. For excitation due to electron 

collisions, the following equation was used [43]:  

 𝐶 𝑋𝑣𝑁,𝑋𝑣 𝑁
2𝐸
𝑚
𝜎 → 𝐸  𝑓 𝐸  𝑑𝐸, (3-7) 

where 𝜎 → 𝐸  is the cross section for the excitation from 𝑋, 𝑣,𝑁  to 𝑋, 𝑣 ,𝑁 , 𝐸 is the 

kinetic energy of electrons relative to the target particle, 𝑚 is the reduced mass, and 𝑓 𝐸  is the 

Maxwell energy distribution. The excitation rate coefficients were calculated using the cross section 

shown in Fig. 3-5, and then the deexcitation rate coefficients were derived using the Klein–Rosseland 

relationship [43].  
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Fig. 3-5. Cross sections of rovibrational excitation of H2 X state by electron (e) and proton (p) 

collisions [40, 42, 44]. The extrapolated data are shown by dashed lines. 

 

 

Table 3-1. Summary of cross sections and Einstein A coefficients. 

Pure rotational excitation by electron collisions 

(𝑣  0, 𝑁  0–1) → (𝑣  0, 𝑁 𝑁 2) [40] 

(𝑣  0, 𝑁  2) → (𝑣  0, 𝑁 𝑁  2) Same as (𝑣  0, 𝑁  1) → (𝑣  0, 𝑁  3) 

(𝑣  1, 𝑁) → (𝑣 𝑣, 𝑁 𝑁  2) Same as (𝑣  0, 𝑁) → (𝑣  0, 𝑁 𝑁  2) 

Rovibrational excitation by electron collisions 

(𝑣  0, 𝑁) → (𝑣  1–7, 𝑁 𝑁) 

(𝑣  1–7, 𝑁) → (𝑣  1 𝑣  8, 𝑁 𝑁) 

(𝑣  9–13, 𝑁) → (𝑣  1 𝑣  14, 𝑁 𝑁) 

Calculation by method in [42] 

(𝑣  1–8, 𝑁) → (𝑣 9–13, 𝑁 𝑁) 
Derived from deexcitation cross sections 
calculated by method in [42]. 

(𝑣, 𝑁 𝑁 ) → (𝑣 𝑣, 𝑁 𝑁), 
where 𝑁   is maximum quantum number of 

provided cross sections for (𝑣, 𝑁) → (𝑣 ,  𝑁
𝑁) 

Same as (𝑣, 𝑁 𝑁 ) → (𝑣 , 𝑁 𝑁 ) 

(𝑣, 𝑁) → (𝑣 𝑣, 𝑁 𝑁  2) Same as (𝑣, 𝑁) → (𝑣 , 𝑁 𝑁) 

Rovibronic excitation by electron collisions  
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(𝑋, 𝑣  0) → (𝐵) 

(𝑋, 𝑣  0) → (𝐶) 

(𝑋, 𝑣  0) → (𝐵 ) 

(𝑋, 𝑣  0) → (𝐷) 

[46],  
vibrationally resolved by multiplying Franck–
Condon factors given in [24] and rotationally 
resolved assuming no rotational dependence 
following procedure shown in [38]  

(𝑋, 𝑣  0) → (𝐵), (𝐶), (𝐵 ), or (𝐷) 
Same as (𝑋, 𝑣  0) → (𝐵), (𝐶), (𝐵 ), or (𝐷) 

and rovibrationally resolved 

Pure rotational excitation by proton collisions 

(𝑣  0, 𝑁  0–1) → (𝑣  0, 𝑁 𝑁  2) [44] 

(𝑣  0, 𝑁  2) → (𝑣  0, 𝑁 𝑁  2) Same as (𝑣  0, 𝑁  1) → (𝑣  0, 𝑁  3) 

(𝑣  1, 𝑁) → (𝑣 𝑣, 𝑁 𝑁  2) Same as (𝑣  0, 𝑁) → (𝑣  0, 𝑁 𝑁  2) 

Rovibrational excitation by proton collisions  

(𝑣  0, 𝑁  0) → (𝑣  1–3, 𝑁  0) [44] 

(𝑣  1–5, 𝑁  0) → (𝑣 𝑣  1, 𝑁  0) 

Scaled from cross section for (𝑣  0, 𝑁  0) 

→ (𝑣  1, 𝑁  0) by multiplying ratio of 

electron collisional excitation cross section for 

(𝑣, 𝑁  0) → (𝑣 𝑣  1, 𝑁  0) to that for 

(𝑣  0, 𝑁  0) → (𝑣  1, 𝑁  0) at 4 eV in 

[45] following procedure adopted in [38] 

(𝑣, 𝑁) → (𝑣 𝑣, 𝑁 𝑁 2) Same as (𝑣, 𝑁) → (𝑣 , 𝑁 𝑁) 

Einstein A coefficient for rovibronic deexcitation 

(𝐵, 𝑣 , 𝑁 ) → (𝑋, 𝑣, 𝑁 𝑁  1) 

(𝐶, 𝑣 , 𝑁 ) → (𝑋, 𝑣, |𝑁 𝑁 |  1) 

(𝐵 , 𝑣 , 𝑁 ) → (𝑋, 𝑣, 𝑁 𝑁  1) 

(𝐷, 𝑣 , 𝑁 ) → (𝑋, 𝑣, |𝑁 𝑁 |  1) 

[47] 

(𝐷, 𝑣 , 𝑁 ) → (𝑋, 𝑣, 𝑁 𝑁  1)  

not given by [47] 

Scaled from cross section for (𝐷,  𝑣 ,  𝑁 ) → (𝑋, 

𝑣 , 𝑁 𝑁  ) by multiplying ratio of Hönl–

London factors in [48, 49] 
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 Code Benchmark 

The benchmark of the calculation code was carried out using conditions of thermal equilibrium. Since 

only the electron and proton collisional processes were considered for the rovibrational excitation and 

deexcitation, 𝑇   and 𝑇   should converge to the electron/ion temperatures to equalize the 

excitation and deexcitation fluxes when the calculation is continued for a sufficiently long time. The 

initial rovibrational population distribution was given by the Boltzmann distribution with 𝑇

𝑇  1000 K, and the other parameters were kept constant: 𝑛  1016 m–3, 𝑛  1018 m–3 or 

𝑛  1018 m–3, and 𝑇  10 eV or 𝑇  10 eV. The results of the calculation for the model 

considering the rovibrational excitation are shown in Fig. 3-6. Figs. 3-6(a)–(c) show the results for the 

model considering only the electron collisional processes, and Figs. 3-6(d)–(f) show those for the 

model considering only the proton collisional processes. The temporal variation of the rotational 

population is shown in Figs. 3-6(a) and (d), and that of the vibrational population is shown in 

Figs.  3-6(b) and (e). The temporal variations of 𝑇  and 𝑇  are shown by black and green lines, 

respectively, in Figs. 3-6(c) and (f). Note that the calculations considering only the electron collisions 

converge more rapidly because of the larger excitation rates. It was confirmed that the vibrational 

temperature 𝑇   approached 10 eV, the value of 𝑇   or 𝑇   set for both models, but 𝑇  

approached a temperature lower than 10 eV. The latter is due to the selection rules of Δ𝑁  0 or 2, 

and 𝑇  derived for the population densities with odd or even 𝑁 converged to 10 eV. The model 

considering the electronic excitation was verified by comparison with the result of a collisional-

radiative model [37]. The sum of the populations for B, B′, C, and D states was comparable to the 

population of the 𝑒  state. 
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Fig. 3-6. Temporal variations of (a), (d) rotational population divided by the multiplicity, (b), (e) 

vibrational population, and (c), (f) 𝑻𝐯𝐢𝐛
𝑿  (black) and 𝑻𝐫𝐨𝐭

𝑿𝒗 𝟎 (green) for the model considering 

the rovibrational excitation. Only the electron collisional processes are considered (𝒏𝐩  0) in 

(a)–(c), and only the proton collisional processes are considered (𝒏𝐞  0) in (d)–(f). 

  

n H
2 (

X
 0

 N
) 

/ g
N
 g

as
N
 [

m
-3

]
te

m
pe

ra
tu

re
 [

x1
03  K

]

n H
2 (

X
 0

 N
) 

/ g
N
 g

as
N
 [

m
-3

]
te

m
pe

ra
tu

re
 [

x1
03  K

]



 

35 

 Calculation Results of Collisional Increase in Rotational Temperature 

The increase in 𝑇   was calculated for spatially uniform profile of 𝑛 𝑙  , 𝑛 𝑙  , 𝑇 𝑙  , and 

𝑇 𝑙 , and the dependences of the increase on the parameters and processes were examined. The results 

of the calculation are shown in Fig. 3-7. The left and right columns are the results of the model 

considering the electron and proton collisional processes separately, respectively. The dependences on 

(a) 𝑛 , (b) 𝑇 , and (c) 𝑇 , and those on (d) 𝑛 , (e) 𝑇 , and (f) 𝑇  are shown in Fig. 3-7. The 

values of the fixed parameters were set to 𝑛  1018 m–3, 𝑛  1018 m–3, 𝑇  10 eV, 𝑇  10 eV, 

and 𝑇  500 K. The increase in 𝑇  is mostly sensitive and nearly proportional to 𝑛  and 𝑛 . 

The effect of 𝑇  is small, which originates from small variations of the cross sections for 𝑇  5 eV. 

For the proton collisional processes, the cross sections for pure rotational excitation are more than 10 

times larger than those for vibrational excitation when 𝑇  10 eV, and this results in the different 

effect of 𝑇   when 𝑇  10 eV from that when 𝑇  10 eV. The increase in 𝑇   due to the 

collisional processes is also insensitive to the value of 𝑇 . 

The effect of the processes on 𝑇  was compared for 𝑛  and/or 𝑛   1018–1020 m–3. 

Fig. 3-8 shows the dependences of the calculated 𝑇  at 𝑙  10 mm on 𝑛  and 𝑛 . The colors 

of the lines represent the results of the model considering the electron collision (blue), the proton 

collision (red), and both collisions (purple). The solid, dashed, and chain lines show the results of the 

model considering the rotational (Rot), rovibrational (wVib), and rovibronic (wEle) excitations and 

deexcitations, respectively. Among these reactions, the rovibronic and rovibrational transitions affect 

the increase in 𝑇  when the density exceeds 1019 m–3. 
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Fig. 3-7. Dependences of calculated 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 on (a) 𝒏𝐞, (b) 𝑻𝐞, and (c) 𝑻𝐰𝐚𝐥𝐥 and 𝒍 for the model 

considering electron collisional processes (𝒏𝐩  0), and the dependences on (d) 𝒏𝐩, (e) 𝑻𝐩, and 

(f) 𝑻𝐰𝐚𝐥𝐥 and 𝒍 for the model considering proton collisional processes (𝒏𝐞  0). The same color 

scale is used for the figures in the same row. 
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Fig. 3-8. Comparison of 𝒏𝐞 and 𝒏𝐩 dependences at distance 𝒍  10 mm. The colors of the lines 

show the calculation results using the model considering the electron collision (blue), the proton 

collision (red), and both collisions (purple). The solid, dashed, and chain lines show the 

calculation results using the model considering only rotational, rovibrational, and rovibronic 

excitations, respectively. 

 

3.5 Conclusion 

The collisional increase in the rotational temperature of hydrogen molecules in tokamak edge plasmas 

was modeled using rate equations considering electron and proton collisional excitation and 

deexcitation and spontaneous emission from the electronic excited state to the ground state. The 

calculation using this model shows a nearly linear increase in 𝑇  with 𝑛 , 𝑛 , and 𝑙. The other 

parameters, 𝑇 , 𝑇 , and 𝑇 , have no significant effect on the collisional increase in 𝑇 . By 

separately considering different processes in the calculations, it was shown that the electronic and 

vibrational transitions affect 𝑇   when 𝑛   or 𝑛   exceeds 1019 m–3. The measurements of 𝑛  , 

𝑛 , and 𝑙 are therefore required for the evaluation of the collisional increase in 𝑇 , and the model 

considering only pure rotational transitions is sufficient for the evaluation when 𝑛  and 𝑛  are less 

than 1019 m–3. 
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4 Thermometry of Plasma-Facing Surface using 

Rotational Temperature of Hydrogen Molecules 

Understanding collisional increase in rotational temperature of hydrogen molecules is required for the 

development of surface thermometry via Fulcher-α band spectroscopy. In the previous chapter, the 

electron and proton collisions and spontaneous emission that affect the increase in rotational 

temperature were evaluated, and a model including these processes was constructed. In this chapter, 

measurements of the rotational temperature in three tokamaks are reported. Then, the rotational 

temperature at the desorption location is deduced by evaluating the effect of the collisional increase 

using the model developed in Chapter 3. 

4.1 Experimental Setup 

 Experimental Devices 

The rotational temperature of hydrogen molecules was measured in three tokamaks: QUEST, LTX-β, 

and DIII-D. Their schematic illustrations are shown in Fig. 4-1. QUEST (Q-shu University Experiment 

with Steady-State Spherical Tokamak) is a spherical tokamak at Research Institute for Applied 

Mechanics, Kyushu University, whose major and minor radii are 0.64 and 0.46 m, respectively. LTX-

β (Lithium Tokamak Experiment Beta) is a spherical tokamak at the Princeton Plasma Physics 

Laboratory, USA, whose major and minor radii are 0.40 and 0.26 m, respectively. DIII-D (Doublet 

III-D) is a tokamak at General Atomics in San Diego, USA, whose major and minor radii are 1.7 and 

0.6 m, respectively.  

A tokamak device consists of a vacuum vessel and three types of magnetic field coil: toroidal 

field, poloidal field, and central solenoid coils, as shown in Fig. 4-1 and in the poloidal cross-sectional 

views of the devices in Fig. 4-2. QUEST has eight toroidal field coils with a total of 16 turns (see Fig. 

4-1(a)) and four pairs of poloidal field coils. The poloidal field and central solenoid coils are shown 

by the blue and gray boxes, respectively, in Fig. 4-2(a). The vacuum vessel and plasma-facing 

components are made of stainless steel. The plasma facing-components, called “hot walls”, are coated 

with atmospheric-plasma-sprayed tungsten (APS-W) and have heaters to control the surface 
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temperature [50]. LTX-β has 16 toroidal field coils with a total of 128 turns, shown in gray, and six 

pairs of poloidal field coils called yellow, green, orange, blue, red, and internal (purple) coils, shown 

with the corresponding colors in Fig. 4-2(b) [51]. The central solenoid coil is shown by the shaded 

box in Fig. 4-2(b). The plasma-facing components, called “shells”, are in the vacuum vessel, are made 

of 1-inch-thick copper clad with stainless steel on the plasma-facing side and are conformal with the 

last closed flux surface (LCFS). The lithium plasma-facing surfaces are provided by coating lithium 

on the shells using evaporators at two toroidal locations, and the heaters on the shells enable the liquid 

lithium surface to be maintained. DIII-D has 24 toroidal field coils with a total of 144 turns, 18 poloidal 

field coils, and a central solenoid coil (see Figs. 4-1(c) and 4-2(c)). The vacuum vessel is made of 

Inconel and armored with ATJ graphite or carbon fiber composite tiles. Most of the plasma-facing 

components are ATJ graphite, and carbon fiber composite tiles are used for particularly demanding 

applications [52]. 

 

 

Fig. 4-1. Schematic illustrations of (a) QUEST, (b) LTX-β, and (c) DIII-D [53]. 
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Fig. 4-2. Poloidal cross sections of (a) QUEST, (b) LTX-β, and (c) DIII-D [54]. Toroidal coils are 

shown in gray in (b) and in green in (c). Poloidal coils are shown by blue boxes in (a), in colors 

corresponding to their name in (b), and by orange boxes in (c). The central solenoid coil is in the 

center stack, shown by gray box in (a), shaded box in (b), and blue boxes in (c). For QUEST, hot 

walls and radiation shields are in the vessel and made of atmospheric-plasma-sprayed tungsten 

(APS-W) and stainless steel, respectively. The hot walls have heaters to control the wall 

temperature. For LTX-β, shells are plasma-facing components, are made of 1-inch-thick copper 

clad with stainless steel on the plasma-facing side, and are coated with lithium. They have 

heaters to provide a liquid lithium surface. For DIII-D, the divertor target is made of ATJ 

graphite, and the surface temperature is changed by heat from the plasma. 
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 Plasma Discharges 

The temporal evolutions of the parameters for typical discharges used in this work are shown for the 

three devices in Fig. 4-3. The magnetic equilibria of these plasmas are shown by contour plots in Fig. 

4-4, and thick gray lines show the LCFSs. The LCFSs are tangential to the wall in QUEST and LTX-

β, known as a limiter configuration. In DIII-D, a divertor configuration is employed. For all the devices, 

the toroidal magnetic field is generated by the toroidal field coils and was kept almost constant as 

shown in the first row of Fig. 4-3. In QUEST, the plasma current was driven by a 28 GHz microwave 

(electron cyclotron resonance heating: ECH) and the superposition of the vertical magnetic field by 

poloidal field coils [55]. The temporal evolutions of the poloidal field coils currents and the power 

meter for the ECH system are shown in the second and third rows of Fig. 4-3(a), respectively. In LTX-

β, the plasma current is induced by changing currents of the central solenoid coil, and the plasma shape 

is controlled by the poloidal field coils (see the third and second rows of Fig. 4-3(b), respectively). In 

DIII-D, the plasma current was driven by the ohmic solenoid and neutral beam injection (NBI), as 

shown in the third row of Fig. 4-3(c). The second row of Fig. 4-3(c) shows the radial position of the 

outer strike point, which is the intersection of the separatrix and divertor target plate, and shows the 

temporal evolution of the magnetic configuration.  

The surface temperatures of the plasma-facing components were measured with 

thermocouples in QUEST and LTX-β and by IR thermography in DIII-D. In QUEST and LTX-β, the 

spatial variation of the surface temperature is expected to be small, because they were heated for a 

sufficiently long time to make the distribution of the surface temperature uniform and because the heat 

fluxes from plasmas are small. Thus, the temperatures measured with thermocouples were regarded as 

those at the measurement points of the rotational temperatures. In DIII-D, the surface temperatures 

measured by IR thermography were used because the change in the emissivity, the radiation intensity 

ratio to the black body, is expected to be small. In QUEST, four thermocouples on the hot walls were 

used, as shown by blue diamonds in Fig. 4-4(a). Two thermocouples were used in LTX-β and were 

mounted in the stainless steel tubes which are welded to the shell, are on the outboard side, and are 

exposed to plasma. In DIII-D, the spatial distribution of the surface temperature of the lower divertor 
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target plate was measured with an IR camera directed at the lower divertor. The field of view is shown 

in blue in Fig. 4-4(c). 

The electron density and temperature were measured with probes and/or by Thomson 

scattering. In QUEST, the radial profiles of 𝑛  and 𝑇  were measured in the outboard midplane by 

Thomson scattering [56], and the measurement positions are shown by green squares in Fig. 4-4(a). 

In LTX-β, a probe on the inboard side of the shells was used, which is shown by red circle in Fig. 

4-4(b). In DIII-D, both methods were used, and the measurement positions of probes and Thomson 

scattering are shown by red circles and green squares, respectively in Fig. 4-4(c). Materials of the 

plasma-facing components, the surface temperature, and the plasma parameters are summarized in 

Table 4-1. 
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Fig. 4-3. Temporal evolutions of discharge parameters for (a) QUEST, (b) LTX-β, and (c) DIII-D. Unshaded areas show the times when the 

spectroscopic data was taken. (First row) Toroidal field coil currents (TF coils) or toroidal field (𝑩𝝋). (Second row) Poloidal field coil currents (PF 

coils) or radial position of outer strike point (𝑹𝐬𝐞𝐩). The colors of the lines for (b) correspond to the names of the coils. (Third row) Heating power. 

The signal of power meter for ECH system, the current of the central solenoid coil used for ohmic heating (OH), and the power of ohmic heating and 

neutral beam injection (NBI) are shown for (a), (b), and (c), respectively. (Bottom row) plasma current 𝑰𝐩. 
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Table 4-1. Discharge parameters for QUEST, LTX-β, and DIII-D. 𝒏𝐞 and 𝑻𝐞 are the electron density and temperature, respectively, in edge 

plasmas. Values of proton density 𝒏𝐩 and temperature 𝑻𝐩, atomic density 𝒏𝐇, and molecular density 𝒏𝐇𝟐  were used for the calculation using the 

model described in Chapter 3. 𝒍 is the position or range of Fulcher-α band emission. 

 QUEST LTX-β DIII-D 

Shot numbers 
#43773, #43774, #43776,  
#43935, #43942, #43945 

#101749, #101763, #101865 #183555, #183557, #183558, #183561 

Plasma-facing surface 
Atmospheric-plasma-sprayed tungsten  

(APS-W) 
Stainless steel 

Lithium (solid and liquid) 
ATJ graphite  
Carbon fiber composite 

𝑇  [K] 370, 468 297, 466 400–500 

𝑛  [ 1018 m–3]  0.4 0.2–1.2 10–100 

𝑇  [eV] 5 20 10–20 

𝑛  [m–3] 𝑛   
(assumption)  

𝑛   
(assumption) 

𝑛   
(assumption) 

𝑇  [eV] 
𝑇 /2  

(empirical scaling from results in 
Chapter 5) 

𝑇 /2  
(empirical scaling in QUEST) 

𝑇  (simulation for D2 [57]) 

𝑛  [m–3] 
2 1016  
(measurement with ionization gauge) 

2 1016  
(based on measurements in QUEST) 

2×1019 (simulation for D2
 [57, 58]) 

𝑛  [m–3] 1016  
(measurement with ionization gauge) 

1016  
(based on measurements in QUEST) 

1019 (simulation for D2
 [57, 58]) 

𝑙 [m] 0.38–0.57 0.03 0.01 (measured for D2) 
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Fig. 4-4. Magnetic equilibria and the spectroscopic systems used for (a) QUEST, (b) LTX-β, and (c) DIII-D. Viewing chords are shown in purple. 

The measurement positions of Thomson scattering and probes are shown by green squares and red circles, respectively. Note that the green 

squares in (a) are shifted upward to avoid overlap with the other markers.  
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 Spectroscopic System 

For the measurement of the rotational temperature of hydrogen molecules, the emission from plasmas 

was collected by using optical fibers and lenses, and dispersed by using a spectrometer. Fig. 4-4 shows 

schematic illustrations of the spectroscopic systems used to measure the Fulcher-α emission lines of 

hydrogen molecules (600–608 nm) in the three devices. Each spectroscopic system consists of optical 

fibers, a spectrometer, and a CCD camera. The optical fibers were used with collimators and emission 

collected from plasmas. The collected emission entered the spectrometer through an entrance slit, and 

the dispersed spectra were recorded on the CCD camera. 

For QUEST, 16 optical fibers from two optical fiber bundles were used. Each optical fiber 

bundle consisted of 15 optical fibers with a core diameter of 0.25 mm and was used with an achromatic 

lens (Edmund Optics, TS achromatic lens 15x15 MGF2; 15 mm focal length, 14 mm diameter). The 

fibers were connected to a Czerny–Turner spectrometer (Acton Research, AM-510; 1 m focal length, 

F/8.7, 1800 grooves/mm grating), and the spectra were recorded on a CCD camera (Andor Technology, 

DU440-BU2; 2048  512 pixels and 13.5 μm square pixels).  

For LTX-β, two optical fibers with a core diameter of 0.6 mm were used with reflective 

collimators (Thorlabs, RC04SMA-F01; 15 mm focal length, clear aperture of 11 mm diameter). The 

optical fibers were connected to a lens-based spectrometer [59] that consisted of two camera lenses 

for collimating and focusing (Canon 200 mm f/1.8 EF) and a grating with 2160 grooves/mm. An 

electron-multiplying CCD camera (Princeton Instruments, ProEM 512; 512  512 pixels and 16 μm 

square pixels) was used to record the spectra [59].  

For DIII-D, six optical fibers, part of the Multi-chord Divertor Spectrometer (MDS) system 

[60], with a core diameter of 0.6 mm were set with a lens to observe emission near the divertor, and 

one of them was used. The fibers were connected to a Czerny–Turner spectrometer (McPherson 

Corporation, Model 209; 1.33 m focal length, F/11.6, and 1200 grooves/mm grating) [60]. The 

dispersed spectra were recorded on an intensified CCD camera (Princeton Instruments, PI-MAX4 

1024i; 1024  1024 pixels and 12.8 μm square pixels). 
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The viewing chords are shown in purple with the poloidal cross-sectional views of the 

devices in Fig. 4-4. In QUEST, the viewing chords were aligned on the midplane, and the distances of 

the viewing chords from the center of the device 𝜂 are shown by purple markers. The diameters of 

the viewing chords were approximately 30 mm at the point where the distance from the center of the 

vessel is shortest. In LTX-β, two viewing chords were aligned horizontally to observe the emission 

from hydrogen molecules near the inboard side of the shells. The diameters of the viewing chords 

were approximately 30 mm on the shells. In DIII-D, the viewing chord named L6, which is shown by 

a purple line, was used. The diameter of the viewing chord was approximately 20 mm on the divertor.  

Since the CCD cameras record the intensity of each pixel, calibration processes are required 

to convert the position of each pixel and the recorded intensity into the wavelength and radiometric 

quantity, respectively. The wavelength was calibrated by using known emission lines from a lamp. For 

the systems in QUEST and LTX-β, a He–Ne discharge tube and a mercury and neon lamp were used, 

respectively. For the system in DIII-D, the relationship between the wavelength and the pixels was 

derived from a measurement of spectra from a lamp. Sensitivity was calibrated by using a light source 

with known radiometric quantities. A xenon standard lamp (Hamamatsu Photonics, L7810-02) and a 

diffuse reflectance plate (Labsphere, SRT-99-050) were used for the system in QUEST. A uniform 

radiance source (Labsphere, Helios) was used for the system in LTX-β. For the system in DIII-D, a 

uniform radiance source (Optronics) was used. 

The dispersed spectrum has a broadened profile even when monochromatic light enters a 

spectroscopic system. This profile is called an instrumental function. The instrumental functions of 

the systems were regarded as Gaussian functions, and their FWHMs were approximately 0.07, 0.07, 

and 0.04 nm for the systems in QUEST, LTX-β, and DIII-D, respectively. 

In QUEST, the measurements were conducted at 𝑇  370 and 468 K with the other 

parameters fixed. In LTX-β, the spectra were measured at 𝑇  297 and 466 K, below and above 

the melting point of lithium of 453.65 K. The dependence of 𝑇  on 𝑛  was also observed by 

changing 𝑛   temporally. The electron temperature 𝑇   was nearly constant. In DIII-D, 𝑇  , 𝑛  , 

and 𝑇  were varied temporally, and the ranges of the values are shown in Table 4-1. 
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4.2 Experimental Results 

 Fulcher-α Band Emission Spectra of Hydrogen Molecule 

The Fulcher-α band consists of lines produced by the transition from the d 3Πu state to the a 3Σg
+ state, 

and the transition contains those between various rovibrational states. The vibrational and rotational 

states of the upper states are represented with the quantum numbers 𝑣  and 𝑁’, and those of the lower 

states are represented with 𝑣  and 𝑁’’, respectively. In particular, the transition between the same 

rotational states, i.e., 𝑁 𝑁  , is called the Q-branch, and those for 𝑁 𝑁  1, 2, 3… are 

denoted as Q1, Q2, Q3…, respectively. The calculated Q-branch spectra of four vibrational bands 

(𝑣 𝑣  0, 1, 2, 3) for 𝑇  5000 K and 𝑇  500 K (corresponding to 𝑇  1000 K) are 

shown in Fig. 4-5. The FWHM of the spectra was set at 0.05 and 10 nm for Figs. 4-5(a) and (b), 

respectively. In the former case, each rotational line is resolved as shown in Fig. 4-5(a). On the other 

hand, in the latter case, each rotational line is not resolved and rotational lines belonging to different 

vibrational bands are superposed as shown in Fig. 4-5(b). Therefore, a wavelength resolution of ~ 0.05 

nm is required for the measurement of the rotational temperature. 

The Q-branch rotational lines belonging to vibrational band 𝑣 𝑣  0 were measured in 

the three devices. The measured spectra and their central wavelengths are respectively shown by black 

markers and blue vertical lines in Fig. 4-6. The latter were identified using a data table [61]. 
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Fig. 4-5. Fulcher-α band spectra calculated for 𝑻𝐯𝐢𝐛
𝒅  5000 K and 𝑻𝐫𝐨𝐭

𝒅𝒗  500 K (corresponding 

to 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎  1000 K), and the FWHM of the spectra set at (a) 0.05 nm and (b) 10 nm. Up to seven 

lines of Q-branches are plotted for four vibrational bands (𝒗 𝒗  0, 1, 2, 3). The inset of (a) 

shows an enlarged view of vibrational band 𝒗 𝒗  0. The shaded regions with dashed lines 

in (b) show the spectra for each vibrational band and the solid line in (b) shows the sum of the 

vibrational bands. 

 

 

 

(a) FWHM: 0.05 nm (b) FWHM: 10 nm 
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Fig. 4-6. Spectra measured in (a) QUEST, (b) LTX-β, and (c) DIII-D. Black markers and vertical 

blue lines show the measured spectra and the central wavelength for the lines of the Fulcher-α 

band (Q-branch, 𝒗 𝒗  0), respectively.  
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 Evaluation of Rotational Temperature  

The rotational temperature was estimated from the relative intensity of the measured spectra using the 

coronal model. The Einstein A coefficient for Fulcher-α band 𝐴 𝑑𝑣 𝑁 ,𝑎𝑣 𝑁  is expressed as 

 𝐴 𝑑𝑣 𝑁 ,𝑎𝑣 𝑁
16𝜋 𝜈
3𝜀 ℎ𝑐

|𝑅 | 𝑞
𝑆
𝑔

, (4-1) 

where 𝜀  is the permittivity, 𝜈 is the frequency of transition, 𝑅  is the electronic transition moment, 

𝑞  is the Franck–Condon factor, 𝑆  is the Hönl–London factor, and 𝑔  is the multiplicity of 

the rotational state. The Hönl–London factor 𝑆  is given by 2𝑁 1 /2 for the Q-branch of 

the Fulcher-α band, and 𝑔  is 2𝑁 1  [48, 49]. When the rotational population distribution of 

the upper state 𝑛 𝑑𝑣 𝑁  is given by the Boltzmann distribution with 𝑇  , 𝑛 𝑑𝑣 𝑁  follows 

the relation shown by Eq. (3-2). In other words, 𝑛 𝑑𝑣 𝑁  can be expressed as 

 ln
 𝑛 𝑑𝑣 𝑁  

𝑔 𝑔

𝐹 𝑣 ,𝑁

𝑘 𝑇
const. (4-2) 

The measured emissivity of each line is divided by 𝑔 𝑔  and 𝑆 /𝑔  with the latter being a 

component of the Einstein A coefficient and depends on the rotational state. The rotational temperature 

for the d state can be obtained from the slope of the logarithmic plot on the left-hand side of Eq. (4-2) 

versus the rotational energy 𝐹 𝑣 ,𝑁 . This plot is called a Boltzmann plot. 

The population distribution for 𝑣  0 and 𝑁  1–5 states of the d state is derived from 

the emissivity of the rotational line spectra using Eq. (2-5). In QUEST, the radial profiles of Q1–Q5 

line emissivities were evaluated assuming their toroidal symmetry. Firstly, the measured Q1–Q5 line 

spectra were fitted to Gaussian functions as shown by the magenta line in Fig. 4-7(a), and the chord-

integrated radiance 𝐼   of each line was derived. The measured 𝐼   values are plotted versus the 

tangency radius of the viewing chord 𝜂  and are shown by markers in Fig. 4-9(a). Then, their 

continuous 𝜂 -directional profiles were evaluated by fitting to sigmoid functions, which well 

reproduce the 𝜂-dependence of the measured 𝐼  in the region of interest 𝜂  0.7 m. The fitted 𝐼  

profiles are shown by lines in Fig. 4-9(a). Next, the radial profiles of emissivity were derived from the 

fitted 𝐼  profiles by Abel inversion: 
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 𝜀 𝑅
1
𝜋

1

𝜂 𝑅

𝑑𝐼 𝜂
𝑑𝜂

𝑑𝜂, (4-3) 

where 𝜀, 𝐼 , and 𝑅  are the emissivity, measured radiance, and outer boundary of the emission, 

respectively (see Fig. 5-12). Lastly, the radial population distribution of the d state was derived from 

the emissivity profile. For the spectra measured in LTX-β and DIII-D, the emissivities of Q1–Q5 lines 

were evaluated assuming single point emissions because the Fulcher-α emission is localized near the 

plasma-facing walls owing to larger spatial gradients of 𝑛  and 𝑇 . The Q1–Q5 line spectra measured 

in LTX-β were fitted to Gaussian functions as shown by the magenta line in Fig. 4-7(b). For the spectra 

measured in DIII-D, Zeeman splitting was observed in the Q1 line spectrum (Fig. 4-8(a)) because of 

the magnetic field (~2 T) being larger than that of the other two devices, and a symmetric triple 

Gaussian function was used to approximate the spectrum. Additionally, the Q3 line spectrum 

overlapped with the other lines, one of which was a hydrogen molecular line at 603.1465 nm. Three 

overlapping lines were assumed, and the Q3 line spectrum was separated as shown in Fig. 4-8(b). The 

other line spectra were fitted to Gaussian functions as shown by magenta line in Fig. 4-7(c).  

The localization of the Fulcher-α emission in LTX-β and DIII-D was confirmed by 

wavelength-filtered camera images. In LTX-β, the wavelength-integrated irradiance at 𝑧 0.176 m, 

corresponding to the height of the viewing chord, was evaluated from the camera image (Fig. 4-10(a)) 

as shown in Fig. 4-10(b). The irradiance is localized and peaks near the wall. Since the peak position 

of the emissivity was expected to be  30 mm (  10 px) away from the shell surface, the Fulcher-α 

emission was approximated as a point source at a distance of 0.03 m from the shell surface. In DIII-

D, the emissivity distribution in a poloidal plane was reconstructed from the camera image as shown 

in Fig. 4-11(a). The emissivity profile along the adopted viewing chord (L6) as a function of 𝑧 was 

calculated as shown in Fig. 4-11(b). The reconstructed emissivity is localized near the outer target 

plate, and the Fulcher-α emission was approximated as a point emission at a distance of 0.01  m from 

the surface of the target plate, where the emissivity has a peak. 

The rotational temperature for the d state was derived from the relative intensities of the Q1–

Q5 lines. Fig. 4-12 shows examples of Boltzmann plots for the three devices. The measured values 

(markers) were fitted to the black line, and the rotational temperature 𝑇   was estimated from the 



 

53 

slope of the fitted line. The estimated 𝑇  was converted to 𝑇  assuming the following three 

conditions [62]: 

・ The rotational population distribution of the electronic and vibrational ground state 𝑛 𝑋0𝑁  

is given by the Boltzmann distribution. 

・ The coronal model is applicable to the d state. 

・ No change in rotational state occurs through the electron collisional excitation from the X state 

to the d state 𝑁 𝑁 , and the excitation cross sections are equal for all the rotational states.  

Note that the last assumption agrees with |Δ𝑁|  1 for the electronic excitation processes assumed in 

Chapter 3, since the transition with |Δ𝑁|  1 is forbidden between the X state and the d 3Πu
– state, 

which is the upper state for Q-branches of the Fulcher-α band. Thus, the population distribution of the 

d state is expressed as 

 𝑛 𝑑𝑣 𝑁 ∝ 𝑛 𝑋0𝑁 𝐶  𝑔 𝑔 exp
𝐹 0,𝑁
𝑘 𝑇

, (4-4) 

and the distribution 𝑛 𝑑𝑣 𝑁  also follows the Boltzmann distribution. This leads to the following 

relation: 

 𝑇
𝐹 0,𝑁
𝐹 0,𝑁

𝑇
𝐵 𝑑
𝐵 𝑋

𝑇 , (4-5) 

where the rotational energy 𝐹 𝑣,𝑁 𝐵  𝑁 𝑁 1  is assumed, and 𝐵 𝑋  and 𝐵 𝑑  are the 

rotational constants for the X and d states, respectively. The ratio of the rotational constants 

𝐵 𝑑 /𝐵 𝑋  is approximately 0.5 [33]. 
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Fig. 4-7. Fitting of spectra measured in (a) QUEST, (b) LTX-β, and (c) DIII-D. Black markers 

and magenta lines show the measured spectra and those fitted to Gaussian functions, 

respectively. Gray boxes show the fitting range. For the Q3 line of DIII-D, the three 

overlapping lines were assumed to separate the Q3 line spectrum (see Fig. 4-8). Blue solid 

and dashed lines show the separated Q3 line spectrum and the other line spectra, respectively. 
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Fig. 4-8. Enlarged spectra near the central wavelength of (a) Q1 and (b) Q3 lines measured in 

DIII-D. For Q1 line, broadening by Zeeman splitting was observed. For Q3 line, the three 

overlapping lines were separated by fitting to a triple Gaussian function. The separated Q3 line 

spectrum and the other line spectra are shown by blue solid and dashed lines, respectively. 
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Fig. 4-9. (a) Chord-integrated radiance 𝑰𝐀 and (b) emissivity 𝜺 of the Q1–Q5 lines evaluated 

from the spectra measured in QUEST. The data in the shaded ranges was not used for the 

analysis. 
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Fig. 4-10. (a) Irradiance distribution of Fulcher-α band measured in LTX-β with a wavelength-

filtered camera (602.36 nm central wavelength and 2.43 nm FWHM) for 𝑻𝐰𝐚𝐥𝐥  297 K (solid 

lithium surface). (b) Irradiance distribution along chord 5, the horizontal solid line shown in (a), 

considering the width of the chord shown by the horizontal dashed lines. The viewing chords in 

the range of 0–3 horizontal pixels are disturbed by the edge of the window and those in the range 

of 56–60 horizontal pixels are terminated by the center stack. 

 

 

Fig. 4-11. (a) Emissivity distribution of Fulcher-α band obtained in DIII-D from inversion of a 

wavelength-filtered camera image (601.8 nm central wavelength and 2.8 nm FWHM). (b) 

Emissivity distribution along viewing chord L6 as a function of 𝒛.  
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Fig. 4-12. Boltzmann plots for the measured emissivity in (a) LTX-β, (b) QUEST, and (c) DIII-

D. The emissivity at 𝑹  0.9 m was used for (a). For (b) and (c), the plots were derived from the 

spectra in Fig. 4-7.  
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 Estimation of Plasma-Facing Surface Temperature 

Surface effects and the effects of collisional-radiative processes in plasmas on 𝑇  were examined 

by measurements in the three tokamaks. The rotational temperature 𝑇  was measured near the 

plasma-facing walls whose surface temperatures are changeable: the hot walls (APS-W), the inboard 

side of the shells (lithium), and the outer divertor (ATJ graphite) for QUEST, LTX-β, and DIII-D, 

respectively. 

In QUEST, the spatial profiles of 𝑇   were evaluated and compared with those 

calculated using the model described in Chapter 3. The evaluated radial profiles of 𝑇  are shown 

by solid lines in Fig. 4-13(c). The 𝑙-axis was defined as perpendicular to the hot wall as illustrated in 

Fig. 4-4(a), with 𝑙 equal to the distance from the hot wall, i.e., 𝑙  0 on the surface. The evaluated 

radial profiles of 𝑇  in the range of 𝑅  0.7–1.0 m were converted to 𝑙-directional profiles in 

the range of 𝑙   0.38–0.57 m. Monotonic increases in 𝑇  with 𝑙 were observed for the two 

𝑇  values and compared with those calculated using the model. Figs. 4-13(a) and (b) shows the 𝑙-

directional profiles of 𝑛  and 𝑇  used for the calculation (lines), which were given on the basis of 

their radial profiles measured by Thomson scattering (markers) in the range of 𝑅  0.73–1.09 m. The 

𝑙 -directional profile of 𝑛   was approximated by a linear function of 𝑙 , and that of 𝑇   was 

approximated by a constant because of the small radial gradient of 𝑇  and the small 𝑇  dependence 

on the calculation results as shown in Subsection 3.4.4. The values for the other plasma parameters 

were determined from experimental results and are summarized in Table 4-1. The calculation was 

conducted at the same 𝑇  values as the measurement, and the initial values 𝑇 𝑙 0  were 

set at 𝑇 . The calculation results are shown by dashed lines in darker colors in Fig. 4-13(c). Since 

the calculated 𝑇   are smaller than the measurements by approximately 450 K, 𝑇   was 

recalculated with the initial values 𝑇 𝑙 0  increased by 454 K. The results are plotted with the 

dashed lines in lighter colors in Fig. 4-13(c). For both 𝑇  values, the calculated increases in 𝑇  

with 𝑙  have comparable magnitudes to the measured increases. An increase in 𝑇   with 𝑇  

was also observed. The difference between the measured 𝑇  near the hot wall of  150 K is close 
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to that between the predetermined hot wall temperatures of 98 K. These results suggest that the 

increase in 𝑇  in the plasma is due to the collisional-radiative processes and that 𝑇  affects 

𝑇  near the plasma-facing wall. The difference of 454 K between estimated 𝑇 𝑙 0  and 

𝑇   may be attributable to the effect of the rovibrational excitation accompanying the surface 

recombination [36]. 

In LTX-β, 𝑇   was observed for different 𝑛   and 𝑇   values. The 𝑙 -axis was 

defined in the radial direction with the same height as chord 5, and its origin was on the surface of the 

shell (see Figs. 4-4(b) and 4-10(b)). The rotational temperature 𝑇  evaluated at 𝑙  0.03 m is 

plotted by markers in Fig. 4-14(b) and is higher than 𝑇  for all conditions. They were compared to 

those calculated to estimate the increase with 𝑙. Two types of 𝑛  profile were used for the calculation, 

as shown by magenta lines in Fig. 4-14(a), and they are given on the basis of 𝑛  measured with the 

probe. A constant 𝑇   was assumed since its variation was small. The values for the other plasma 

parameters were determined on the basis of measurements in QUEST because of the similar size of 

the device and similar values of 𝑛  and 𝑇  (see Table 4-1). The calculation was conducted at the 

same 𝑇  values as the measurement, and the initial values 𝑇 𝑙 0  were set at 𝑇 . The 

calculation results are shown by dashed lines in darker colors in Fig. 4-14(b), which are smaller than 

the measurement results by  450 K. Then, they are plotted versus 𝑛  in Fig. 4-15. Increases in 

𝑇   with 𝑛   were observed for both the measurement and calculation results. The calculation 

results are smaller than the measurement results by 456 K, and the difference is comparable to that 

observed in QUEST. Therefore, 𝑇   were recalculated with the initial values 𝑇 𝑙 0  

increased by 456 K, and the results are plotted by dashed lines in lighter colors in Figs. 4-14 (b) and 

4-15. Assuming 𝑇 𝑙 0 𝑇  450 K, as observed in QUEST, the increase in 𝑇  with 

𝑛  is comparable to the increase due to collisional-radiative processes. 

In DIII-D, 𝑇   was observed for different 𝑛  , 𝑇  , and 𝑇   values. The 𝑙 -axis was 

defined as perpendicular to the divertor target as illustrated in Figs. 4-4(c) and 4-11(b), with 𝑙 equal 

to the distance from the divertor target. The rotational temperature 𝑇  evaluated at 𝑙  0.01 m is 

plotted by markers in Fig. 4-16 in colors corresponding to 𝑛  measured with probes or by Thomson 
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scattering. The measured 𝑇   were higher than 𝑇   for all conditions, and the differences 

between the measured 𝑇  and 𝑇  are largest among the three tokamaks. The increase with 𝑙 

was estimated by comparing the measurement results to the calculation results. Constant 𝑛  and 𝑇  

were assumed because small spatial variations were expected where 𝑙  0.01 m, and their values were 

determined from those measured with the probes and by Thomson scattering. Note that the values of 

𝑇  and 𝑇  were set at multiples of 5 eV because of the small dependence of the calculation results on 

them. The values of the other parameters were determined from simulations [57, 58] and are 

summarized in Table 4-1. The calculation was conducted at the same 𝑇  values as the measurement 

with 𝑇 𝑙 0  set at 𝑇 . The calculation results are shown by dashed and chain lines in Fig. 

4-16. The shading shows the uncertainty originating from that for 𝑛 . Note that 𝑇  calculated 

with 𝑛  1018 m–3 may be underestimated because the effects of atomic collisional processes ignored 

in this model are expected to be comparable to those of proton collisional processes. The calculated 

increase in 𝑇  due to the collisional-radiative processes is larger than those for the other two 

tokamaks owing to the larger 𝑛  , which is consistent with the larger differences in the measured 

𝑇  from 𝑇 . The calculated collisional increases match the measured increases within a factor 

of three. This difference between the calculation and measurement may become small by determining 

the location of emission more precisely and calculating the increase considering the spatial distribution 

of 𝑛 . The increase in 𝑇  with 𝑇  was not observed. 

The little dependence of 𝑇   on the surface material is implied from the results in 

QUEST and LTX-β. The plasma-facing walls of the three tokamaks are made of different materials as 

shown in Table 4-1. The increase due to the surface recombination is expected to be comparable (  

450 K) in QUEST and LTX-β. The increase in DIII-D can be evaluated by improving the estimation 

of the increase in 𝑇  due to the collisional-radiative processes, which will help to examine the 

dependence on the surface material.  
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Fig. 4-13. Measurement and calculation results in QUEST. (a) 𝒏𝐞, (b) 𝑻𝐞, and (c) 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 plotted 

versus (top) 𝑹 and (bottom) 𝒍. Markers in (a) and (b) show the values measured by Thomson 

scattering for both 𝑻𝐰𝐚𝐥𝐥  conditions. Lines show the profiles used for the calculation. (c) 

Comparison of measured and calculated 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 plotted versus 𝒍. Lines in red correspond to the 

calculation or measurement results for the higher 𝑻𝐰𝐚𝐥𝐥, and those in blue correspond to the 

results for the lower 𝑻𝐰𝐚𝐥𝐥. The solid and dashed lines respectively show the measured 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 

and that calculated considering only the rotational excitation/deexcitation processes. The dashed 

lines shown in darker and lighter colors represent 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 calculated with 𝑻𝐫𝐨𝐭

𝑿𝒗 𝟎 𝒍 𝟎 𝑻𝐰𝐚𝐥𝐥 

and 𝑻𝐰𝐚𝐥𝐥  454 K, respectively. 
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Fig. 4-14. Measurement and calculation results in LTX-β. (a) Measured and interpolated 𝒏𝐞 

versus 𝒍𝐰𝐚𝐥𝐥. Markers show the 𝒏𝐞 measured with the probe, and their colors indicate 𝑻𝐰𝐚𝐥𝐥 

values. Lines show the profiles used for the calculation. (b) Comparison of measured and 

calculated 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 plotted versus 𝒍. Lines and markers in red correspond to the calculation or 

measurement for higher 𝑻𝐰𝐚𝐥𝐥 , and those in blue correspond to those for lower 𝑻𝐰𝐚𝐥𝐥 . The 

markers show the measured 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎. The dashed lines show 𝑻𝐫𝐨𝐭

𝑿𝒗 𝟎 calculated considering only 

the rotational excitation/deexcitation processes. Those in darker and lighter colors represent 

𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 calculated with 𝑻𝐫𝐨𝐭

𝑿𝒗 𝟎 𝒍 𝟎 𝑻𝐰𝐚𝐥𝐥 and 𝑻𝐰𝐚𝐥𝐥  456 K, respectively. 

 

(a) 

(b) 
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Fig. 4-15. Comparison of measured and calculated 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 at 𝒍  0.03 m plotted versus 𝒏𝐞 in 

LTX-β. Lines and markers in red correspond to the calculation or measurement results for 

higher 𝑻𝐰𝐚𝐥𝐥 , and those in blue correspond to the results for the lower 𝑻𝐰𝐚𝐥𝐥 . The measured 

𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 is represented by markers and plotted versus 𝒏𝐞 measured with the Langmuir probe. 

The dashed lines show 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 calculated considering only the rotational excitation, and those in 

darker and lighter colors represent 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 calculated with 𝑻𝐫𝐨𝐭

𝑿𝒗 𝟎 𝒍 𝟎 𝑻𝐰𝐚𝐥𝐥 and 𝑻𝐰𝐚𝐥𝐥  

456 K, respectively. 
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Fig. 4-16. Comparison of measured (markers) and calculated (lines) 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 plotted versus 𝒍 in 

DIII-D. The short dashed, chain, and long dashed lines show the 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 calculated considering 

only the rotational excitation (Rot), rovibrational excitation (wVib), and electronic excitation 

(wEle), respectively. 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 was calculated using 𝒏𝐞 and 𝑻𝐞 measured with probes in the (a) 

low- 𝒏𝐞 , and (b) high- 𝒏𝐞  cases. (c) Comparison of 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎  calculated using 𝒏𝐞  and 𝑻𝐞 

measured with probes (Probe) and by Thomson scattering (TS). 𝑻𝐫𝐨𝐭
𝑿𝒗 𝟎 was calculated using 𝒏𝐞 

and 𝑻𝐞 measured by TS for (d) and (e). 
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4.3 Conclusion 

For the development of surface thermometry, the effect occurring in the plasma on 𝑇   was 

separated from the measured 𝑇   by comparing it with 𝑇   calculated using the model 

described in Chapter 3. The Fulcher-α emission lines of hydrogen molecules (600–608 nm) were 

measured to estimate 𝑇   in three tokamaks with different plasma-facing materials: QUEST 

(atmospheric-plasma-sprayed tungsten), LTX-β (solid and liquid lithium), and DIII-D (ATJ graphite). 

The rotational temperature for the d state, 𝑇  , was derived from the relative intensity of the 

measured spectra, and 𝑇   was estimated using the ratio of molecular constants (𝐵 𝑑 /

𝐵 𝑋  0.5) [62]. For the evaluation of their dependences on 𝑇 , 𝑛 , and 𝑇 , thermocouples 

or IR thermography was used to measure 𝑇 , and probes and/or Thomson scattering was used to 

measure 𝑛   and 𝑇  . In QUEST, increases in 𝑇   with 𝑙  and 𝑇   were observed, and the 

measurement results agree well with the calculated profile when 𝑇 𝑙 0 𝑇  454 K. 

These results suggest that the collisional-radiative processes cause the increases in 𝑇   in the 

plasma and that 𝑇  near the plasma-facing wall depends on 𝑇 . In LTX-β, increases in 𝑇  

with 𝑛  and 𝑇  were observed. The results agree with the suggestion and imply the increase of 

 450 K on the surface. In DIII-D, 𝑇  was measured with various 𝑛 , 𝑇 , and 𝑇  values. The 

measured 𝑇  is consistent with the calculation results, which indicates the collisional increase in 

plasma. The effects of 𝑇  and the surface recombination on 𝑇  were unclear. The results in 

QUEST and LTX-β imply that the little dependence of 𝑇  on the surface material. These results 

show the increase in 𝑇  can be estimated from 𝑇 , and the evaluation of the surface effect may 

enable to estimate the absolute value of 𝑇 .  
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5 Flow Measurement of Impurity Ions in Edge Plasmas 

using Emission Spectroscopy with Multiple Viewing 

Chords 

5.1 Ion Flow in Edge Plasmas 

Impurity ions play an important role in the radiation cooling of plasmas near the plasma-facing walls. 

However, the accumulation of impurity ions in the core plasma causes radiation loss and dilution of 

the fuel, and reduces the fusion reaction rate. The measurement of impurity ion flow velocities in the 

edge plasma is important in understanding the impurity ion circulation through the core and edge 

plasmas. As reported in this chapter, a method of deriving radial profiles of the impurity ion flow was 

developed and applied to the three types of edge plasma. 

Impurity ions are generated in the divertor leg, enter in the core region, and are transported 

to the divertor as shown in Chapter 1. The structure of the edge plasma considered in this chapter can 

be approximately categorized into three regions: (i) SOL (scrape-off layer), (ii) X-point, and (iii) 

divertor leg. Fig. 5-1 shows the differences in the flow driving mechanisms in the three regions where 

the toroidal magnetic field and plasma current are directed in the counterclockwise and clockwise 

direction, respectively. The velocity of ions in the plasma can be expressed as the sum of the velocity 

components parallel and perpendicular to the magnetic field. The perpendicular flows are driven by 

the electric field and the gradient of the magnetic field, which are called 𝐸 𝐵 and 𝐵 ∇𝐵 drifts, 

respectively. A pressure gradient along the magnetic field line is generated by these drifts and drives a 

return parallel flow called Pfirsch–Schlüter flow to balance these drifts. These flows are schematically 

illustrated in Fig. 5-1. 

In the SOL (i), the 𝐵 ∇𝐵  drift is directed upward and generates a pressure gradient 

directed upward along the magnetic field line. This pressure gradient drives the Pfirsch–Schlüter flow, 

and its toroidal component is parallel to the plasma current, i.e., in the co-𝐼  direction. In the divertor 

leg (iii), the upward/downward 𝐸 𝐵 drift is driven by the electric field away from the separatrix. 

owing to the upward 𝐸 𝐵 drift, the Pfirsch–Schlüter flow in the co-𝐼  direction is driven by the 
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upward pressure gradient as shown in Fig. 5-1. In the region near the X-point (ii), the parallel flow is 

driven by both mechanisms; the Pfirsch–Schlüter flow is driven by 𝐵 ∇𝐵 and 𝐸 𝐵 drifts except 

at the X-point. 

 

 

Fig. 5-1. Driving mechanisms of impurity ion flows (i) in SOL, (ii) near X-point, and (iii) near 

divertor. Gray, red, and green arrows respectively show the magnetic field lines, drift, and flow 

driven in the plasma. 

 

  

(i) SOL 

(iii) Divertor leg 

(ii) X-point 

X-point 
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5.2 Spectral Profiles of Emission Lines 

The spectral profile of an emission line is characterized by the broadening and shift of the line. In the 

tokamak edge plasma, the broadening can be produced by three factors: natural, pressure, and Doppler 

broadenings. Natural broadening is caused by the time–energy uncertainty relation, and its FWHM is 

proportional to the Einstein A coefficient of the transition. For the CIII 2s3p (3P)–2s3s (3S) transition, 

the width is approximately 10–2 pm. Natural broadening is negligible since it is much smaller than the 

typical wavelength resolution of spectroscopic systems. Pressure broadening is caused by collisions 

between the emitting particles and the other particles and consists of collisional, resonance, and Stark 

broadenings. Collisional broadening is produced by collisions with neutral particles. Resonance 

broadening is produced by collisions with the particles of the same species as the emitting particles in 

the ground electronic state. Stark broadening is produced by collisions with charged particles. For the 

discharges in QUEST, contributions from the pressure broadening are estimated to be less than 10–2 

pm [63, 64] and negligible. Doppler broadening reflects the velocity distribution of the emitting 

particles. When a particle moves with velocity 𝑣, the wavelength of the emission line, 𝜆 , is shifted 

by Δ𝜆 𝜆 ∙ 𝑣/𝑐 , where 𝑐  is the speed of light. When the velocity distribution of the particles 

follows a Maxwell distribution, the distribution function can be expressed as 

 𝑓 𝑣,𝑇
𝑚

2𝜋𝑘 𝑇
exp

𝑚𝑣
2𝑘 𝑇

, (5-1) 

where 𝑇 and 𝑚 are the temperature and mass of the particle, respectively, and 𝑘  is the Boltzmann 

constant. Since the velocity of the particle causes the wavelength shift of the emission line, the spectral 

profile becomes the Gaussian profile  

 

𝑔 𝜆,𝑇
𝑐
𝜆

𝑚
2𝜋𝑘 𝑇

exp
𝑚𝑐
2𝑘 𝑇

Δ𝜆
𝜆

 

1

√2𝜋𝑤
exp

𝜆 𝜆
2𝑤

, 

(5-2) 

where 𝑤 𝜆 𝑘 𝑇/𝑚𝑐 .  

The spectral shift of the emission line can be produced by Doppler, Stark, and Zeeman shifts. 

The Doppler shift is produced by the velocity of the emitting particle. For particles with a mean 
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velocity 𝑣 , the velocity distribution can be expressed as the shifted Maxwell distribution 

 𝑓 𝑣,𝑇
𝑚

2𝜋𝑘 𝑇
exp

𝑚 𝑣 𝑣
2𝑘 𝑇

, (5-3) 

and the spectral profile can be expressed as  

 𝑔 𝜆,𝑇
1

√2𝜋𝑤
exp

𝜆 𝜆 Δ𝜆
2𝑤

, (5-4) 

where Δ𝜆 𝜆 ∙ 𝑣 /𝑐 is the Doppler shift. The Stark shift is produced by the interaction of the 

external electric field and the dipole moment of the emitting particle. The Zeeman shift is produced 

by the external magnetic field and the magnetic dipole moment of the emitting particle. These 

interactions shift the energies of the degenerated magnetic sublevels and produce wavelength splitting 

of the transitions among the magnetic sublevels. For the discharges in QUEST, the Stark and Zeeman 

shifts are negligible.   
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5.3 Experimental Setup 

 Experimental Simulation of Edge Plasmas using Three Types of 

Magnetic Configuration 

The impurity ion flow was measured by emission spectroscopy for three types of plasma simulating 

the three regions of the edge plasma. The three discharges were generated in QUEST at Research 

Institute for Applied Mechanics, Kyushu University (see Figs. 4-1(b) and 4-2(b)) by changing the 

magnetic configuration. Fig. 5-2 shows the magnetic flux surfaces of the three types of discharge 

plotted on the poloidal cross section of QUEST: (i) the inboard limiter configuration (IL), (ii) the 

inboard poloidal null configuration (IPN), and (iii) the open field configuration (toroidal electron 

cyclotron resonance (ECR)). Note that indices (i)–(iii) of the discharges correspond to those of the 

three regions in the edge plasmas shown in Fig. 5-1. The red and green lines show the last closed flux 

surfaces (LCFSs) and the resonance layer, respectively. The visible images of these discharges are 

shown in Fig. 5-3. Table 5-1 shows the parameters of the discharges. The toroidal velocities were 

measured during the flat-top phases. The LCFS for discharge (i) is limited onto the inboard limiter and 

that for discharge (ii) has an X-point at the inboard midplane. Discharge (iii) has no closed flux 

surfaces and has a vertically elongated cylindrical shape because of the heating at the resonance layer. 

The radial profiles of the electron density 𝑛  and temperature 𝑇  were measured at the midplane 

during the flat-top phase and are shown by markers in Fig. 5-4. For discharges (i) and (ii), they were 

measured by Thomson scattering. For discharge (iii), they were estimated from the measurement using 

probes on the upper and lower divertors. 
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Fig. 5-2. Magnetic flux surfaces of (i) IL, (ii) IPN, and (iii) toroidal ECR. Red and green lines 

show the LCFSs and the resonance layer, respectively. 

 

Fig. 5-3. Visible images of (i) IL, (ii) IPN, and (iii) toroidal ECR. 

(i) IL (ii) IPN (iii) Toroidal ECR 

Resonance layer LCFS 

(i) IL (iii) Toroidal ECR (ii) IPN 
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Fig. 5-4. Radial profiles of (a) electron density 𝒏𝐞 and (b) electron temperature 𝑻𝐞 measured 

in the three plasmas. Markers show the values measured by Thomson scattering for discharges 

(i) and (ii) and by those measured with probes for discharge (iii). Curves show the interpolation 

by a smoothing spline [65]. Long vertical lines show the positions of the inboard limiter and 

radiation shield. Dotted vertical lines show the position of the resonance layer for 28 GHz ECH 

in discharge (i) (IL Res. (2nd)), that for 8.2 GHz ECH in discharge (ii) (IPN Res. (1st) and (2nd)), 

and that for 8.2 GHz ECH in discharge (iii) (Toroidal ECR Res. (1st)).  
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Table 5-1. Parameters of (i) IL, (ii) IPN, and (iii) toroidal ECR discharges. tplasma is the plasma 

duration, and the time of the flat-top phase is shown in parentheses. The following plasma 

parameters are for the flat-top phase. PECH is the ECH power, Bφ is the toroidal field strength at 

the magnetic axis, and Ip is the plasma current. Rres, Raxis, and RLCFS are the radial positions of 

the resonance layer, magnetic axis, and LCFS, respectively. ne and Te are the electron density 

and temperature measured by Thomson scattering, respectively [56]. η is the tangency radius of 

each viewing chord, and its range is shown in each column. The number of viewing chords is 

also shown in parentheses. texp is the exposure time of the CCD. 

 (i) IL (ii) IPN (iii) Toroidal ECR 

Shot number 41176 37707 33681 

𝒕𝐩𝐥𝐚𝐬𝐦𝐚 [s] 1.3 
(0.2) 

15 
(15) 

--- 
(3) 

𝑷𝐄𝐂𝐇 [kW] 120 50 40 

𝑩𝝋 @axis [T] 0.5 0.1 0.3 (@Rres) 

𝑰𝐩 [kA] 25.4 7 1 

𝑹𝐫𝐞𝐬 [m] 0.32 (2nd) 
0.29 (1st),  
0.57 (2nd) 

0.55 (1st) 

𝑹𝐚𝐱𝐢𝐬 [m] 0.3 0.6 --- 

𝑹𝐋𝐂𝐅𝐒 [m] 0.4 0.7 --- 

𝒏𝐞 @axis [m-3] 1  1018 5  1016 4  1017 (@Rres) 

𝑻𝐞 @axis [eV] 300 100 4 (@Rres) 

𝜼 [m] 
0.24–1.01 
(24 chords) 

0.31–0.95 
(24 chords) 

0.42–0.84 
(14 chords) 

𝒕𝐞𝐱𝐩 [s] 0.13 1 1 
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 Spectroscopic System with Multiple Viewing Chords 

A schematic illustration of the spectroscopic system is shown in Fig. 5-5. The spectroscopic system 

consists of optical fiber bundles, a spectrometer, and a CCD camera. Multiple optical fiber bundles 

enable the system to simultaneously collect emission from plasma and from a lamp used as a 

wavelength reference. The emission from the plasma was collected onto the optical fiber bundle by 

means of an achromatic lens. The collected emission entered a Czerny–Turner spectrometer (Acton 

Research, AM-510; 1 m focal length, F/8.7, 1800 grooves/mm grating) through a slit of 50 μm width 

and an astigmatism compensation system, which consists of two concave mirrors (Tokyo Instruments; 

0.3 m focal length). The dispersed spectra were recorded using a CCD camera (Andor Technology, 

DU440-BU2; 2048  512 pixels and 13.5 μm square pixels). The central wavelength of the 

spectrometer was set to 468 nm. The reciprocal linear dispersion was 6.4 pm/pixel, and the recorded 

wavelength range was 461.2–474.2 nm. The viewing chords were aligned at the midplane, and the 

tangency radius, i.e., the distance from the center of the vessel to a viewing chord, is indicated as 𝜂. 

Fig. 5-5 shows the setup for the measurement taken in (ii) IPN discharge. Twenty-four viewing chords 

were aligned at the midplane using two optical fiber bundles with 𝜂 ranging from 0.31 to 0.95 m. 

The wavelengths of the observed spectra were absolutely calibrated using Th I and/or Ne I 

emission lines of known wavelengths [22] from a Th–Ne hollow cathode lamp (PerkinElmer Atomax) 

or a He–Ne discharge tube (NEC, GLG5000). Fig. 5-6 shows the spectra measured for the He–Ne 

discharge tube, where black arrows represent the identified Ne I emission lines. The Gaussian fitting 

to each emission line spectrum determined the central pixel. The central pixel was plotted versus the 

wavelength of each emission line and fitted to a quadratic function to derive the wavelength calibration 

curve, as shown in Fig. 5-6.  

A change in room temperature can change the position of the recorded spectra on the CCD 

by up to 0.5 pixel. To evaluate the shift due to a change in room temperature, the emission lines from 

the reference lamp were measured immediately after each discharge and compared with those 

measured in advance using all optical fibers. A comparison of the wavelength corresponding to pixel 

549 is shown in Fig. 5-7. For this discharge, the shift due to the change in room temperature was 



 

76 

evaluated as 1.5 pm, which corresponds to a toroidal velocity of 0.9 km/s. 

The instrumental function was estimated from the profile of a Th I or Ne I emission line, 

assuming the negligible Doppler broadening. The profile was wider and more asymmetric in the upper 

part of the CCD, which corresponds to viewing chords at a smaller 𝜂 , as shown in Fig. 5-8. To 

approximate the instrumental function, a double Gaussian function with the same width was used. The 

instrumental width was 20.2–43.9 pm in FWHM depending on the viewing chord. 

The intensity was absolutely calibrated using the continuum spectrum from a standard 

tungsten-halogen lamp (Ushio Lighting, 212012) or a xenon lamp (Hamamatsu Photonics, L7810-02). 

Fig. 5-9 shows the setup for the calibration. A diffuse reflectance plate (Labsphere, SRT-99-050) was 

placed at a specified distance from the standard lamp since the spectral irradiance of the reflected light 

is known. Optical fibers were used to collect the reflected light through a UV sharp-cut filter. 

 

 

Fig. 5-5. Schematic illustration of the spectroscopic system. The viewing chords used for the 

measurements of (ii) IPN discharge are shown within the midplane of QUEST. The light blue 

and blue lines correspond to viewing chords of bundles C and D, respectively. 𝜼 is the 

tangency radius of each viewing chord. 
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Fig. 5-6. (Left) Spectra of He-Ne discharge tube measured with chord 1. (Right) Relationship 

between wavelength and horizontal pixel (chord 1). 

 

Fig. 5-7. Wavelength corresponding to pixel 549 of each channel of CCD. 

  

Fig. 5-8. Ne I emission line spectra measured with (left) chord 1 and (right) chord 24. Red curves 

show the double Gaussian fit used to determine the instrumental function. 
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Fig. 5-9. Setup for sensitivity calibration using halogen lamp.  

 

5.4 Inversion Method 

Measured spectra for the three types of discharge are shown in Fig. 5-10. From the measured spectra, 

the following parameters were derived: chord-integrated radiance 𝐼 , emissivity-weighted velocity 𝑉, 

emissivity 𝜀, toroidal velocity 𝑉 , ion temperature 𝑇 , and ion density 𝑛 . Fig. 5-11 illustrates the 

process by which these parameters are derived. The chord-integrated radiance 𝐼  and the emissivity-

weighted velocity 𝑉 were derived from the area and shift of the measured spectra, respectively. Since 

the measured spectra are the integrals of the emission spectra along the viewing chords, inversion 

methods were applied to derive radial profiles of 𝜀 , 𝑉  , 𝑇  , and 𝑛   under the assumption of 

axisymmetry. First, Abel inversion was applied to derive 𝜀 from 𝐼 . Radial profiles of 𝑉  and 𝑇  

were derived from the 𝜀 profile and the measured spectra using the “shell model”. The radial 𝑛  

profile was derived from 𝜀 using a coronal model. 
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Fig. 5-10. Measured spectra for (i) IL, (ii) IPN, (iii) and toroidal ECR discharges. Gray and black 

markers show the spectra measured on different viewing chords. Red and green lines indicate 

the central wavelength of CIII and OII emission lines, respectively. The figures in the right 

column are enlarged views of the spectra on the left. 
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Fig. 5-11. Flowchart of analysis. First, chord-integrated radiance 𝑰𝐀 and emissivity-weighted 

velocity 𝑽  were derived from the measured spectra. Emissivity 𝜺  was estimated from 𝑰𝐀 

using Abel inversion. Ion density 𝒏𝐢  was derived from 𝜺  using a coronal model. Toroidal 

velocity 𝑽𝝋 and temperature of the ion 𝑻𝐢 were estimated from 𝜺 and the measured spectra 

using a shell model.  

 

 Chord Integral of Spectra 

An axis along the viewing chord, the 𝑠-axis, was introduced as shown in Fig. 5-12. The line spectrum 

for the emission at position 𝑠 can be expressed as  

 𝑒 𝜆, 𝑠
𝜀 𝑠

√2𝜋𝑤 𝑠
exp

⎩
⎨

⎧ 𝜆 𝜆 𝑠 ∙ 𝑉⃗ 𝑠
𝜆
𝑐

2𝑤 𝑠
⎭
⎬

⎫
. (5-5) 

where 𝑠 is the unit vector along the viewing chord and 𝑉⃗ 𝑠  is the toroidal velocity vector at 𝑠. 

The inner product of 𝑠  and 𝑉⃗ 𝑠   represents the velocity along the viewing chord. The chord-

integrated spectrum 𝐼 𝜆  is expressed as the integral of 𝑒 𝜆, 𝑠 ,  

 

𝐼 𝜆 𝑒 𝜆, 𝑠 𝑑𝑠 

2 𝑒 𝜆, 𝑠 𝑑𝑠 

2
𝜀 𝑠

√2𝜋𝑤 𝑠
exp

⎩
⎨

⎧ 𝜆 𝜆 𝑠 ∙ 𝑉⃗ 𝑠
𝜆
𝑐

2𝑤 𝑠
⎭
⎬

⎫
𝑑𝑠, 

(5-6) 

where 𝑠  and 𝑠  are the intersection points of the viewing chord and the outer boundary of 
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emitting region, and 𝑠 𝑠 . 

 

 

Fig. 5-12. Axis along the viewing chord, 𝒔-axis, used for chord integral of spectra. 𝐎𝒔 is the 

origin of the 𝒔-axis. 

 

 Abel Inversion 

Abel inversion is an inversion method used to derive the radial profile from chord-integrated values 

under the assumption of axisymmetry. The chord-integrated radiance 𝐼  was derived from the area 

of the measured emission line spectrum. The radial profile of the emissivity 𝜀 𝑅  was derived from 

𝐼  using Abel inversion: 

 𝜀 𝑅
1
𝜋

1

𝜂 𝑅

𝑑𝐼 𝜂
𝑑𝜂

𝑑𝜂, (4-3) 

where 𝑅  is the outer boundary of the emission. Since Eq. (4-3) requires a continuous distribution 

of 𝐼 𝜂 , the measured 𝐼  was interpolated and extrapolated with a single or double sigmoid function, 

as shown in Fig. 5-15 with solid lines. The outer boundary of the emission 𝑅  was determined as 

the position where the extrapolated 𝐼  is zero. 

The error of 𝜀 was estimated by the following six steps: (I) calculate the 68.3% confidence 

interval when 𝐼   is interpolated, (II) estimate the standard deviation of 𝐼   considering the 
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confidence interval as the standard deviation, (III) generate 500 datasets by adding Gaussian noise 

with the estimated standard deviation to the measured 𝐼 , (IV) interpolate the datasets, (V) apply Abel 

inversion to the dataset, and (VI) calculate the mean and standard deviation of the derived 𝜀 for each 

radial position (𝑅 ). The mean and standard deviation were respectively plotted as the value and 

standard deviation of 𝜀. 

 

 Shell Model 

For the estimation of the 𝑉  and 𝑇  profiles, concentric regions (“shells”) are introduced as shown 

in Fig. 5-13. The radial profiles of 𝑉   and 𝑇   were derived assuming that these parameters are 

constant in each concentric region. 

The viewing chords and shells are denoted as chords 1, 2, 3, …  and shells 1, 2, 3, …, 

respectively, from the outboard side (see Fig. 5-13). The radii of shell boundaries were determined as 

the average of 𝜂 for the two adjacent viewing chords. The radius of the outermost shell boundary was 

set to 𝑅 . Since chord 𝑘 intersects with shells 1, 2, …, and 𝑘, the spectrum integrated along chord 

𝑘 (𝐼 𝜆 ) is expressed by the sum of the spectra from the intersecting shells as 

 𝐼 𝜆 𝐼 𝜆 , (5-7) 

where 𝐼 𝜆   is the emission line spectrum from shell 𝑗  integrated along chord 𝑘 . The chord-

integrated spectrum 𝐼 𝜆  is expressed as 

 𝐼 𝜆 2𝛾
𝜀 𝑠

√2𝜋𝑤
exp

⎩
⎨

⎧ 𝜆 𝜆 𝑠⃗ ∙ 𝑉 ,⃗
𝜆
𝑐

2𝑤
⎭
⎬

⎫
𝑑𝑠  (5-8) 

by analogy with Eq. (5-6), where subscript 𝑗 designates the parameters for shell 𝑗, 𝑠  is the axis 

along chord 𝑘, and 𝑠  is the intersection between chord 𝑘 and the outer boundary of shell 𝑗. Note 

that 𝑠   0. Since the measured 𝐼   was different from the chord integral of the emissivity 

profile derived by Abel inversion 𝜀 𝑅 , a compensation factor 𝛾  was introduced to satisfy  
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 𝐼 𝜂 2𝛾 𝜀 𝑠 𝑑𝑠, (5-9) 

where 𝜂   is the tangency radius of chord 𝑘 . The spectrum measured on chord 𝑘 , 𝑀 𝜆  , is 

expressed as the convolution of 𝐼 𝜆  and the instrumental function for chord 𝑘, 𝐹 𝜆 .  

The radial profiles of 𝑉   and 𝑇   were determined by fitting the spectra measured for 

chords from the outboard side. By fitting 𝑀 𝜆  to the measured spectrum on chord 1, 𝑇  and 𝑉⃗ 

in shell 1, i.e., 𝑇 ,  and 𝑉 ,⃗, respectively, were determined. Then, 𝑇 ,  and 𝑉 ,⃗ were used for the 

fitting of 𝑀 𝜆  to the spectrum measured on chord 2 to determine 𝑇 ,  and 𝑉 ,⃗, the parameters for 

shell 2. The parameters for the inner shells were determined by similar procedures. The uncertainties 

in the obtained parameters were estimated from the standard deviations of the weighted fitting. 

Random and systematic errors were considered as the weight. Random errors mainly originate from 

the plasma, detector, and shot noise and were estimated from the standard deviations of signals without 

any emission lines. Systematic errors include errors that originate from wavelength calibration and 

approximations of the instrumental function, the radial profile of 𝜀, and the parameters in the outer 

shells except for shell 1. 

 

Fig. 5-13. Schematic illustration of regions in the midplane used for shell model. The light blue 

and blue lines show the viewing chords used for the measurement of (ii) IPN discharge. Gray 

concentric circles show the boundaries of shells, and shells 1, 2, and 𝒋 are colored yellow, orange, 

and gray, respectively. 
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 Verification of the Inversion Methods using Model Data 

The errors due to the inversion methods were verified using model data. Three types of model data 

were produced with radial profiles similar to those measured in discharges (i)–(iii). The generated 

profiles of 𝜀 , 𝑉  , and 𝑇   are shown by dashed lines in Figs. 5-14(c)–(e), respectively. Chord-

integrated spectra were calculated for each viewing chord. The widths of the viewing chords were 

ignored in the calculation. Gaussian noise was added with standard deviation of comparable magnitude 

to the one in the experiments.  

The inversion methods were applied to the synthesized spectra. The derived profiles are 

shown by markers in Figs. 5-14(a), (b), (d), and (e), and by solid lines in Fig. 5-14(c). The solid and 

dotted curves in Fig. 5-14(a) describe the curve calculated from the model profile and the interpolated 

curve used for Abel inversion, respectively. The short vertical dotted lines in Figs. 5-14(d) and (e) 

indicate the boundaries of shells used for the shell model for each set of data. The differences between 

the assumed model data and the inversion results for 𝜀, 𝑉 , and 𝑇  are less than 3.8 pW m-2 sr-1 nm- 1, 

1.4 km/s, and 5.6 eV for model (i), 0.58 pW m-2 sr-1 nm-1, 5.0 km/s, and 10.0 eV for model (ii), and 

25  pW m-2 sr-1 nm-1, 8.1 km/s, and 15 eV for model (iii), respectively. A large difference in 𝑉  was 

observed on the inboard side of models (ii) and (iii), where the emissivity is small. The difference in 

𝑉  was also large on the outboard side of model (ii) owing to the overestimation of 𝑅 . Except for 

these regions, the differences in 𝑉  were found to be less than 4 km/s. The results also indicate that 

the effect of the chord integral on 𝑉  is large for model (ii) but small for models (i) and (iii). 
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Fig. 5-14. Verification of the inversion method. Dashed lines in (c)–(e) show the values of models 

used for the verification. Dashed lines in (a) are calculated from the model profile of 𝜺 shown 

in (c). Markers and solid lines in (a) are the chord-integrated radiance 𝑰𝐀 calculated from the 

area of the synthesized spectra and the interpolated curve of 𝑰𝐀, respectively. Markers in (b), 

(d), and (e), and solid lines in (c) are values reconstructed by the inversion method. 

 

  



 

86 

5.5 Results 

The 𝜂-direction profiles of 𝐼  and 𝑉, and the radial profiles of 𝜀, 𝑉 , and 𝑇  were derived for the 

three types of discharge: (i) the inboard limiter configuration (IL), (ii) the inboard poloidal null 

configuration (IPN), (iii) the open field configuration (toroidal ECR). The derived profiles are shown 

in Figs. 5-15(a)–(e), respectively. The results obtained by fitting the measured spectra to 𝑀 𝜆  are 

shown in Fig. 5-16. For discharge (i), the spectra measured on ten viewing chords were removed 

because of the low S/N ratio or the superposition of the signal originating from X-rays. Three pairs of 

spectra measured for adjacent viewing chords were averaged for discharge (ii) before applying the 

inversion methods, because the differences in 𝜂 of the viewing chords were smaller than the widths 

of the chords (~30 mm). The number of spatial points in Figs. 5-15(d) and (e) is smaller than that in 

Figs. 5-15(a) and (b), since the measured spectra could not be expressed as 𝑀 𝜆  (see Fig. 5-16). 

A co-Ip toroidal velocity 𝑉  was observed in the outer SOLs of discharges (i) (𝑅  0.4 m) 

and (ii) (𝑅  0.7 m), and on the outboard side of the resonance layer of discharge (iii) (𝑅  0.55 m), 

as expected from the Pfirsch–Schlüter flow. The toroidal velocity 𝑉  in the counter-Ip direction was 

measured on the inboard side of the X-point of discharge (ii) (𝑅  0.55 m). The Pfirsch–Schlüter flow 

driven by 𝐵 ∇𝐵 drift is in the co-Ip direction on both the inboard and outboard sides of the X-point. 

The reversal of the direction of 𝑉  shows that the flow for 𝑅  0.55 m is driven by the electric field 

antiparallel to 𝑅. In discharge (iii), the direction of 𝑉  also reversed at the resonance layer, 𝑅  0.55 

m. This is because the electric fields in discharge (iii) are in the direction away from the resonance 

layer, which drives the co- and counter-Ip flows on the outboard and inboard sides of the resonance 

layer, respectively.  

The emissivity 𝜀 had a peak near the peak position of 𝑛  for all the discharges. 𝑇  was 

largest in discharge (i) owing to the largest 𝑇  and the shortest ion temperature relaxation time with 

electrons, which is caused by the largest 𝑛 . 

The radial profile of C2+ ion density 𝑛  was estimated from that of 𝜀 using the coronal 

model. The estimated profiles are shown in Fig. 5-17. The measured radial profiles of 𝑛  and 𝑇  
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were interpolated by a smoothing spline [65], and the derived continuous profiles were used for the 

estimation of 𝑛 . For discharge (iii), the data of 𝐶 1, 𝑞  at 𝑇  = 5 eV was used, which is the data 

available for the smallest 𝑇  [66]. The 𝑛  profiles for discharges (ii) and (iii) increased sharply on 

the outboard side because of the small 𝐶 1, 𝑞   originating from the small 𝑇  . The estimated 𝑛  

sometimes became larger than 𝑛 , this is physically impossible and probably due to the inappropriate 

assumption of the coronal model. The obtained 𝑛  had a peak on the inboard side for all the discharges, 

suggesting that the source of carbon was the inboard limiter.  
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Fig. 5-15. 𝜼-direction profiles of (a) chord-integrated radiance 𝑰𝐀 and (b) emissivity-weighted 

velocity 𝑽 , and radial profiles of (c) emissivity 𝜺 , (d) toroidal velocity 𝑽𝝋 , and (e) ion 

temperature 𝑻𝐢. Solid lines in (a) are interpolated curves of 𝑰𝐀. Long solid vertical lines show 

the positions of the inboard limiter and radiation shield. Dotted vertical lines show the position 

of the resonance layer for 28 GHz ECH in discharge (i) (IL Res. (2nd)), that for 8.2 GHz ECH in 

discharge (ii) (IPN Res. (1st) and (2nd)), and that for 8.2 GHz ECH in discharge (iii) (Toroidal 

ECR Res. (1st)). Short vertical dotted lines in (d) and (e) indicate the boundaries of the shells 

used for the inversion method, which are different for different types of discharge. 

 



 

89 

 

Fig. 5-16. Measured and fitted spectra for (i) IL, (ii) IPN, and (iii) toroidal ECR plasmas. Black 

markers show the subtraction of the spectra of the outer shell from the measured spectra, and 

blue lines show the fitted lines. 
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Fig. 5-17. Radial profiles of C2+ ion density 𝒏𝐢. Solid vertical lines show the positions of the 

inboard limiter (Limiter) and radiation shield (Shield). Dotted vertical lines show the position of 

the resonance layer for 28 GHz ECH in discharge (i) (IL Res. (2nd)), that for 8.2 GHz ECH in 

discharge (ii) (IPN Res. (1st) and (2nd)), and that for 8.2 GHz ECH in discharge (iii) (Toroidal 

ECR Res. (1st)).  
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5.6 Conclusion 

For the understanding of impurity transport, the radial profiles of impurity ion flow were measured 

for three types of discharge in QUEST, used to experimentally simulate different regions of edge 

plasma. Multiple viewing chords were aligned at the midplane, and the emission of C2+ ions was 

measured by a spectroscopic system. The velocity of C2+ ions was evaluated from the Doppler shift of 

the measured CIII line spectra. For the accurate evaluation of the velocity, emission lines from the 

reference lamp were measured immediately after every discharge, and the wavelength shift caused by 

the change in room temperature was subtracted. An inversion method was developed and applied to 

the chord-integrated spectra measured for the three types of discharge, (i) the inboard limiter 

configuration (IL), (ii) the inboard poloidal null configuration (IPN), (iii) the open field configuration 

(toroidal ECR), and the radial profiles of 𝜀, 𝑉 , and 𝑇  were derived. Abel inversion and the shell 

model were applied to derive the 𝜀 profile and the 𝑉  and 𝑇  profiles, respectively. The combination 

of these two inversion methods enabled the profiles to be estimated from spectra with a low signal-to-

noise ratio. The C2+ ion density profile was also estimated using a coronal model. The errors due to 

the inversion method were verified using synthesized data, and the error of 𝑉  was less than 8.1 km/s. 

The profiles of 𝑉  measured in discharge (i) are in the co-Ip direction, in agreement with the direction 

of Pfirsch–Schlüter flow. In discharge (ii), the direction of 𝑉  reverses at the X-point owing to the 

electric field on the inboard side of the X-point. The reversal of 𝑉  was also observed at the resonance 

layer in discharge (iii), which is consistent with the reversal of the radial electric field at the resonance 

layer. These results show the applicability of the method to the three regions of the edge plasmas in a 

larger device. 

 

  



 

92 

6 Conclusion 

The emission spectroscopy of hydrogen molecules and impurity ions in tokamak edge plasmas was 

conducted to evaluate the surface temperature of plasma-facing walls and the impurity ion flow, 

respectively, to control impurity generation and transport.  

Chapter 3 depicted the construction of the model used to evaluate the increase in rotational 

temperature for the ground-state hydrogen molecules. Previous research of plasma-facing surface 

thermometry using the rotational temperature of hydrogen molecules was introduced, and the 

mechanism of surface thermometry was described. The translational, vibrational, and rotational 

temperatures of hydrogen molecules were defined, and the rovibrational population distributions 

previously measured in low-pressure plasmas are shown. The dynamics of hydrogen molecules near 

the plasma-facing walls were described, and the three factors that can affect the rotational temperature 

were explained: surface temperature, excitation due to recombination on the surface, and collisional-

radiative processes in the plasma. Among these factors, collisional-radiative processes that can be 

affect the rotational temperature were explained. The increase in rotational temperature was modeled 

considering the processes. The calculation code of the model was benchmarked by using conditions 

of thermal equilibrium and by comparison with the results derived from a coronal model developed in 

earlier research. The effects of electron and proton densities and temperatures, distance from the 

surface, and surface temperature on the rotational temperature were individually evaluated in a 

uniform plasma. The results showed the high sensitivity of the rotational temperature to the densities 

and the distance from the surface. The effects of the rotational, rovibrational, and rovibronic transitions 

were also evaluated. The results suggest that the rovibrational and rovibronic transitions only affect 

the rotational temperature when the densities are higher than 1019 m–3. 

Chapter 4 described the thermometry of plasma-facing surfaces using the rotational 

temperature of hydrogen molecules in three tokamaks. The rotational temperature was measured by 

the spectroscopic approach in three tokamaks: QUEST (Q-shu University Experiment with Steady-

State Spherical Tokamak), LTX-β (Lithium Tokamak Experiment Beta), and DIII-D (Doublet III-D). 

For the three tokamaks, the measured plasma discharges, the distributions of electron density and 
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temperature, and the surface temperatures measured with a conventional method were described. The 

spectroscopic systems used for the measurement of hydrogen molecular emission line spectra were 

shown with their wavelength and intensity calibrations and the evaluation of the instrumental functions. 

The rotational temperature of the ground-state hydrogen molecules 𝑇  was evaluated from the 

measured spectra using the coronal model. The measurements in the three tokamaks show that the 

increases in 𝑇   match the calculated increases due to collisional-radiative processes within a 

factor of three. In QUEST and LTX-β, the measured 𝑇  increased with 𝑇  and was higher 

than the calculation results by  450 K. The latter implies the little dependence of 𝑇  on the 

surface material, and this can be confirmed by improving the evaluation of the increase due to the 

collisional-radiative processes in DIII-D.  

Chapter 5 showed the measurement of the C2+ ion flow in the edge plasmas by optical 

emission spectroscopy. The flow distributions and their driving mechanism were explained for the 

three regions of the edge plasmas: SOL, X-point, and divertor leg. The factors affecting the spectral 

profiles of C2+ emission lines were described. The ion velocity was evaluated from the Doppler shift. 

The three regions of the edge plasmas were simulated using the three types of plasma generated in 

QUEST, and the magnetic equilibria and profiles of electron density and temperature were illustrated. 

The spectroscopic system used for the measurements of C2+ emission line spectra was explained with 

its wavelength and intensity calibrations and the evaluation of the instrumental functions. Emission 

lines from the reference lamp were measured immediately after every discharge, which reduced the 

error of the velocity by 0.9 km/s. An inversion method was developed to derive the radial profiles of 

emissivity, toroidal ion velocity, and ion temperature. Abel inversion and the shell model were applied 

to derive the emissivity profile and the velocity and temperature profiles, respectively. The 

combination of these two inversion methods enabled to estimate the profiles from spectra with a low 

signal-to-noise ratio. The radial profiles of ion density were also evaluated from the emissivity profiles 

using the coronal model. The structure in the flow was derived for the three simulated regions of the 

edge plasma, which suggests the applicability of the method for the edge plasmas in a larger device. 
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