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## Abstract

To find the essential nature of quantum theory has been an important problem for not only theoretical interest but also applications to quantum technologies. In those studies on quantum foundations, the notion of uncertainty, which appears in many situations, plays a primary role among several stunning features of quantum theory. The purpose of this thesis is to investigate fundamental aspects of uncertainty. In particular, we address this problem focusing on convexity, which has an operational origin.

We first try to reveal why in quantum theory similar bounds are often obtained for two types of uncertainty relations, namely, preparation and measurement uncertainty relations. In order to do this, we consider uncertainty relations in the most general framework of physics called generalized probabilistic theories (GPTs). It is proven that some geometric structures of states connect those two types of uncertainty relations in GPTs in terms of several expressions such as entropic one. From this result, we can find what is essential for the close relation between those uncertainty relations.

Then, we consider a broader expression of uncertainty in quantum theory called quantum incompatibility. Motivated by an operational intuition, we propose and investigate new quantifications of incompatibility which are related directly to the convexity of states. It is also demonstrated that there can be observed a notable phenomenon for those quantities even in the simplest incompatibility, i.e., incompatibility for a pair of mutually unbiased qubit observables.

Finally, we study thermodynamical entropy of mixing in quantum theory, which also can be seen as a quantification of uncertainty. Similarly to the previous approach, we consider its operationally natural extension to GPTs, and then try to characterize how specific the entropy in quantum theory is. It is shown that the operationally natural entropy is allowed to exist only in classical and quantum-like theories among a class of GPTs called regular polygon theories.
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## Chapter 1

## Introduction

Since its birth about a hundred years ago, quantum theory has been crucial in modern physics because of its more accurate description of nature than classical theory; in addition, it was particularly revealed that there are many differences between the mathematical formulations of classical and quantum theories [5]. Then, it is natural to ask the following questions. What is physically the most significant difference between them? Why is nature described by quantum theory? Since the dawn of quantum theory, they have remained central questions, and much effort has been devoted to finding an answer to form the frontier of physics called quantum foundations [6, 飞]. Many significant results have been obtained in that field, and for results of particular importance such as uncertainty relations [ $[8]$ and the violation of Bell inequality [ $9,[0]$, active studies are still ongoing. While studies on quantum foundations are motivated by the theoretical interest of exploring the root of nature, it should be emphasized that pursuing fundamental aspects of quantum theory also contributes to the development of its applications, i.e., quantum technologies. For example, the original ideas of quantum cryptography (quantum key distribution) were derived using uncertainty relations and Bell nonlocality [[], [2]. Quantum foundations are valuable research objects from both theoretical and practical perspectives.

In this thesis, we are engaged in further developing of quantum foundations. To elucidate how "special" quantum theory is, we focus on its convexity. In quantum theory, convexity is one of the most fundamental ingredients, and appears in many situations. A basic example that exhibits convexity is the set of all states (the state space) for some quantum system, which is in fact closed under operationally natural convex combinations [5]. There is one noteworthy approach to quantum foundations concentrating on this primitive convexity, which we call the convexity approach [13]. The main aim of the convexity approach is to find what is needed to derive quantum theory besides the convexity, i.e., to distinguish quantum theory from other convex theories. Its mathematical formulation and physical motiva-
tion are today succeeded to the framework called generalized probabilistic theories (GPTs). As was seen above or will be seen in detail in subsequent chapters, GPTs are operationally the broadest framework to describe nature, and have been studied actively in recent years in the context of quantum foundations, followed by the intuition that seeing quantum theory from a broader perspective will contribute to elucidating its essence. While this primitive convexity for states is focused in the study of GPTs, there are studies about quantum foundations based on other types of convexity such as convexity for separable states [14, [15] or compatibility [16, [17]. Considering the above facts, in this thesis we regard convexity as a significant concept for the research on quantum foundations, and demonstrate the results of several attempts to capture the essential nature of quantum theory via convexity. In particular, in this study, we focus on "uncertainty", which is one of the most critical features in quantum theory, and try to reveal its essence. We have to mention that all results were obtained for operational convexity, which means that every type of convexity considered in this thesis has an operational origin. By means of the operational descriptions, our results are easier to understand physically, and thus may contribute more to the theoretical insights of quantum theory and technological applications.

In Chapter 凹, we review the mathematical foundations of GPTs. In recent studies, GPTs are usually introduced in a mathematically refined manner such as "the state space is a compact convex set in a finite-dimensional Euclidean space." There, we try to give a detailed explanation of how those expressions are derived from physically abstract notions. We demonstrate how the operational convexity associated with probability mixtures of states or effects (observables) is expressed in terms of ordered Banach spaces. There are also introduced additional topics for GPTs with physical or mathematical motivations such as the descriptions of composite system and transformations or the notions of transitivity and self-duality.

Based on the mathematical foundations of GPTs, in Chapter [ ${ }^{3}$ we extend the concept of uncertainty relations, which is one of the most astonishing consequences in quantum theory, to GPTs, and investigate how specific the quantum uncertainty is. It is explained that two types of uncertainty, preparation uncertainty and measurement uncertainty, can also be naturally considered in GPTs, and how they are related is examined under various expressions such as entropic uncertainty relations. Following the quantum results [ $[8, \boxed{\boxed{1}}]$ ], we prove that there is a quantitatively close connection between the two types of uncertainty in GPTs with the assumptions of transitivity and self-duality. We also present numerical evaluations of uncertainty for GPTs called regular polygon theories from which we can observe how quantum uncertainty for a single qubit system is specific in regular polygon theories.

In Chapter 四, we focus on another fundamental concept for quantum foundations called quantum incompatibility. It is known that many astonishing results in quantum theory, such as the no-cloning theorem [ [20] and uncertainty relations, are examples of quantum incompatibility [ [2T]. In this way, quantum incompatibility provides such a unified framework to describe what is impossible or what becomes uncertain in quantum theory that it plays an essential role in the field of quantum foundations. Further, we consider the operational convexity of quantum incompatibility, which is derived from that of states and effects. There are introduced new quantifications of incompatibility called compatibility dimension and incompatibility dimension from a very operational perspective, and properties of those quantities are examined for several cases. In particular, for a pair of incompatible qubit observables, we demonstrate that there is a difference of interest between these quantities. We note that similar quantities can also be defined in GPTs because they are introduced based on the convexity for states and effects, but we only concentrate on quantum incompatibility.

Finally, in Chapter 6, we revisit GPTs, and consider thermodynamical entropy there. We introduce operationally natural entropy which can be defined in every theory of GPTs but is required to satisfy some operational convexity for families of perfectly distinguishable states. Then, it is proven that the only theories that admit the existence of the natural entropy are classical and a quantum-like theories among regular polygon theories.

## Chapter 2

## Generalized Probabilistic Theories

Quantum theory is the most successful theory which describes nature: it does explain phenomena that cannot be recognized if we live in the classical world. The existence of superposition or entanglement is an instance of those remarkable phenomena, but probably the most drastic one is that nature is probabilistic: even if we conduct a "perfect" preparation of a physical system and measurement, we do not always obtain one determined outcome. Generalized probabilistic theories (GPTs) are the framework that focuses on those probabilistic behaviors of nature. The only requirement for GPTs is the convexity for primitive notions of states and effects, and there are in general not assumed any Hilbert space structures or operator algebraic properties. In this sense, GPTs are a more general framework than quantum theory and classical theory, and play an active role in the study of quantum foundations [22, 23, 24, [25, [26, [27, [28, 29, 30, 31] after their initial proposition and development in the 1960s and 1970s [32, 33, 34, B5, 36, 37]. ${ }^{\text {I. }}$ In this chapter, we explore the mathematical foundations of GPTs in detail to show how they give the most intuitive and fundamental description of nature.

This chapter is organized as follows. In Section [2.], we give the two most fundamental notions of GPTs, namely, states and effects. They are introduced in a conceptual and operational way, and mathematically embedded into a vector space and its dual (more generally, a Banach space and its Banach dual) respectively. These embeddings form the mathematical foundations of GPTs. In fact, thanks to this embedding theorem, studies on GPTs usually begin with the assumption that the set of all states called the state space is a compact convex set of a finite-dimensional vector space (more generally, a base of a base norm Banach space). After giving the de-

[^0]scriptions of states and effects, we explain other basic but somewhat more advanced topics, composite systems and transformations in GPTs, in Section $[2.2$ and Section [2.3. It will be found that the previously introduced embeddings into vector spaces make it mathematically convenient to discuss those concepts. In Section [2.4, we introduce the notions of transitivity and self-duality. These additional notions often appear in the field of GPTs, and our main results in the following chapter are also obtained based on them. In Section [2.5, we illustrate some examples of GPTs which include classical and quantum theories with finite levels, and other important theories often considered in the study of quantum foundations. Throughout this chapter, explicit proofs of mathematical matters are given in principle, but some of them are omitted when they are too technical or lengthy.

### 2.1 States and effects

A physical experiment is described by three procedures: to prepare an object system, to perform a measurement, and to obtain an outcome. However, in general, even if the same preparations are conducted and the same measurements are performed, each outcome obtained is different, and we can only predict from the preparation and measurement how frequently each outcome is obtained, i.e., the probabilities [39, 40, 41, 42]. ${ }^{[14}$ Let us give a concrete description. For a preparation procedure $P$, measurement apparatus $A$, and a measurable set $(X, \mathcal{A})$, where $X$ is the nonempty set of outcomes associated with A and $\mathcal{A}$ is a $\sigma$-algebra of subsets of $X$, we denote by $\mu(\mathrm{A}, \mathrm{P})(U)$ the probability of obtaining an outcome in $U \in \mathcal{A}$ when measuring A on P . Then, each pair $(\mathrm{A}, U)$ reflects whether a measurement of A yields a result in the set $U$ or not. We regard such "yes-no measurements" as a more fundamental notion than the original measurement apparatuses because the latter is an assemblage of the former.


Figure 2.1: Description of physical experiments.

[^1]In this section, we shall demonstrate how to describe two fundamental concepts of physics, preparations and measurements, in mathematical language. As explained above, we focus mainly on yes-no measurements, and write a yes-no measurement and the probability $\mu(\mathrm{A}, \mathrm{P})(U)$ simply as M and $\mu(\mathrm{M}, \mathrm{P})$ respectively. It will be shown that they are reduced to the notions of states and effects, and are embedded naturally into some vector space and its dual space respectively. The embedding theorem enables us to treat abstract concepts of preparations and measurements as mathematically well-defined objects, which is the very starting point for GPTs. After their investigations, we will go back to descriptions of general measurement apparatuses to obtain the notion of observables. This section is mainly in accord with [30, 31, 41, 43, 44, 45].

### 2.1.1 Axiomatic description

Let Prep and Meas be the set of all procedures of preparations and yes-no measurements for some physical experiment respectively. For example, in the experiment of detecting the spin of an electron, each element of Prep represents an apparatus which emits an electron, and each element of Meas represents a value of the meter of some measurement apparatus or the corresponding yes-no apparatus itself. What is specific to this description is that apparatuses with different physical implementations are distinguished. In the previous example, an apparatus that emits randomly (i.e., with probabilities $\frac{1}{2}$ and $\frac{1}{2}$ ) electrons with $x+$ spin and $x-$ spin, and apparatus which emits randomly electrons with $z+\operatorname{spin}$ and $z-$ spin are different elements of Prep, even though they describe the same quantum state $\frac{1}{2}$. In the field of GPTs, we do not pay attention to those differences of "context" [46] for both preparations and measurements, but only focus on the statistics: if we have two apparatuses that are different but output the same statistics, then we identify those two apparatuses in our framework (see Figure [2.2).


Figure 2.2: We identify apparatuses that have different "contexts" but generate the same statistics.

Let us present its mathematical expression. Preparation procedures $P_{1}, P_{2} \in$ Prep are called operationally equivalent (denoted by $P_{1} \sim P_{2}$ ) if $\mu\left(\mathrm{M}, \mathrm{P}_{1}\right)=\mu\left(\mathrm{M}, \mathrm{P}_{2}\right)$ holds for all $\mathrm{M} \in \mathrm{Meas}$. In a similar way, measurement procedures $\mathrm{M}_{1}, \mathrm{M}_{2} \in$ Meas are called operationally equivalent (denoted by $\left.\mathrm{M}_{1} \sim \mathrm{M}_{2}\right)$ if $\mu\left(\mathrm{M}_{1}, \mathrm{P}\right)=\mu\left(\mathrm{M}_{2}, \mathrm{P}\right)$ for all $\mathrm{P} \in \mathrm{Prep}$. The binary relation $\sim$ defines an equivalence relation, and thus we can introduce the corresponding quotient sets $\tilde{\Omega}:=\operatorname{Prep} / \sim$ and $\tilde{\mathcal{E}}:=$ Meas $/ \sim$. These two sets $\tilde{\Omega}$ and $\tilde{\mathcal{E}}$ are called the state space and effect space respectively, and each element of $\tilde{\Omega}$ and $\tilde{\mathcal{E}}$ are called a state and an effect respectively [33, 34, [39, 43.3]. Here, we express those descriptions above as an axiom.

## Axiom 1 (Separation principle)

States and effects separate each other. That is, for any distinct $\tilde{\omega}_{1}, \tilde{\omega}_{2} \in \tilde{\Omega}$, there exists an effect $\tilde{e} \in \tilde{\mathcal{E}}$ such that $\mu\left(\tilde{e}, \tilde{\omega}_{1}\right) \neq \mu\left(\tilde{e}, \tilde{\omega}_{2}\right)$, and also, for any distinct $\tilde{e}_{1}, \tilde{e}_{2} \in \tilde{\mathcal{E}}$, there exists a state $\tilde{\omega} \in \tilde{\Omega}$ such that $\mu\left(\tilde{e}_{1}, \tilde{\omega}\right) \neq \mu\left(\tilde{e}_{2}, \tilde{\omega}\right)$.

We note that in the statement above we regard the function $\mu(\cdot, \cdot)$ on Meas $\times$ Prep as on $\tilde{\mathcal{E}} \times \tilde{\Omega}$ in an well-defined way. States and effects are two primitive notions in GPTs.

Next, we focus on another fundamental concept, probabilistic mixtures. It is operationally natural to assume that if we can prepare states $\tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}$, then we can also prepare a state through the probabilistic mixture of $\tilde{\omega}_{1}, \tilde{\omega}_{2}$, $\ldots, \tilde{\omega}_{n}$ with respective probabilities $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, where $\lambda_{i} \geqslant 0$ and $\sum_{i=1}^{n} \lambda_{i}=$ 1. ${ }^{[1]}$ We denote the newly introduced state by $\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}}$. The notion of probabilistic mixtures should be considered also for effects, and we denote the effect obtained through the mixture of effects $\left\{\tilde{e}_{j}\right\}_{j=1}^{m} \subset \tilde{\mathcal{E}}$ with a probability weight $\left\{\sigma_{j}\right\}_{j=1}^{m}$ by $\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m} ; \tilde{e}_{1}, \tilde{e}_{2}, \ldots, \tilde{e}_{m}\right\rangle_{\tilde{\mathcal{E}}}$. Then, the nature of probabilistic mixtures motivates us to give the following axiom.

## Axiom 2 (Probabilistic mixtures)

For any finite set of states $\left\{\tilde{\omega}_{i}\right\}_{i=1}^{n} \subset \tilde{\Omega}$ and probability weight $\left\{\lambda_{i}\right\}_{i=1}^{n}$ (i.e., $\lambda_{i} \geqslant 0$ and $\left.\sum_{i} \lambda_{i}=1\right)$, there exists a state $\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}} \in$ $\tilde{\Omega}$ satisfying

$$
\begin{equation*}
\mu\left(\tilde{e},\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}}\right)=\sum_{i=1}^{n} \lambda_{i} \mu\left(\tilde{e}, \tilde{\omega}_{i}\right) \tag{2.1}
\end{equation*}
$$

for all $\tilde{e} \in \tilde{\mathcal{E}}$. Similarly, for any finite set of effects $\left\{\tilde{e}_{j}\right\}_{j=1}^{m} \subset \tilde{\mathcal{E}}$ and probability weight $\left\{\sigma_{j}\right\}_{j=1}^{m}$, there exists an effect $\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m} ; \tilde{e}_{1}, \tilde{e}_{2}, \ldots, \tilde{e}_{m}\right\rangle_{\tilde{\mathcal{E}}} \in \tilde{\mathcal{E}}$

[^2]satisfying
\[

$$
\begin{equation*}
\mu\left(\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m} ; \tilde{e}_{1}, \tilde{e}_{2}, \ldots, \tilde{e}_{m}\right\rangle_{\tilde{\mathcal{E}}}, \tilde{\omega}\right)=\sum_{j=1}^{m} \sigma_{j} \mu\left(\tilde{e}_{j}, \tilde{\omega}\right) \tag{2.2}
\end{equation*}
$$

\]

for all $\tilde{\omega} \in \tilde{\Omega}$. From Axiom $\square$, they are uniquely determined.
Axiom $\mathbb{I}$ and Axiom $\rrbracket$ ensure that, in addition to (Z. ${ }^{(2)}$ ), several properties that probabilistic mixtures should satisfy hold successfully for the state $\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}}$. For example, we can derive easily that

$$
\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}}=\left\langle\lambda_{2}, \lambda_{1}, \ldots, \lambda_{n} ; \tilde{\omega}_{2}, \tilde{\omega}_{1}, \ldots, \tilde{\omega}_{n}\right\rangle_{\tilde{\Omega}}
$$

holds, i.e., the mixture does not depend on the "order" of the states and probabilities (similar observations also can be obtained for effects).

We require additional conditions for $\tilde{\mathcal{E}}$ according to [30, 47, 48]. The first requirement is that $\tilde{\mathcal{E}}$ includes the unit effect $\tilde{u}$ satisfying $\mu(\tilde{u}, \tilde{\omega})=1$ for all $\tilde{\omega} \in \tilde{\Omega}$. In other words, we suppose the existence of a yes-no measurement apparatus that always outputs "yes", and this seems to be an operationally natural condition. We note that such $\tilde{u}$ is unique due to Axiom m. The second one is that if $\tilde{e}$ is an element of $\tilde{\mathcal{E}}$, then the complement effect $\tilde{e}^{\perp}$ such that $\mu\left(\tilde{e}^{\perp}, \tilde{\omega}\right)=1-\mu(\tilde{e}, \tilde{\omega})$ for all $\tilde{\omega} \in \tilde{\Omega}$ is also an element of $\tilde{\mathcal{E}}$. This condition comes from the operationally natural intuition that if we admit a certain yes-no measurement apparatus, then we should also admit an apparatus constituted by exchanging the "yes" and "no" of the original one. We note similarly that such $\tilde{e}^{\perp}$ is unique. For the complement of the unit effect $\tilde{u}$, we sometimes denote it by $\tilde{0}$ in this thesis. These conditions are summarized as follows.

## Axiom 3 (Existence of unit and complement effects)

(i) There exists the unit effect $\tilde{u}$ in $\tilde{\mathcal{E}}$ such that $\mu(\tilde{u}, \tilde{\omega})=1$ for all $\tilde{\omega} \in \tilde{\Omega}$.
(ii) If $\tilde{e} \in \tilde{\mathcal{E}}$, then its complement $\tilde{e}^{\perp} \in \tilde{\mathcal{E}}$ such that $\mu\left(\tilde{e}^{\perp}, \tilde{\omega}\right)=1-\mu(\tilde{e}, \tilde{\omega})$ for all $\tilde{\omega} \in \tilde{\Omega}$.

We remark that those effects $\tilde{u}$ and $\tilde{e}^{\perp}$ in Axiom ${ }^{3}$ are consistent with Axiom [2.

Now we can give the definition of a GPT.

## Definition 2.1 (Generalized probabilistic theories)

A triple $(\tilde{\Omega}, \tilde{\mathcal{E}}, \mu)$ of two sets $\tilde{\Omega}$ and $\tilde{\mathcal{E}}$, and a function $\mu: \tilde{\Omega} \times \tilde{\mathcal{E}} \rightarrow[0,1]$ satisfying Axiom 酔, 园 is called a generalized probabilistic theory (a GPT for short). The set $\tilde{\Omega}$ and its element are called the state space and a state of the theory, and $\tilde{\mathcal{E}}$ and its element are called the effect space and an effect of the theory respectively.

Let us consider infinite countable mixtures for states．${ }^{\text {II }}$ In the following， we denote mixtures of two states $\left\langle\lambda, 1-\lambda ; \tilde{\omega}_{1}, \tilde{\omega}_{2}\right\rangle_{\tilde{\Omega}}$ simply by $\left\langle\lambda ; \tilde{\omega}_{1}, \tilde{\omega}_{2}\right\rangle$ ．In order to treat infinite limits，some topological structure should be introduced into $\tilde{\Omega}$ ．Here we define a topology on $\tilde{\Omega}$ in line with Gudder［43：］．We suppose that if states $\tilde{\omega}_{1}$ and $\tilde{\omega}_{2}$ are＂close＂，then

$$
\left\langle\lambda ; \tilde{\omega}_{1}^{\prime}, \tilde{\omega}_{1}\right\rangle=\left\langle\lambda ; \tilde{\omega}_{2}^{\prime}, \tilde{\omega}_{2}\right\rangle
$$

with small $\lambda$ holds for some $\tilde{\omega}_{1}^{\prime}, \tilde{\omega}_{2}^{\prime} \in \tilde{\Omega}$ ．That is，the closeness between $\tilde{\omega}_{1}$ and $\tilde{\omega}_{2}$ should be evaluated by

$$
\begin{align*}
\tilde{d}\left(\tilde{\omega}_{1}, \tilde{\omega}_{2}\right):=\inf \left\{0<\lambda \leqslant 1 \mid\left\langle\lambda ; \tilde{\omega}_{1}^{\prime}, \tilde{\omega}_{1}\right\rangle=\right. & \left\langle\lambda ; \tilde{\omega}_{2}^{\prime}, \tilde{\omega}_{2}\right\rangle \\
& \left.\quad \text { for some } \tilde{\omega}_{1}^{\prime}, \tilde{\omega}_{2}^{\prime} \in \tilde{\Omega}\right\} . \tag{2.3}
\end{align*}
$$

We note that（2．3）always can be defined since $\left\langle\frac{1}{2} ; \tilde{\omega}_{2}, \tilde{\omega}_{1}\right\rangle=\left\langle\frac{1}{2} ; \tilde{\omega}_{1}, \tilde{\omega}_{2}\right\rangle$ holds due to Axiom $\mathbb{D}$ ．We assume that infinite countable mixtures are allowed in our framework．It is described in the following form．

## Mathematical assumption 1 （Completeness）

If $\tilde{d}$ defined in（2．3）satisfies $\lim _{n, m \rightarrow \infty} \tilde{d}\left(\tilde{\omega}_{n}, \tilde{\omega}_{m}\right)=0$ for a family of states $\left\{\tilde{\omega}_{n}\right\}_{n=1}^{\infty} \subset \tilde{\Omega}$ ，then there exists a unique $\tilde{\omega} \in \tilde{\Omega}$ such that $\lim _{n \rightarrow \infty} \tilde{d}\left(\tilde{\omega}_{n}, \tilde{\omega}\right)=$ 0 ．

There are two things to remark on Mathematical assumption［1］．The first one is about the notion of completeness．In fact，we can prove that the function $\tilde{d}$ is a metric function on $\tilde{\Omega}$（see Subsection［2．2），and thus Mathematical assumption［⿴囗十丌 is equivalent to the requirement that $(\tilde{\Omega}, \tilde{d})$ is a complete metric space，which especially admits infinite countable mixtures．The other remark is about the terminology＂Mathematical assumption＂．In the field of GPTs， the assumption of closedness or completeness for a state space with respect to some physically natural topology is a common one［37］．Namely，if we can prepare states which are very＂close＂to some fixed state，then it is usually assumed that the fixed state can also be prepared．This seems to be a natural，but at the same time more artificial assumption than the previous ones，so in this thesis，we regard it as a mathematical assumption rather than an axiom．

## 2．1．2 Convex structures and embedding theorems

In the previous section，we presented primitive descriptions of states and effects from a physical perspective．We can rephrase them via the mathe－ matical notion of convex structures［36，43］］．

[^3]
## Definition 2.2

(i) A set $S$ with a map $\langle\cdot ; \cdot\rangle$ such that

1. $\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; s_{1}, s_{2}, \ldots, s_{n}\right\rangle$ defines a unique element of $S$ for any finite $s_{1}, s_{2}, \ldots, s_{n} \in S$ and probability weight $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ (i.e., each $\lambda_{i} \geqslant 0$ and $\sum_{i=1}^{n} \lambda_{i}=1$;
2. $\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; s, s, \ldots, s\right\rangle=s$
is called a convex (pre-)structure. Elements of the form $\langle\lambda, 1-\lambda ; s, t\rangle$ are denoted simply by $\langle\lambda ; s, t\rangle$.
(ii) Let $S$ and $T$ be convex structures. A map $F: S \rightarrow T$ is called affine if

$$
\begin{align*}
& F\left(\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; s_{1}, s_{2}, \ldots, s_{n}\right\rangle\right) \\
&  \tag{2.4}\\
& =\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; F\left(s_{1}\right), F\left(s_{2}\right), \ldots, F\left(s_{n}\right)\right\rangle
\end{align*}
$$

and the set of all affine maps from $S$ to $T$ is denoted by $\operatorname{Aff}(S, T)$. If there exists an affine bijection $J: S \rightarrow T$, then $S$ and $T$ are called affinely isomorphic, and $J$ is called an affine isomorphism.
(iii) Because a convex subset of a vector space is naturally a convex structure with usual convex combinations ${ }^{\square}:\left\langle\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} ; s_{1}, s_{2}, \ldots, s_{n}\right\rangle=\sum_{i=1}^{n} \lambda_{i} s_{i}$, we can define successfully the set $A f f(S, \mathbb{R})$ for a convex structure $S$, and call its element an affine functional on $S$. In particular, the set of all $f \in$ $\operatorname{Aff}(S, \mathbb{R})$ such that $f(s) \in[0,1]$ for all $s \in S$ is denoted by $\tilde{\mathcal{E}}_{S}$. We regard $\operatorname{Aff}(S, \mathbb{R})$ as a real vector space in a natural way.
(iv) A convex structure $(S,\langle\cdot ; \cdot\rangle)$ is called a total convex structure if

1. $S$ is equipped with a function $\tilde{d}$ defined in the same way as (2.3), and if $\lim _{n, m \rightarrow \infty} \tilde{d}\left(s_{n}, s_{m}\right)=0$ for a family of elements $\left\{s_{n}\right\}_{n} \subset S$, then there exists a unique $s \in S$ such that $\lim _{n \rightarrow \infty} \tilde{d}\left(s_{n}, s\right)=0$;
2. $f(s)=f(t)$ for every $f \in \tilde{\mathcal{E}}_{S}$ implies $s=t$.

Let us consider a GPT with a state space $\tilde{\Omega}$ and effect space $\tilde{\mathcal{E}}$. Clearly, $\tilde{\Omega}$ satisfies conditions (i)-1 and (i)-2 in Definition [2.2, and thus it is a convex structure. On the other hand, it is easy to see that the functional $\tilde{e}^{\circ}$ defined for $\tilde{e} \in \tilde{\mathcal{E}}$ as $\tilde{e}^{\circ}: \tilde{\omega} \mapsto \mu(\tilde{e}, \tilde{\omega})$ is an affine functional on $\tilde{\Omega}$ due to Axiom [7. Because we are interested only in probabilities, it is not problematic to identify the effect $\tilde{e}$ representing the associated yes-no apparatus with the affine functional $\tilde{e}^{\circ}$, and we also call the latter an effect. ${ }^{\text {[.] }}$ In other words, if

[^4]we define the map $\circ: \tilde{e} \mapsto \tilde{e}^{\circ}$, then it is an injection from $\tilde{\mathcal{E}}$ to $\tilde{\mathcal{E}}_{\tilde{\Omega}}$ because of Axiom $\mathbb{I}$, and thus $\tilde{\mathcal{E}}$ and $\tilde{\mathcal{E}}^{\circ} \subset \tilde{\mathcal{E}}_{\tilde{\Omega}}$ can be identified with each other. Moreover, we can observe from Axiom [ that the notion of mixtures is represented mathematically as
\[

$$
\begin{equation*}
\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m} ; \tilde{e}_{1}, \tilde{e}_{2}, \ldots, \tilde{e}_{m}\right\rangle_{\tilde{\mathcal{E}}}^{\circ}=\sum_{j=1}^{m} \sigma_{j} \tilde{e}_{j}^{\circ}, \tag{2.5}
\end{equation*}
$$

\]

and from Axiom 囼 that $\tilde{\mathcal{E}}^{\circ}$ includes a special effect $\tilde{u}^{\circ}$ such that $\tilde{u}^{\circ}(\tilde{\omega})=1$ for all $\tilde{\omega} \in \tilde{\Omega}$ and $\tilde{e}^{\perp \circ}=\tilde{u}^{\circ}-\tilde{e}^{\circ} \in \tilde{\mathcal{E}}^{\circ}$ holds whenever $\tilde{e}^{\circ} \in \tilde{\mathcal{E}}^{\circ}$. We note that $\tilde{\mathcal{E}}^{\circ}$ is a convex subset of the vector space $A f f(S, \mathbb{R})$ due to (2.5). In this way, we regard the effect space $\tilde{\mathcal{E}}^{\circ}$ as a convex subset of $\tilde{\mathcal{E}}_{\tilde{\Omega}}$ : $\tilde{\mathcal{E}}^{\circ} \subset \tilde{\mathcal{E}}_{\tilde{\Omega}}$. In this thesis, we require that the converse inclusion also holds, which is called the no-restriction hypothesis [26].

## Mathematical assumption 2 (No-restriction hypothesis)

Any affine functional $\tilde{e}^{\circ}$ on $\tilde{\Omega}$ with $\tilde{e}^{\circ}(\tilde{\omega}) \in[0,1]$ for all $\tilde{\omega} \in \tilde{\Omega}$ is an effect. That is, $\tilde{\mathcal{E}}^{\circ}=\tilde{\mathcal{E}}_{\tilde{\Omega}}$.

The no-restriction hypothesis means that any mathematically valid affine functional is also physically valid. There is no physical background for this assumption, and GPTs without assuming it were investigated for example in [47, 48, [51, [52]. However, in this thesis, we suppose that all theories satisfy the no-restriction hypothesis based on the fact that it is satisfied both in classical and quantum theory. Now we can conclude the following.

## Proposition 2.3

A GPT is identified with $\left(\tilde{\Omega}, \tilde{\mathcal{E}}_{\tilde{\Omega}}\right)$, where $\tilde{\Omega}$ is a total convex structure and $\tilde{\mathcal{E}}_{\tilde{\Omega}}$ is the set of all affine functionals on it whose values lie in $[0,1]$.

It is known that a total convex structure can be embedded into a certain Banach space. In order to show this, we need the following lemma.

## Lemma 2.4

Let $(S,\langle\cdot ; \cdot\rangle)$ be a total convex structure with a "metric" $\tilde{d}$ defined in (2.3).
(i) If $\lim _{n \rightarrow \infty} \tilde{d}\left(s_{n}, s\right)=0$, then $\lim _{n \rightarrow \infty} f\left(s_{n}\right)=f(s)$ holds for all $f \in \tilde{\mathcal{E}}_{S}$.
(ii) Let $\left(T,\langle\cdot ; \cdot\rangle_{T}\right)$ be another total convex structure equipped with a similar "metric" $\tilde{d}_{T}$. For all $s_{1}, s_{2} \in S$ and $F \in \operatorname{Aff}(S, T)$, $\tilde{d}_{T}\left(F\left(s_{1}\right), F\left(s_{2}\right)\right) \leqslant$ $\tilde{d}\left(s_{1}, s_{2}\right)$ holds. If $F$ is bijective, then $\tilde{d}_{T}\left(F\left(s_{1}\right), F\left(s_{2}\right)\right)=\tilde{d}\left(s_{1}, s_{2}\right)$.

## Proof

(i) Because $\lim _{n \rightarrow \infty} \tilde{d}\left(s_{n}, s\right)=0$ holds, there exists $N \in \mathbb{N}$ for any $\varepsilon>0$ such that $\tilde{d}\left(s_{n}, s\right)<\frac{\varepsilon}{\varepsilon+2}$ holds whenever $n>N$. It implies that there are $\lambda \in\left(0, \frac{\varepsilon}{\varepsilon+2}\right)$ and $t_{1}, t_{2} \in S$ satisfying $\left\langle\lambda ; t_{1}, s_{n}\right\rangle=\left\langle\lambda ; t_{2}, s\right\rangle$, which results in

$$
\lambda f\left(t_{1}\right)+(1-\lambda) f\left(s_{n}\right)=\lambda f\left(t_{2}\right)+(1-\lambda) f(s)
$$

for $f \in \tilde{\mathcal{E}}_{S}$. It follows that

$$
\left|f\left(s_{n}\right)-f(s)\right|=\frac{\lambda}{1-\lambda}\left|f\left(t_{2}\right)-f\left(t_{1}\right)\right| \leqslant \frac{2 \lambda}{1-\lambda},
$$

and thus $\left|f\left(s_{n}\right)-f(s)\right|<\varepsilon$ holds because

$$
\frac{2 \lambda}{1-\lambda}<\left.\frac{2 \lambda}{1-\lambda}\right|_{\lambda \rightarrow \frac{\varepsilon}{\varepsilon+2}}=\varepsilon
$$

(ii) It holds from the definition of $\tilde{d}$ that

$$
\begin{aligned}
\tilde{d}_{T}\left(F\left(s_{1}\right), F\left(s_{2}\right)\right)= & \inf \{0<\lambda \leqslant 1 \mid \\
& \left.\left\langle\lambda ; t_{1}, F\left(s_{1}\right)\right\rangle_{T}=\left\langle\lambda ; t_{2}, F\left(s_{2}\right)\right\rangle_{T}, t_{1}, t_{2} \in T\right\} \\
\leqslant & \inf \{0<\lambda \leqslant 1 \mid \\
& \left.\left\langle\lambda ; F(s), F\left(s_{1}\right)\right\rangle_{T}=\left\langle\lambda ; F\left(s^{\prime}\right), F\left(s_{2}\right)\right\rangle_{T}, s, s^{\prime} \in S\right\} \\
= & \inf \left\{0<\lambda \leqslant 1 \mid F\left(\left\langle\lambda ; s, s_{1}\right\rangle\right)=F\left(\left\langle\lambda ; s^{\prime}, s_{2}\right\rangle\right), s, s^{\prime} \in S\right\} \\
\leqslant & \inf \left\{0<\lambda \leqslant 1 \mid\left\langle\lambda ; s, s_{1}\right\rangle=\left\langle\lambda ; s^{\prime}, s_{2}\right\rangle, s, s^{\prime} \in S\right\} \\
= & \tilde{d}\left(s_{1}, s_{2}\right) .
\end{aligned}
$$

If $F$ is bijective, then the two " $\leqslant$ " in the above consideration become " $=$ ", and thus $\tilde{d}_{T}\left(F\left(s_{1}\right), F\left(s_{2}\right)\right)=\tilde{d}\left(s_{1}, s_{2}\right)$ holds.

We remember that $A f f(S, \mathbb{R})$ is a real vector space for a convex structure $S$. The set $\operatorname{Aff}(S, \mathbb{R})^{\prime}:=\{\alpha \mid \alpha: \operatorname{Aff}(S, \mathbb{R}) \rightarrow \mathbb{R}$, linear $\}$ is naturally a vector space called the algebraic dual of $\operatorname{Aff}(S, \mathbb{R})$. Then, there is a canonical embedding $J$ of $S$ into $A f f(S, \mathbb{R})^{\prime}$ defined as $[J(s)](f)=f(s)$ for all $f \in$ $A f f(S, \mathbb{R})$. We can prove the following proposition.

## Proposition 2.5

Let $(S,\langle\cdot ; \cdot\rangle)$ be a total convex structure with a "metric" $\tilde{d}$ defined in (2.3).
(i) The canonical embedding $J: S \rightarrow \operatorname{Aff}(S, \mathbb{R})^{\prime}$ is an affine isomorphism between $S$ and the convex subset $J(S)$ of $\operatorname{Aff}(S, \mathbb{R})^{\prime}$.
(ii) If there is an affine isomorphism $\eta$ between $S$ and a convex subset $S_{0}$ of some real vector space $V_{0}$ such that aff $\left(S_{0}\right)$ does not include the origin 0 of $V_{0}$, then there is a linear bijection $\Phi: \operatorname{span}\left(S_{0}\right) \rightarrow \operatorname{span}(J(S))$ satisfying $\Phi\left(S_{0}\right)=J(S) .{ }^{\square}$
(iii) $(S, \tilde{d})$ is a complete metric space.

The claims (i) and (ii) demonstrate that the total convex structure $S$ can be identified with a convex set in some vector space in an essentially unique way

[^5]via the canonical embedding $J$. We note that the functional $0 \in A f f(S, \mathbb{R})^{\prime}$ defined as $0(f)=0$ for all $f \in \operatorname{Aff}(S, \mathbb{R})$, which is the origin of the vector space $A f f(S, \mathbb{R})^{\prime}$, does not belong to $J(S)$ because $0 \in J(S)$ contradicts to the existence of the unit effect. On the other hand, the claim (iii) shows that $\tilde{d}$ is indeed a metric (see Mathematical assumption (T)).

## Proof (proof of Proposition [2.5)

(i) It is easy to see that $J$ is an affine map from $S$ to $\operatorname{Aff}(S, \mathbb{R})^{\prime}$ and $J(S)$ is a convex set in $\operatorname{Aff}(S, \mathbb{R})^{\prime}$. Since $S$ is total (see (iv)-2 in Definition [2.2), for $s, t \in S$ with $s \neq t$, there exists an affine functional $f \in \operatorname{Aff}(S, \mathbb{R})$ such that $f(s) \neq f(t)$, i.e., $[J(s)](f) \neq[J(t)](f)$. This implies $J(s) \neq J(t)$.
(ii) Let us introduce a subset $K:=\left\{\sum_{i=1}^{n} \lambda_{i} x_{i} \mid \lambda_{i} \geqslant 0, x_{i} \in S_{0}, n\right.$ : finite $\}$, i.e., the conic hull of $S_{0}$ (see Definition [2.6). Then, any $y \in K \backslash\{0\}$ can be represented as $y=\lambda x$ with $\lambda>0$ and $x \in S_{0}$ in a unique way. To see this, assume that $y \in K \backslash\{0\}$ satisfies $y=\lambda x=\lambda^{\prime} x^{\prime}$ with $\lambda, \lambda^{\prime}>0$ and $x, x^{\prime} \in J(S)$. If $\lambda \neq \lambda^{\prime}$, then it holds that

$$
0=\lambda x-\lambda^{\prime} x^{\prime}=\left(\lambda-\lambda^{\prime}\right)\left(\frac{\lambda}{\lambda-\lambda^{\prime}} x-\frac{\lambda^{\prime}}{\lambda-\lambda^{\prime}} x^{\prime}\right) .
$$

Because $0 \notin$ aff $\left(S_{0}\right)$, it implies $\lambda=\lambda^{\prime}$, which is a contradiction. Thus, we can conclude $\lambda=\lambda^{\prime}$ and $x=x^{\prime}$. Now let us construct the linear bijection $\Phi$ from the affine isomorphism $\eta$. First, we define an affine bijection $\phi_{0}: S_{0} \rightarrow J(S)$ by $\phi=J \circ \eta^{-1}$ (note that $J$ is a bijection between $S$ and $J(S)$ ). From the above consideration, we can extend this $\phi_{0}$ successfully to a bijection $\phi$ from $K$ to the conic hull of $J(S): \phi(y)=\lambda \phi_{0}(x)$ for $y=\lambda x$ with $y \in K, x \in S_{0}$, and $\lambda \geqslant 0$. It is easy to verify that $\phi(\lambda y+\mu z)=\lambda \phi(y)+\mu \phi(z)$ holds for $y, z \in K$ and $\lambda, \mu \geqslant 0$. Since any $y \in \operatorname{span}\left(S_{0}\right)$ such that $y=\sum_{i=1}^{n} \lambda_{i} x_{i}$ with $x_{i} \in S_{0}, \lambda_{i} \in \mathbb{R}$, and a finite $n$ can be expressed as $y=u-v$, where $u, v \in K$, we can consider the extension of $\phi$ to a map $\Phi$ from $\operatorname{span}\left(S_{0}\right)$ to $\operatorname{span}(J(S))$ by $\Phi(y)=\phi(u)-\phi(v)$ for $y=u-v$ with $y \in \operatorname{span}\left(S_{0}\right)$ and $u, v \in K$. We note that this $\Phi$ is well-defined: if $y=u_{1}-v_{1}=u_{2}-v_{2}$ with $u_{1}, u_{2}, v_{1}, v_{2} \in K$ holds, then $u_{1}+v_{2}=u_{2}+v_{1}$ holds, and thus $\Phi\left(u_{1}+v_{2}\right)=\Phi\left(u_{2}+v_{1}\right)$, i.e., $\Phi\left(u_{1}\right)+\Phi\left(v_{2}\right)=\Phi\left(u_{2}\right)+\Phi\left(v_{1}\right)$ follows, which implies $\Phi\left(u_{1}\right)-\Phi\left(u_{2}\right)=$ $\Phi\left(v_{1}\right)-\Phi\left(v_{2}\right)$. It is easy to confirm that $\Phi: \operatorname{span}\left(S_{0}\right) \rightarrow \operatorname{span}(J(S))$ is linear and bijective.
(iii) It is trivial that $\tilde{d}(s, t) \geqslant 0$ and $\tilde{d}(s, t)=\tilde{d}(t, s)$ holds for all $s, t \in$ $S$. Let $\tilde{d}(s, t)=0$. Then, there exist a family of positive numbers $\left\{\lambda_{i}\right\}_{i}$ with $\lim _{i \rightarrow \infty} \lambda_{i}=0$ and families $\left\{s_{i}\right\}_{i}$ and $\left\{t_{i}\right\}_{i}$ of elements of $S$ such that $\left\langle\lambda_{i} ; s_{i}, s\right\rangle=\left\langle\lambda_{i} ; t_{i}, t\right\rangle$. It follows that

$$
\lambda_{i} f\left(s_{i}\right)+\left(1-\lambda_{i}\right) f(s)=\lambda_{i} f\left(t_{i}\right)+\left(1-\lambda_{i}\right) f(t)
$$

holds for all $f \in \tilde{\mathcal{E}}_{S}$. Because $0 \leqslant f\left(s_{i}\right), f\left(t_{i}\right) \leqslant 1$ holds, taking $i \rightarrow \infty$ in the
above equation, we obtain $f(s)=f(t)$ for all $f \in \tilde{\mathcal{E}}_{S}$. By the assumption of totality, we can conclude $s=t$. To verify the triangle inequality for $\tilde{d}$, it is enough to prove that $\tilde{d^{\prime}}: J(S) \times J(S) \rightarrow \mathbb{R}$ defined on $J(S)$ in a similar way to $\tilde{d}$ satisfies it. This is because $\tilde{d}^{\prime}(J(s), J(t))=\tilde{d}(s, t)$ holds for all $s, t \in S$ as we have seen in Lemma [2.4. For the evaluation of $\tilde{d^{\prime}}(p, r)+\tilde{d}^{\prime}(r, q)$ with $p, q, r \in J(S)$, let us assume that $\lambda_{1}, \lambda_{2} \in(0,1)$ satisfy

$$
\begin{aligned}
& \lambda_{1} p_{1}+\left(1-\lambda_{1}\right) p=\lambda_{1} r_{1}+\left(1-\lambda_{1}\right) r, \\
& \lambda_{2} r_{2}+\left(1-\lambda_{2}\right) r=\lambda_{2} q_{1}+\left(1-\lambda_{2}\right) q
\end{aligned}
$$

for $p_{1}, q_{1}, r_{1}, r_{2} \in J(S)$. We obtain from these equations

$$
\begin{aligned}
\lambda_{1}\left(1-\lambda_{2}\right) p_{1} & +\lambda_{2}\left(1-\lambda_{1}\right) r_{2}+\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right) p \\
& =\lambda_{2}\left(1-\lambda_{1}\right) q_{1}+\lambda_{1}\left(1-\lambda_{2}\right) r_{1}+\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right) q
\end{aligned}
$$

It can be rewritten as

$$
\begin{equation*}
\lambda_{0} p_{2}+\left(1-\lambda_{0}\right) p=\lambda_{0} q_{2}+\left(1-\lambda_{0}\right) q \tag{2.6}
\end{equation*}
$$

where

$$
\lambda_{0}=\frac{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)}{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)+\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right)}=\frac{\lambda_{1}+\lambda_{2}-2 \lambda_{1} \lambda_{2}}{1-\lambda_{1} \lambda_{2}}
$$

and

$$
\begin{aligned}
& p_{2}=\frac{\lambda_{1}\left(1-\lambda_{2}\right)}{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)} p_{1}+\frac{\lambda_{2}\left(1-\lambda_{1}\right)}{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)} r_{2}, \\
& q_{2}=\frac{\lambda_{2}\left(1-\lambda_{1}\right)}{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)} q_{1}+\frac{\lambda_{1}\left(1-\lambda_{2}\right)}{\lambda_{1}\left(1-\lambda_{2}\right)+\lambda_{2}\left(1-\lambda_{1}\right)} r_{1} .
\end{aligned}
$$

Because $\lambda_{0} \leqslant \lambda_{1}+\lambda_{2}$, we can see from (2.6) that

$$
\tilde{d}^{\prime}(p, q) \leqslant \tilde{d}^{\prime}(p, r)+\tilde{d}^{\prime}(r, q)
$$

holds, and thus we can conclude that $(S, \tilde{d})$ is a metric space. The completeness clearly holds due to (iv)-1 in Definition [2.2.
We note that we can prove the same claim as (iii) also for the function $\tilde{d}_{0}$ defined as

$$
\begin{equation*}
\tilde{d}_{0}(s, t)=\frac{\tilde{d}(s, t)}{1-\tilde{d}(s, t)} . \tag{2.7}
\end{equation*}
$$

It was shown in [36] that this $\tilde{d}_{0}$ is a metric on $S$, and the completeness holds similarly. Before proceeding to the main theorem of this section, we
introduce the notion of convex cones [50, 53, 54] .

## Definition 2.6

Let $L$ be a vector space, and $0 \in L$ be its origin.
(i) A subset $C$ of $L$ is called a cone of vertex 0 if $\lambda C \subset C$ for all $\lambda>0$. A cone of vertex $x_{0}$ is a set of the form $x_{0}+C$, where $C$ is a cone of vertex 0 .
In this thesis, the vertex of a cone is always assumed to be 0 .
(ii) A cone $C \subset L$ is called

1. convex if it is convex, i.e., satisfies $C+C \subset C$;
2. pointed if $C \cap-C=\{0\}$;
3. generating (or spanning) if $\operatorname{span}(C)=L$, i.e., $C-C=L$.
(iii) The conic hull of a subset $A$ of $L$ is defined as $\operatorname{cone}(A):=\left\{\sum_{i=1}^{n} \lambda_{i} a_{i} \mid\right.$ $\lambda_{i} \geqslant 0, a_{i} \in A, n:$ finite $\}$. It is easy to see that $\operatorname{cone}(A)$ is a convex cone.

Let us write cone $(J(S))$ and $\operatorname{span}(J(S))$ generated by $J(S)$ simply as $K$ and $V$ respectively. It is easy to see that $K$ is a convex, pointed, and generating cone for $V$, and thus any $v \in V$ is written in the form $v=k_{+}-k_{-}=\alpha p-\beta q$, where $k_{ \pm} \in K, p, q \in J(S)$, and $\alpha, \beta \geqslant 0$. It follows that we can introduce the following quantity for $v \in V$ :

$$
\begin{equation*}
\|v\|=\inf \{\alpha+\beta \mid v=\alpha p-\beta q, \alpha, \beta \geqslant 0, p, q \in J(S)\} \tag{2.8}
\end{equation*}
$$

Now we can present the embedding theorem for a total convex structure as follows. We shall omit the proof, but it is given in [43] (see the proofs of Theorem 4.11 and Theorem 4.12 there).

## Theorem 2.7

Let $S$ be a total convex structure, and $K$ and $V$ be the cone and the real vector space generated by the canonical embedding $J(S)$ of $S$ into $A f f(S, \mathbb{R})^{\prime}$ respectively.
(i) The function $\|\cdot\|$ on $V$ defined in ( $\mathbf{Z . 8}$ ) is a norm on $V$ satisfying $\|J(s)-J(t)\|=2 \tilde{d}_{0}(s, t)$ for all $s, t \in S$ and $\|J(s)\|=1$ for all $s \in S$. Moreover, $(V,\|\cdot\|)$ is a real Banach space, and $K$ is closed.
(ii) Let $f \in \operatorname{Aff}(S, \mathbb{R})$. Then, the affine functional $f \circ J^{-1}: J(S) \rightarrow \mathbb{R}$ on $J(S)$ has a unique linear extension $\check{f}: V \rightarrow \mathbb{R}$.
(iii) If we let $e: V \rightarrow \mathbb{R}$ be the unique linear extension of $\tilde{e}^{\circ} \in \tilde{\mathcal{E}}_{S} \subset A f f(S, \mathbb{R})$ described in (ii) above, then $e$ is continuous, and thus belongs to the Banach dual $V^{*}:=\{f \mid f: V \rightarrow \mathbb{R}$, linear, bounded (continuous) $\}$ of $V$. In particular, the linear extension $u$ of the unit effect $\tilde{u}^{\circ}$ such that $u(J(s))=1$ for all $J(s) \in J(S)$ satisfies $u \in V^{*}$.

According to this theorem, together with Proposition [2.3, we can consider the state space of a GPT $\tilde{\Omega}$ as a closed convex set $\Omega:=J(\tilde{\Omega})$ in a Banach space $V=\operatorname{span}(\Omega)$ equipped with the norm $\|\cdot\|$ in (L.区) called the base norm, and the effect space $\tilde{\mathcal{E}}_{\tilde{\Omega}}$ as a subset $\mathcal{E}_{\Omega}:=\{e \mid e(\omega) \in$ $[0,1]$ for all $\omega \in \Omega$, linear $\}$ of the Banach dual $V^{*}$. We also call $\Omega$ and $\mathcal{E}_{\Omega}$ the state space and the effect space of the GPT respectively. In the next part, we give further explanations about the Banach space $V$ and its Banach dual $V^{*}$.

### 2.1.3 Ordered Banach spaces

The vector spaces $V$ and $V^{*}$ introduced in the previous part are equipped with both order and Banach space structures, that is, they are ordered Banach spaces. In this subsection, we make a brief review of ordered Banach spaces. Mathematical terms shown in this subsection are according mainly to [30, $31,44,50,53,55.556]$. Also, there can be found the technical proofs of some theorems which we omit. We begin with the definition of an ordered vector space.

## Definition 2.8

A real vector space $L$ equipped with a partial ordering ${ }^{88} \leqslant$ is called an ordered vector space if it satisfies
(i) $x \leqslant y$ implies $x+z \leqslant y+z$ for all $x, y, z \in L$;
(ii) $x \leqslant y$ implies $\lambda x \leqslant \lambda y$ for all $x, y \in L$ and $\lambda \geqslant 0$.

We can prove easily the following (recall Definition [2.66).

## Proposition 2.9

(i) $L_{+}:=\{x \in L \mid x \geqslant 0\} \subset L$ is a convex and pointed cone.
(ii) If $(L, \leqslant)$ is directed, i,e, for every $x, y \in L$ there is $z \in L$ such that $x \leqslant z, y \leqslant z$, then $L_{+}$in (i) is also generating.

## Proof

(i) For $x \geqslant 0, \lambda x \geqslant 0(\lambda \geqslant 0)$ clearly holds, and thus $L_{+}$is a cone. Because, for $x, y \geqslant 0, p x \geqslant 0$ and $(1-p) y \geqslant 0(0 \leqslant p \leqslant 1)$ hold, $p x+(1-p) y \geqslant 0$ follows, which implies $L_{+}$is convex. The claim that $L_{+}$is pointed follows from the observation that $x \geqslant 0$ and $x \leqslant 0$ implies $x=0$.
(ii) Because $L$ is directed, for any $x \in L$, there exists $z \in L$ such that $x \leqslant z$ and $-x \leqslant z$, equivalently, $z-x \geqslant 0$ and $z+x \geqslant 0$ hold. Because $\frac{1}{2}(z-x) \geqslant 0$ and $\frac{1}{2}(z+x) \geqslant 0, x=\frac{1}{2}(z+x)-\frac{1}{2}(z-x)$ implies that $L_{+}$is generating.
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## Definition 2.10

Let $L$ be an ordered vector space.
(i) The cone $L_{+}:=\{x \in L \mid x \geqslant 0\}$ is called the positive cone of $L$.
(ii) For the positive cone $L_{+}$of $L$, its order dual cone $L_{+}^{\diamond}$ is defined as the set of all "positive" functionals on $L_{+}$, i.e., $L_{+}^{\diamond}:=\left\{f \in L^{\prime} \mid f(x) \geqslant\right.$ 0 for all $\left.x \in L_{+}\right\}$. It is clear that $L_{+}^{\diamond}$ is a convex cone in the algebraic dual $L^{\prime}$ of $L$ and in the subspace $L^{\diamond}:=L_{+}^{\diamond}-L_{+}^{\diamond}=\operatorname{span}\left(L_{+}^{\diamond}\right)$ called the order dual of $L$. Moreover, we can find that $L_{+}^{\diamond}$ is pointed in $L^{\prime}$ and $L^{\diamond}$ if $L_{+}$is generating.

We have proven in Proposition [2.9 that a positive cone can be introduced through an order vector space. Conversely, we can construct an order structure for a vector space when there is a convex cone.

## Proposition 2.11

Let $C$ be a convex and pointed cone in a real vector space $L$.
(i) If we define a binary relation $\leqslant$ as $x \leqslant y \Longleftrightarrow y-x \in C$ for $x, y \in V$, then the relation $\leqslant$ is a partial ordering, and $(L, \leqslant)$ is an ordered vector space.
(ii) The positive cone $L_{+}$for $L$ defined via the order $\leqslant$ in (i) is identical to $C$, i.e., $L_{+}=C$.
(iii) If $C$ is in addition generating, then $(L, \leqslant)$ is directed.

## Proof

(i) Because $C$ is pointed, $x-x=0 \in C$, and $y-x \in C$ and $x-y \in C$ imply $y-x=0$, i.e., $x=y$ for $x, y \in L$. Moreover, if $y-x \in C$ and $z-y \in C(z, y, z \in L)$, then $z-x=(z-y)+(y-x) \in C$. Therefore, we can conclude that $\leqslant$ is a partial ordering. On the other hand, because $y-x=(y+z)-(x+z)(z, y, z \in L), x+z \leqslant y+z$ holds when $x \leqslant y$. Since $C$ is a pointed cone, $y-x \in C(x, y \in L)$ implies $\lambda(y-x)=\lambda y-\lambda x \in C$ $(\lambda \geqslant 0)$, i.e., $\lambda x \leqslant \lambda y$ when $x \leqslant y$.
(ii) $L_{+}=C$ is trivial since $x \geqslant 0$ is equivalent to $x \in C$.
(iii) For $x, y \in L$, because $C$ is generating, there exist $x_{1}, x_{2}, y_{1}, y_{2} \in C$ such that $x=x_{1}-x_{2}$ and $y=y_{1}-y_{2}$. Defining $z=x_{1}+y_{1}$, we have $z-x=y_{1}+x_{2} \in C$ and $z-y=x_{1}+y_{2} \in C$, which means that $(L, \leqslant)$ is directed.

It follows from these propositions that a positive cone and a convex and pointed cone can be identified naturally with each other.

Next, we give descriptions of ordered Banach spaces. An ordered vector space $L$ is called an ordered Banach space if $L$ is also a Banach space (see [58] for a review of Banach space). There are two important types of ordered Banach space in the field of GPTs: base norm Banach spaces and order unit Banach spaces, which are related with state spaces and effect spaces respectively. Let us first introduce base norm Banach spaces.

## Definition 2.12

Let $L$ be an ordered vector space with its positive cone $L_{+}$. A convex subset $B \subset L_{+}$is called a base of $L_{+}$if for any $x \in L_{+}$there exists a unique $\lambda \geqslant 0$ such that $x \in \lambda B$.

The following lemma is important.

## Lemma 2.13

Let $L$ be an ordered vector space with its positive cone $L_{+}$, and $B$ be its base. Then, aff ( $B$ ) does not contain the origin 0 of $L$.

## Proof

Suppose $0 \in \operatorname{aff}(B)$. Then, there exist real numbers $\left\{\lambda_{i}\right\}_{i=1}^{n}$ with $\sum_{i=1}^{n} \lambda_{i}=1$ and elements $\left\{x_{i}\right\}_{i=1}^{n}$ of $B$ such that $\sum_{i=1}^{n} \lambda_{i} x_{i}=0$. Dividing $\left\{\lambda_{i}\right\}_{i=1}^{n}$ into positive and negative parts, we obtain

$$
\sum_{j} \lambda_{j}^{+} x_{j}^{+}=\sum_{k} \lambda_{k}^{-} x_{k}^{-},
$$

where $\left\{x_{j}^{+}\right\}_{j}$ and $\left\{x_{k}^{-}\right\}_{k}$ are subsets of $\left\{x_{i}\right\}_{i=1}^{n}$, and $\left\{\lambda_{j}^{+}\right\}_{j}$ and $\left\{\lambda_{k}^{-}\right\}_{k}$ are positive numbers satisfying $\sum_{j} \lambda_{j}^{+}-\sum_{k} \lambda_{k}^{-}=1$. If we assume $K:=\sum_{k} \lambda_{k}^{-} \neq$ 0 , then we can rewrite the above equation as

$$
\frac{K+1}{K} \cdot \frac{1}{K+1} \sum_{j} \lambda_{j}^{+} x_{j}^{+}=\frac{1}{K} \sum_{k} \lambda_{k}^{-} x_{k}^{-} .
$$

Because $y:=\frac{1}{K+1} \sum_{j} \lambda_{j}^{+} x_{j}^{+}$and $y^{\prime}:=\frac{1}{K} \sum_{k} \lambda_{k}^{-} x_{k}^{-}$are convex combinations of elements of $B$, they belong to $B$. Then, the above equation $\frac{K+1}{K} y=y^{\prime}$ contradicts to the uniqueness condition in the definition of the base $B$, and thus we obtain $K=0$. It implies $0 \in B$, but this also contradicts to the uniqueness condition because any positive number $\lambda$ satisfy $\lambda 0=0$.

By means of this lemma, we can associate a base of a positive cone with a linear functional in the following way [30, [56].

## Proposition 2.14

Let $L$ and $L_{+}$be an ordered vector space and its positive cone respectively. $L_{+}$has a base $B$ if and only if there exists a strictly positive functional $e_{B}$ (i.e., $e_{B} \in L^{\diamond}$ and satisfies $e_{B}(x)>0$ for all nonzero $x \in L_{+}$) such that

$$
\begin{equation*}
B=\left\{x \in L_{+} \mid e_{B}(x)=1\right\} . \tag{2.9}
\end{equation*}
$$

## Proof

The if part is easy, so we prove the only if part. Let $B$ be a base of $L_{+}$. Applying Zorn's lemma to the set $A$ of all affine sets which include aff $(B)$ but not $\{0\}$, we obtain the maximal affine set $H$ in $A$. It can be shown [50]]
that this $H$ is a hyperplane in $L$, and thus there exists a linear functional $e_{B}$ such that $e_{B}(x)=1$ for all $x \in H$. This functional $e_{B}$ is easily found to be strictly positive because $B$ is a base.

We call the functional $e_{B}$ the intensity functional for the base $B$ [38].

## Lemma 2.15

Let $L$ be an ordered vector space, and $L_{+}$be its positive cone which is generating. For a base $B \subset L_{+}$of $L_{+}, D:=\operatorname{conv}(B \cup-B)$ is a radial, circled, and convex subset of $L$. ${ }^{\text {( }}$

## Proof

The convexity is clear. It is easy to see $0 \in D$, and thus $D$ is circled. Because $L_{+}$is generating, any $x \in L$ can be written as $x=\lambda_{+} x_{+}+\lambda_{-} x_{-}$with $\lambda_{ \pm} \geqslant 0$ and $x_{+} \in B, x_{-} \in-B$. Let $\lambda_{0}=\lambda_{+}+\lambda_{-}$. For $\lambda \geqslant \lambda_{0}, x$ can be rewritten as

$$
x=\lambda \cdot \frac{\lambda_{+}+\lambda_{-}}{\lambda}\left(\frac{\lambda_{+}}{\lambda_{+}+\lambda_{-}} x_{+}+\frac{\lambda_{-}}{\lambda_{+}+\lambda_{-}} x_{-}\right) .
$$

Because $D$ is circled, $\frac{\lambda_{+}+\lambda_{-}}{\lambda}\left(\frac{\lambda_{+}}{\lambda_{+}+\lambda_{-}} x_{+}+\frac{\lambda_{-}}{\lambda_{+}+\lambda_{-}} x_{-}\right) \in D$ can be obtained. It implies $x \in \lambda D$, and thus $D$ is radial.

According to Lemma [2.15, if $L_{+}$is generating, then the Minkowski functional of $D=\operatorname{conv}(B \cup-B)$ defined as

$$
\begin{equation*}
p_{D}(x):=\inf \{\lambda>0 \mid x \in \lambda D\} \quad(x \in L) \tag{2.10}
\end{equation*}
$$

is a seminorm on $L$ [50]. It is not difficult to see that $p_{D}$ satisfies

$$
\begin{equation*}
p_{D}(x)=\inf \left\{e_{B}\left(x_{+}\right)+e_{B}\left(x_{-}\right) \mid x=x_{+}-x_{-}, x_{ \pm} \in L_{+}\right\} \quad(x \in L) \tag{2.11}
\end{equation*}
$$

with $e_{B}$ introduced in Proposition [2.14, or

$$
\begin{equation*}
p_{D}(x)=\inf \left\{\alpha+\beta \mid x=\alpha b_{+}-\beta b_{-}, \alpha, \beta \geqslant 0, b_{ \pm} \in B\right\} \quad(x \in L) \tag{2.12}
\end{equation*}
$$

since it holds that $p_{D}\left(x_{+}\right)=e_{B}\left(x_{+}\right)$for all $x_{+} \in L_{+}$. Now we can give the definition of a base norm space.

## Definition 2.16

Let $L$ be an ordered vector space with its positive cone $L_{+}$generating. For a base $B$ of $L_{+},(L, B)$ is called a base norm space if the function $p_{D}$ defined


[^7]$\|\cdot\|_{B}$ and call it the base norm. A base norm space $(L, B)$ is called a base norm Banach space if $L$ is complete with respect to the base norm $\|\cdot\|_{B}$.

In this thesis, for a Banach space $X$, we denote its Banach dual by $X^{*}=$ $\{f \mid f: X \rightarrow \mathbb{R}$, linear, bounded $\}$. When $X$ is in addition an ordered vector space (i.e., an ordered Banach space) and $X_{+}$is its positive cone, we define a set $X_{+}^{*}$ as $X_{+}^{*}:=\left\{f \in X^{*} \mid f(x) \geqslant 0\right.$ for all $\left.x \in X_{+}\right\}$, and call it the Banach dual cone for $X_{+}$. It is verified easily that $L_{+}^{*}$ is a convex and closed (in the weak ${ }^{* \square \square}$ and norm topologies) cone in $L^{*[\square]}$, and is in addition pointed if $L_{+}$ is generating.

We present miscellaneous facts about base norm Banach spaces.

## Proposition 2.17

Let $(L, B)$ be a base norm Banach space, and $L_{+}$be the positive cone of $L$. For a subset $A$ of $L$, we denote its norm closure by $\bar{A}$.
(i) The intensity functional $e_{B}$ in (ए.W) is continuous, i.e., $e_{B} \in L^{*}$.
(ii) $B$ is closed if and only if $L_{+}$is closed.
(iii) The unit ball of $L$ is given by $\bar{D}=\overline{\operatorname{conv}(B \cup-B)}$.
(iv) The dual norm $\|\cdot\|_{*}$ on the Banach dual $L^{*}$ defined as $\|f\|_{*}:=\sup \{|f(x)| \mid$ $\left.\|x\|_{B} \leqslant 1\right\}$ satisfies $\|f\|_{*}:=\sup \{|f(x)| \mid x \in B\}$.
(v) $\overline{L_{+}}$is a convex, pointed, and generating cone in $L$, and $\bar{B}$ is a base of $\overline{L_{+}}$with its intensity functional identical with that of the original base $B$ : $\bar{B}=\overline{L_{+}} \cap e_{B}^{-1}(1)$. Moreover, the base norm induced by $\bar{B}$ coincides with the original one by $B$.
(vi) If $L_{+}$is closed, then the Banach dual and order dual coincide with each other: $L^{*}=L^{\diamond}$.

## Proof

(i) Representing $x \in L$ as $x=x_{+}-x_{-}\left(x_{ \pm} \in L_{+}\right)$, we have

$$
\left|e_{B}(x)\right|=\left|e_{B}\left(x_{+}\right)-e_{B}\left(x_{-}\right)\right| \leqslant e_{B}\left(x_{+}\right)+e_{B}\left(x_{-}\right) .
$$

It implies $\left|e_{B}(x)\right| \leqslant\|x\|_{B}$, i.e., $e_{B}$ is bounded.
(ii) When $L_{+}$is closed, its base $B=L_{+} \cap\left\{x \in L \mid e_{B}(x)=1\right\}$ is also closed. Assume conversely that $B$ is closed. Since $L$ is complete, for a Cauchy sequence $\left\{\alpha_{i} x_{i}\right\}_{i}$ in $L_{+}$such that $\alpha_{i} \geqslant 0$ and $x_{i} \in B$, there exists

[^8]$v_{*} \in L$ to which $\left\{\alpha_{i} x_{i}\right\}_{i}$ converges. From the continuity of $e_{B}$, we obtain $\alpha_{i}=e_{B}\left(\alpha_{i} x_{i}\right) \rightarrow e_{B}\left(v_{*}\right)$. If $e_{B}\left(v_{*}\right)=0$, then $\alpha_{i} \rightarrow 0$. It implies $\left\|\alpha_{i} x_{i}\right\|_{B} \rightarrow 0$, i.e., $v_{*}=\lim _{i} \alpha_{i} x_{i}=0$, and thus $v_{*} \in L_{+}$because $L_{+}$is pointed (see Proposition (2.G). If $e_{B}\left(v_{*}\right) \neq 0$, then
\[

$$
\begin{aligned}
e_{B}\left(v_{*}\right)\left\|x_{i}-x_{j}\right\|_{B} \leqslant & \left\|e_{B}\left(v_{*}\right) x_{i}-v_{*}\right\|_{B}+\left\|v_{*}-e_{B}\left(v_{*}\right) x_{j}\right\|_{B} \\
\leqslant & \left\|e_{B}\left(v_{*}\right) x_{i}-\alpha_{i} x_{i}\right\|_{B}+\left\|\alpha_{i} x_{i}-v_{*}\right\|_{B} \\
& \quad+\left\|v_{*}-\alpha_{j} x_{j}\right\|_{B}+\left\|\alpha_{j} x_{j}-e_{B}\left(v_{*}\right) x_{j}\right\|_{B} \\
= & \left|e_{B}\left(v_{*}\right)-\alpha_{i}\right|+\left\|\alpha_{i} x_{i}-v_{*}\right\|_{B} \\
& \quad+\left\|v_{*}-\alpha_{j} x_{j}\right\|_{B}+\left|\alpha_{j}-e_{B}\left(v_{*}\right)\right| .
\end{aligned}
$$
\]

The last equation converges to 0 as $i, j \rightarrow \infty$, and thus $\left\{x_{i}\right\}_{i}$ is a Cauchy sequence in $L$. Because $B$ is closed, $\left\{x_{i}\right\}_{i}$ converges to $x_{*} \in B$. Therefore, we obtain $\lim _{i} \alpha_{i} x_{i}=e_{B}\left(v_{*}\right) x_{*} \in L_{+}$.
(iii) This claim follows directly from the definition of $\|\cdot\|_{B}$ as the Minkowski functional of $D$.
(iv) It can be found that

$$
\begin{aligned}
\|f\|_{*} & =\sup \left\{|f(x)| \mid\|x\|_{B} \leqslant 1\right\} \\
& =\sup \{|f(x)| \mid x \in \bar{D}\} \\
& =\sup \{|f(x)| \mid x \in D\} \\
& =\sup \{|f(x)| \mid x \in B\} .
\end{aligned}
$$

For the proofs of (v) and (vi), see Proposition 1.40 in [30].
Roughly speaking, the base norm and the intensity functional correspond to the trace norm and the identity operator in the usual formulation of quantum theory respectively. In fact, if we let $L$ be the set $\mathcal{L}_{S}(\mathcal{H})$ of all selfadjoint operators on a finite-dimensional Hilbert space $\mathcal{H}$, then any $x \in L$ is decomposed as $x=x_{+}-x_{-}$with $x_{ \pm} \geqslant 0$ in the usual ordering for self-adjoint operators, and thus the trace norm of $x$ is given via the identity operator $\mathbb{1}$ by $\|x\|_{\operatorname{Tr}}=\operatorname{Tr}\left[x_{+}\right]+\operatorname{Tr}\left[x_{-}\right]=\operatorname{Tr}\left[\mathbb{1} x_{+}\right]+\operatorname{Tr}\left[\mathbb{1} x_{-}\right]$, which corresponds to ([.]I).

Let us move to the introduction of order unit Banach spaces.

## Definition 2.18

Let $L$ be an ordered vector space equipped with an ordering $\leqslant$.
(i) $L$ is called Archimedean if $x \leqslant 0$ whenever there exists $y \in L$ such that $n x \leqslant y$ for all $n \in \mathbb{N}$.
(ii) $L$ is called almost Archimedean if $x=0$ whenever there exists $y \in L$ such that $-y \leqslant n x \leqslant y$ for all $n \in \mathbb{N}$.
(iii) A positive element $u$ of $L$ is called an order unit if for any $x \in L$ there exists some $n \in \mathbb{N}$ such that $-n u \leqslant x \leqslant n u$.

It is clear that if $L$ is Archimedean, then it is almost Archimedean. For $a, b \in L$, we define the order interval $[a, b]$ as $[a, b]:=\{x \in L \mid a \leqslant x \leqslant b\}$. The following lemma is important.

## Lemma 2.19

Let $L$ be an ordered vector space with an ordering $\leqslant$ and an order unit $u$.
(i) The order interval $\Delta:=[-u, u]$ is a radial, circled, and convex subset of $L$.
(ii) The Minkowski functional of $\Delta$ of the form

$$
\begin{equation*}
p_{\Delta}=\inf \{\lambda>0 \mid x \in \lambda \Delta\} \tag{2.13}
\end{equation*}
$$

is a norm on $L$ if and only if $L$ is almost Archimedean.

## Proof

It is easy to see that (i) holds due to the definition of the order unit $u$, and thus the Minkowski functional $p_{\Delta}$ is a seminorm on $L$. Assume that $p_{\Delta}$ is a norm and $x \in L$ satisfies $-y \leqslant n x \leqslant y$ for all $n \in \mathbb{N}$ and some $y \in L$. Since there exists $m \in \mathbb{N}$ such that $-m u \leqslant y \leqslant m u$, it holds that $-m u \leqslant n x \leqslant m u$, or $-\frac{m}{n} u \leqslant x \leqslant \frac{m}{n} u$ for all $n \in \mathbb{N}$. Thus, $\inf \{\lambda>0 \mid-\lambda u \leqslant x \leqslant \lambda u\}=0$, and we can conclude $x=0$ because $\|\cdot\|_{u}$ is a norm. Conversely, assume that $L$ is almost Archimedean and $x \in L$ satisfies $p_{\Delta}(x)=0$. Then, $-u \leqslant \frac{1}{\lambda} x \leqslant u$ holds for arbitrary small $\lambda$, and thus $x=0$ follows from the assumption that $L$ is almost Archimedean, which concludes (ii).

We can give the definition of an order unit Banach space.

## Definition 2.20

Let $L$ be an ordered vector space with an order unit $u \in L$ associated with the ordering of $L .(L, u)$ is called an order unit Banach space if $L$ is Archimedean and complete with respect to the norm $p_{\Delta}$. In this case, we write $p_{\Delta}(\cdot)$ as $\|\cdot\|_{u}$, and call it the order unit norm.

We present miscellaneous facts about base norm Banach spaces according mainly to [30, 555].

## Proposition 2.21

Let $(L, u)$ be an order unit Banach space, and let $\leqslant$ be the ordering of $L$.
(i) The positive cone $L_{+}$of $L$ is generating and closed.
(ii) The unit ball of $L$ is given by $\Delta=[-u, u]=\{x \in L \mid-u \leqslant x \leqslant u\}$.
(iii) If $f$ is a positive functional on $L$, then $f$ is bounded, and its dual norm on the Banach dual $L^{*}$ is given by $\|f\|_{*}=f(u)$. Conversely, if a linear functional $f: L \rightarrow \mathbb{R}$ satisfies $\|f\|_{*}=f(u)$, then $f$ is positive.
(iv) If we define $B_{u}:=\left\{f \in L_{+}^{*} \mid f(u)=1\right\}$, then $B_{u}$ is a base for the Banach dual cone $L_{+}^{*}$.
(v) The Banach dual and order dual coincide with each other: $L^{*}=L^{\diamond}$.

## Proof

(i) For $x \in L$, there exists $n \in \mathbb{N}$ such that $-n u \leqslant x \leqslant n u$. Then, $x=$ $n u+(x-n u)$ shows $x \in L_{+}-L_{+}$, i.e., $L_{+}$is generating. Let $\left\{x_{i}\right\}_{i}$ be a Cauchy sequence in $L_{+}$and converge to $x_{\star} \in L$. For any $n \in \mathbb{N}$, we have $\left\|x_{\star}-x_{i}\right\|_{u} \leqslant \frac{1}{n}$ for sufficiently large $i$. It implies $-\frac{1}{n} u \leqslant x_{\star}-x_{i} \leqslant \frac{1}{n} u$, and thus $-n x_{\star} \leqslant u$. Since this holds for all $n \in \mathbb{N}$ and $L$ is Archimedean, we obtain $-x_{\star} \leqslant 0$, i.e., $x \in L_{+}$.
(ii) It follows easily from (i) that $\Delta$ is closed. Then, the definition of $\|\cdot\|_{u}$ as the Minkowski functional of $\Delta$ proves the claim.
(iii) Let $x \in \Delta$. From the positivity of $f,-f(u) \leqslant f(x) \leqslant f(u)$, i.e., $\|f\|_{*} \leqslant f(u)$ holds. The equality clearly holds for $x=u$, and thus we obtain $\|f\|_{*}=f(u)$ (in particular, $f$ is bounded). Assume conversely that $\|f\|_{*}=f(u)$. For $x \in L_{+}$with $\|x\|_{u}=1$, we have $-u \leqslant x \leqslant u$, or $0 \leqslant$ $u-x \leqslant u$. It follows that $\|u-x\|_{u} \leqslant 1$, and because $\|f\|_{*}=f(u)$, we obtain $|f(u)-f(x)| \leqslant f(u)$, which implies $f(x) \geqslant 0$.
(iv) It can be seen from (iii) that every $f \in L_{+}^{*}$ satisfies $\|f\|_{*}=f(u)$, and thus when considered as an element of $L^{* *}, u$ is a strictly positive functional for $L_{+}^{*}$. Then, applying Proposition [2.J4, we obtain the claim.
(v) See Proposition 1.29 in [30].

It can be verified easily that the order unit norm corresponds to the usual operator norm in the formulation of quantum theory.

Now we can give the most general description of GPTs in terms of base norm Banach spaces and order unit Banach spaces. We present first of all a fundamental theorem for our description on a close relationship between base norm Banach spaces and order unit Banach spaces (see [30, $5.5,56]$ for the proof).

## Theorem 2.22

(i) Let $(L, B)$ be a base norm Banach space. Then, with $e_{B}$ the intensity functional of $B$ such that $B=\left\{x \in L_{+} \mid e_{B}(x)=1\right\},\left(L^{*}, e_{B}\right)$ is an order unit Banach space, and $L_{+}^{*}:=\left\{f \in L^{*} \mid f(x) \geqslant 0\right.$ for all $\left.x \in L_{+}\right\}$is its positive cone. Moreover, the order unit norm on $L^{*}$ coincides with the usual Banach dual norm.
(ii) Let $(L, u)$ be an order unit Banach space. Then, with $B_{u}:=\left\{f \in L_{+}^{*} \mid\right.$ $f(u)=1\},\left(L^{*}, B_{u}\right)$ is a base norm Banach space, and $L_{+}^{*}:=\left\{f \in L^{*} \mid\right.$ $f(x) \geqslant 0$ for all $\left.x \in L_{+}\right\}$is its positive cone. Moreover, the base norm in $L^{*}$ coincides with the usual Banach dual norm, and $B_{u}$ is a weakly* compact subset of $L^{*}$.

In the next subsection, we interpret this theorem in the language of GPTs and present the most standard formulation of GPTs based on it.

### 2.1.4 Standard formulations of GPTs

We adopt Theorem 2.22 (i) to our expression of GPTs. To do this, we recall that in Subsection 2.1 .2 (Theorem [2.7) the state space of a GPT was shown to be represented as a convex subset $\Omega$ of some Banach space $V$ (note that $0 \notin \Omega$ by its construction). We presented that the embedding vector space $V$ is constructed by $V=\operatorname{span}(\Omega)$, and there is a convex, pointed, and generating cone $K$ in $V$ given by $K=\operatorname{cone}(\Omega)$. Moreover, we defined a norm in $V$ such that

$$
\|v\|=\inf \{\alpha+\beta \mid v=\alpha p-\beta q, \alpha, \beta \geqslant 0, p, q \in \Omega\}
$$

(see (2.8)), and found that $V$ is a Banach space and $\Omega$ and $K$ are closed with respect to the norm. These observations can be interpreted in the language of ordered Banach spaces. That is, $V$ is a base norm Banach space whose positive cone $V_{+}$is given by $V_{+}=K=\operatorname{cone}(\Omega)$ with its closed base $\Omega$ and is closed and generating. On the other hand, it follows from Proposition [2.14] that there exists a strictly positive functional $e_{\Omega}$ such that $e_{\Omega}(\omega)=1$ for all $\omega \in \Omega$. Then, Proposition 2.17 (i) and Theorem [2.22 (i) result in that this $e_{\Omega}$ is an element of the Banach dual $V^{*}$, and in fact is an order unit of $V^{*}$ ordered via the cone $V_{+}^{*}$. Since $V=\operatorname{span}(\Omega)$, we can find that the order unit $e_{B}$ coincides with the unit effect $u \in V^{*}$ (see Theorem 2.7 (iii)). Overall, we have obtained the following observation.

## Theorem 2.23

A GPT is given by $\left(\Omega, \mathcal{E}_{\Omega}\right)$, where

1. the state space $\Omega$ is a closed base of the closed positive cone $V_{+}$in some base norm Banach space $V$ such that $V_{+}=\operatorname{cone}(\Omega)$ and $V=\operatorname{span}(\Omega)$;
2. the effect space $\mathcal{E}_{\Omega}$ is a subset $[0, u]=\left\{e \in V^{*} \mid 0 \leqslant e \leqslant u\right\}$ of the order unit Banach space $V^{*}$ such that $V^{*}$ is the Banach dual of $V$ ordered via $V_{+}^{*}:=\left\{f \in V^{*} \mid f(x) \geqslant 0\right.$ for all $\left.x \in L_{+}\right\}$and $u$ is the order unit of $V^{*}$ determined by $u(\omega)=1$ for all $\omega \in \Omega$.

The contents of Theorem [2.2.3 are the most general formulation of GPTs. We remark that the positive cone $V_{+}$represents the set of all "unnormalized" states, which are not necessarily mapped to 1 by the unit effect $u$, and that $\mathcal{E}_{\Omega}$ spans $V^{*}$ because $V_{+}^{*}$ is generating. We define another primitive notion of observables based on this representation. ${ }^{[3]}$

[^9]
## Definition 2.24

Let $\left(\Omega, \mathcal{E}_{\Omega}\right)$ be a GPT. An observable whose outcome space is given by a measurable space $(X, \mathcal{A})$ is defined as a normalized effect-valued measure $E$ on $(X, \mathcal{A})$, i.e., $E: \mathcal{A} \rightarrow \mathcal{E}_{\Omega}$ such that
(i) $E(X)=u$;
(ii) $E\left(\bigcup_{i} U_{i}\right)=\sum_{i} E\left(U_{i}\right)$ for any countable family $\left\{U_{i}\right\}$ of pairwise disjoint sets in $\mathcal{A}$ (the sum converges in the weak* topology on $V^{*}$ ).

When the outcome set $X$ of an observable $E$ is finite, we often describe it as $E=\left\{e_{x}\right\}_{x \in X}$ with $e_{x}=E(\{x\})$ representing the yes-no measurement corresponding to the outcome $x \in X$. We also use the notation $E=\left\{e_{i}\right\}_{i=1}^{l}$ when $|X|=l(l<\infty)$, where $e_{i}$ represents the $i$ th yes-no measurement. We note that $\sum_{x \in X} e_{x}=u$ and $\sum_{i=1}^{l} e_{i}=u$ hold. In this thesis, we assume that observables are composed of a finite number of nonzero effects, and the trivial observable $\{u\}$ is not considered.

Although those descriptions above are of the most general form including theories with $\operatorname{dim} V=\infty$, we are interested only in finite-dimensional cases in this thesis, and present it explicitly as a mathematical assumption.

## Mathematical assumption 3 (Finite dimensionality)

Any $\operatorname{GPT}\left(\Omega, \mathcal{E}_{\Omega}\right)$ is associated with a finite-dimensional Euclidean space $\mathbb{R}^{d}$ $(d<\infty)$.

We note that any Hausdorff topological vector space of finite dimension is isomorphic linearly and topologically to the Euclidean space with the same dimension, and the norm, weak, and weak* topologies on a Banach space and its dual are Hausdorff (thus these topologies coincide with each other to be Euclidean in finite-dimensional cases) [50, 58]. It should be also noted that a finite-dimensional vector space is isomorphic to its dual. If a GPT satisfies Mathematical assumption [3, then we call it a finite-dimensional GPT. Let us develop how we can simplify the formulation of GPTs shown in Theorem [2.2.3] when dealing with finite-dimensional theories. The following facts derived for the standard Euclidean topology are useful [30, 50, [60].

## Proposition 2.25

Let $L=\mathbb{R}^{d}$ be a finite-dimensional ordered vector space (in particular, an ordered Banach space with respect to the Euclidean norm) whose positive cone $L_{+}$is generating.
(i) The condition that $L_{+}$is generating is equivalent to the condition that $L_{+}$has an interior point.
(ii) $L_{+}$is closed if and only if $L$ is Archimedean.
(iii) If $L_{+}$is closed, then the following statements for $e \in L_{+}^{*}$ are equivalent (note that the Banach dual cone $L_{+}^{*}$ is a positive cone for $L^{*}$ because $L_{+}$is generating, and thus makes $L^{*}$ an ordered vector space):

1. $e$ is strictly positive, i.e., $e(x)>0$ for all $x \in L_{+} \backslash\{0\}$;
2. $e$ is an interior point of $L_{+}^{*}$;
3. $e$ is an order unit in $L^{*}$.
(iv) If $L_{+}$is closed and $B$ is a base of $L_{+}$, then $B$ is bounded.
(v) If $L_{+}$is closed, then $L_{+}$admits a bounded base, i.e., there exists a bounded base for $L_{+}$.
(vi) If $L_{+}$is closed, then all types of dual $L^{\prime}, L^{\diamond}$, and $L^{*}$ coincide with each other.

## Proof

In this proof, we denote the ordering of $L$ by $\leqslant$ (thus, $x \geqslant 0$ if and only if $\left.x \in L_{+}\right)$.
(i) Let $u$ be an interior point of $L_{+}$. Then, there exists an open ball $C$ in $L$ such that $u+C \subset L_{+}$. For $v \in C$, because $C$ is a ball and thus $-v \in C$, we have $u \pm v \geqslant 0$, i.e., $-u \leqslant v \leqslant u$. Therefore, we obtain $C \subset[-u, u]$, i.e., $u$ is an order unit, which implies that $L_{+}$is generating (see the proof of Proposition [2.2] (i)). Assume conversely that $L_{+}$is generating. It is not difficult to see that the maximal set $\left\{v_{i}\right\}_{i=1}^{k}$ of linearly independent elements in $L_{+}$is a basis of $L$ (and thus $k=d$ ). Let us consider a subset $U:=\left\{v \in L \mid v=\sum_{i=1}^{d} \lambda_{i} v_{i}\right.$ with $\left.\sum_{i=1}^{d}\left|\lambda_{i}\right|<1\right\}$ of $L$. Because a map $\|\cdot\|^{\prime}$ on $L$ given by $\left\|\sum_{i=1}^{d} \lambda_{i} v_{i}\right\|^{\prime}=\sum_{i=1}^{d}\left|\lambda_{i}\right|$ defines a norm on $L$, the above $U$ is an open subset in $L$ (remember that all norm topologies are equivalent to each other in finite-dimensional cases). Defining $v_{\star}:=\sum_{i=1}^{d} v_{i} \in L_{+}$, we can see that for any $v=\sum_{i=1}^{d} \lambda_{i} v_{i} \in U, v_{\star}+v=\sum_{i=1}^{d}\left(1+\lambda_{i}\right) v_{i} \in L_{+}$holds because $v_{i} \in L_{+}$and $1+\lambda_{i}>0$. This implies $v_{\star}+U \subset L_{+}$, and thus $v_{\star}$ is an interior point of $L_{+}$.
(ii) Suppose that $L_{+}$is closed. If $x, y \in L$ satisfy $n x \leqslant y$ for all $n \in \mathbb{N}$, then a sequence $\left\{\frac{1}{n} y-x\right\}_{n}$ in $L_{+}$converges to $-x \in L_{+}$, and thus we have $x \leqslant 0$. Conversely, suppose that $L$ is Archimedean, and consider $x \in \overline{L_{+}}$. With $y \in \operatorname{int}\left(L_{+}\right)$, where $\operatorname{int}\left(L_{+}\right)$is the nonempty interior of $L_{+}$(see (i)), we can see that $\frac{1}{n+1} y+\left(1-\frac{1}{n+1}\right) x \in \operatorname{int}\left(L_{+}\right)$holds for any $n \in \mathbb{N}$. It follows that $y+n x \in \operatorname{int}\left(L_{+}\right) \subset L_{+}$, and thus $-n x \leqslant y$ for all $n \in \mathbb{N}$. Since $L$ is Archimedean, we obtain $x \geqslant 0$, which means $\overline{L_{+}} \subset L_{+}$.
(iii) $(1 \rightarrow 2)$ Let $e \in L^{*}$ be strictly positive, and consider a unit ball $C:=\{x \in$ $L \mid\|x\| \leqslant 1\}$ and a unit sphere $D:=\{f \in L \mid\|x\|=1\}$ in $L$, where $\|\cdot\|$ is the Euclidean norm. Because $L_{+}$is closed and $L=\mathbb{R}^{d}$ is finite-dimensional, $S:=L_{+} \cap D$ is a compact subset of $L$. It implies that there exists a minimum value $M>0$ for the strictly positive and continuous functional $e$ on $S$. On the other hand, if we define a unit ball $C_{*}:=\left\{f \in L^{*} \mid\|f\|_{*} \leqslant 1\right\}$ in $L^{*}$ with the Banach dual norm $\|\cdot\|_{*}$ (which is equivalent to Euclidean norm in this finite-dimensional case), then, for $f \in C_{*}$, we have $\|f\|_{*}=\sup _{y \in D}|f(y)|$
[58], and thus $-1 \leqslant f(y) \leqslant 1$ holds for all $y \in S$. It follows that if we take $0<\varepsilon<M$, then the functional $e+\varepsilon f$ satisfies $(e+\varepsilon f)(y)>0$ for all $y \in S$. Since this holds for every $f \in C_{*}$ and any $x \in L_{+}$can be represented as $x=\lambda y$ with $\lambda=\|x\| \geqslant 0$ and $y \in S$, we can conclude that $e+\varepsilon C_{*} \subset L_{+}^{*}$, i.e., $e$ is an internal point of $L_{+}^{*}$.
$(2 \rightarrow 3)$ Because $e$ is an interior point of $L_{+}^{*}$, for every $f \in L^{*}$, there exist $\alpha, \beta>0$ such that $e+\alpha f \in L_{+}^{*}$ and $e+\beta(-f) \in L_{+}^{*}$. It can be rewritten as $-\frac{1}{\alpha} e \leqslant f \leqslant \frac{1}{\beta} e$, and thus we can conclude that $e$ is an order unit in $L^{*}$.
$(3 \rightarrow 1)$ Suppose that there exists $x_{0} \in L_{+} \backslash\{0\}$ such that $e\left(x_{0}\right)=0$. Since $e$ is an order unit, for $f \in L^{*}$, there exists $n \in \mathbb{N}$ such that $-n e \leqslant f \leqslant n e$, i.e., $f\left(x_{0}\right)=0$. Because this holds for all $f \in L^{*}$, we obtain $x_{0}=0$, which is a contradiction.
(iv) Let $e_{B}$ be the intensity functional for $B$, which is strictly positive according to Proposition [2.]. Since any linear functional is continuous in a finite dimensional topological vector space (see Theorem 3.4 in [50]), we obtain $e_{B} \in L_{+}^{*}$. It follows from (iii) that $e_{B}$ is an order unit in $L^{*}$, and thus, for $f \in L^{*}$, there exists $n \in \mathbb{N}$ such that $-n e_{B} \leqslant f \leqslant n e_{B}$. We obtain $|f(x)| \leqslant n$ for all $x \in B$, and because $f \in L^{*}$ is arbitrary, we can conclude that $B$ is bounded.
(v) For the unit sphere $D$ in $L$ introduced above, consider $T:=L_{+} \cap D$ and its convex hull $T^{\prime}:=\operatorname{conv}(T)$. Clearly, $T^{\prime}$ does not include 0 , and we can find that $T^{\prime}$ is compact because $T$ is compact (see Theorem 10.2 in [50]). Thus, there exists $x_{0} \in T^{\prime}$ such that the continuous norm function $\|\cdot\|$ takes its minimum in $T^{\prime}$. It follows that any $x^{\prime} \in T^{\prime}$ satisfies $\left\|x_{0}\right\| \leqslant\left\|x_{0}-t\left(x_{0}-x^{\prime}\right)\right\|$ for $0 \leqslant t \leqslant 1$ because $x_{0}-t\left(x_{0}-x^{\prime}\right)=(1-t) x_{0}+t x^{\prime} \in T^{\prime}$. It can be rewritten as $t^{2}\left\|x_{0}-x^{\prime}\right\|^{2}-2 t\left(x_{0}, x_{0}-x^{\prime}\right)_{E} \geqslant 0$, where $(\cdot, \cdot)_{E}$ is the Euclidean inner product in $L=\mathbb{R}^{d}$. Since this holds for all $0 \leqslant t \leqslant 1$, it must hold that $\left(x_{0}, x_{0}-x^{\prime}\right)_{E} \leqslant 0$, that is, any $x^{\prime} \in T^{\prime}$ satisfies $\left(x_{0}, x^{\prime}\right)_{E} \geqslant\left(x_{0}, x_{0}\right)_{E}>0$. On the other hand, any $x \in L_{+}$can be written as $x=\|x\| y$ with $y \in D$ (in particular, $\left.y \in T^{\prime}\right)$. Therefore, we obtain $\left(x_{0}, x\right)_{E}>0$ for all $x \in L_{+} \backslash\{0\}$. By means of the Riesz representation theorem [58], we can identify the inner product $\left(x_{0}, \cdot\right)_{E}$ as an element $f_{0} \in L^{*}$ such that $f_{0}(x)=\left(x_{0}, x\right)_{E}$. This $f_{0}$ is a strictly positive functional for $L_{+}$, and thus defines a base, which is bounded as shown in (iv).
(vi) As we have seen in (iv) above, any linear functional on $L=\mathbb{R}^{d}$ is continuous, and thus we obtain $L^{*}=L^{\prime}\left(\right.$ and $\left.L_{+}^{*}=L_{+}^{\diamond}\right)$. On the other hand, it follows from (v) above that there are a base $B$ in $L$ and a strictly positive functional $e_{B} \in L_{+}^{*}$ associated with $B$. Then, (iii) and (i) implies that the Banach dual cone $L_{+}^{*}$ generates the Banach dual $L^{*}$, and because $L_{+}^{*}=L_{+}^{\diamond}$, we can conclude the claim (remember that the order dual $L^{\diamond}$ is given by $\left.L^{\diamond}=\operatorname{span}\left(L_{+}^{\diamond}\right)\right)$.

Remark 2.26
Proposition (iii)-(vi) do not necessarily hold when $L_{+}$is not closed. To confirm this, let us consider the case when $L=\mathbb{R}^{2}$ and $L_{+}=\left\{(x, y) \in \mathbb{R}^{2} \mid\right.$ $y>0\} \cup(0,0)$. It is easy to see that $L_{+}$defines a convex, pointed, and generating cone, but we cannot find a bounded base for this $L_{+}$or verify $L^{*}=L^{\diamond}$.

Theorem [2.23] now can be rewritten as follows.

## Corollary 2.27

A GPT is given by $\left(\Omega, \mathcal{E}_{\Omega}\right)$, where

1. the state space $\Omega$ is a compact convex set of some finite-dimensional Euclidean space $V=\mathbb{R}^{N+1}(N<\infty)$ such that $\operatorname{span}(\Omega)=V$ and $0 \notin \operatorname{aff}(\Omega)$ (in particular, $\operatorname{dim} \operatorname{aff}(\Omega)=N$ holds ${ }^{\text {пl }}$ );
2. the effect space $\mathcal{E}_{\Omega}$ is a subset $[0, u]=\left\{e \in V^{*} \mid 0 \leqslant e \leqslant u\right\}$ of the dual space $V^{*}$ of $V$ such that $u(\omega)=1$ for all $\omega \in \Omega$. ${ }^{\text {T. }}$

The mathematical expression given in Corollary 2.27 is the standard formulation of GPTs in this thesis, and all observations on GPTs are based on this description. We note that order structures similar to the ones described in Theorem [.2.3] can be introduced for these finite-dimensional $V$ and $V^{*}$. In fact, in Corollary [2.2], we can verify easily that an order structure can be introduced for $V$ by a generating cone $V_{+}:=\operatorname{cone}(\Omega)$, and $\Omega$ is a compact (thus closed) base for $V_{+}$with which $V$ is a base norm Banach space. There we can also find that $V^{*}$ can be ordered via a generating cone $V_{+}^{*}:=\left\{f \in V^{*} \mid f(x) \geqslant 0\right.$ for all $\left.x \in L_{+}\right\}$, and the functional $u$, which is the intensity functional for the base $\Omega$, is an order unit with which $V^{*}$ is an order unit Banach space.

Let us further introduce several notions about finite-dimensional GPTs. For a state space $\Omega$, we can consider its extreme points ${ }^{[6]}$, and denote the set of all extreme points of $\Omega$ by $\Omega^{\text {ext }}=\left\{\omega_{i}^{\text {ext }}\right\}_{i \in \mathcal{I}}$, where $\mathcal{I}$ is an index set. Because $\Omega$ is a compact convex set in $\mathbb{R}^{N+1}$, thanks to the KreinMilman theorem, $\Omega^{\text {ext }}$ is not empty and $\Omega=\operatorname{conv}\left(\Omega^{\text {ext }}\right)$ [49, 50, [58]. Similar arguments also hold for the corresponding effect space $\mathcal{E}_{\Omega}$ since $\mathcal{E}_{\Omega}=V_{+}^{*} \cap$ ( $u-V_{+}^{*}$ ) and Proposition $\Psi 2 \mathbb{D I V}^{(i i) ~ i m p l y ~} \mathcal{E}_{\Omega}$ is closed and bounded, i.e., compact. ${ }^{\text {T }}$

[^10]
## Definition 2.28

(i) An extreme point of $\Omega$ is called a pure state, and a state which is not pure is called a mixed state.
(ii) An extreme point of $\mathcal{E}_{\Omega}$ is called a pure effect, and an effect which is not pure is called a mixed effect.
(iii) An effect $e$ is called indecomposable if $e \neq 0$ and a decomposition $e=$ $e_{1}+e_{2}$, where $e_{1}, e_{2} \in \mathcal{E}_{\Omega}$, implies that both $e_{1}$ and $e_{2}$ are scalar multiples of $e$. We denote the set of all pure and indecomposable effects (shown to be nonempty [[G]]) by $\mathcal{E}_{\Omega}^{\text {ext }}=\left\{e_{j}^{\text {ext }}\right\}_{j \in \mathcal{J}}$, where $\mathcal{J}$ is an index set.

It is easy to see that the unit effect $u$ is pure and $e^{\perp}:=u-e \in \mathcal{E}_{\Omega}$ is pure whenever $e \in \mathcal{E}_{\Omega}$ is pure. It can be also observed that pure and indecomposable effects correspond to rank-1 projections in quantum theory (see Subsection [2.5.2), and that an effect $e \in \mathcal{E}_{\Omega}$ is indecomposable if and only if $e$ is on an extremal ray of $V_{+}^{*}{ }^{\text {区区 }}$ We call two $\operatorname{GPTs}\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right)$ and $\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$ equivalent if there exists an affine bijection (affine isomorphism) $\psi$ such that $\psi\left(\Omega_{1}\right)=\Omega_{2}$. In this case, we can find easily that $\mathcal{E}_{\Omega_{2}}=\mathcal{E}_{\Omega_{1}} \circ \psi^{-1}$, and thus physical predictions are covariant (equivalent), which can be regarded as a physical expression of Proposition [2.5 (ii). We remark that the affine isomorphism $\psi$ is indeed a linear isomorphism on the underlying vector space $V_{1}=\operatorname{span}\left(\Omega_{1}\right)$ and $V_{2}=\operatorname{span}\left(\Omega_{2}\right)$ (see the proof of Proposition [2.5] (ii)). A set of $m$ states $\left\{\omega_{1}, \omega_{2}, \cdots, \omega_{m}\right\}$ is called perfectly distinguishable if there exists an observable $\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$ such that $e_{i}\left(\omega_{j}\right)=\delta_{i j}, i, j=1,2, \cdots, m$. In general, we can not identify the state of a system by a single measurement. However, for perfectly distinguishable states, there exists a measurement by which we can detect perfectly in which state the system is prepared.

Remark 2.29
There is a physical interpretation for the mathematical assumption of finite dimensionality. In [22], Hardy assumed that any state is determined by a finite set of effects named fiducial measurements. If we denote the finite set of fiducial measurements by $\left\{e_{i}^{\text {fid }}\right\}_{i=0}^{N}(N<\infty)$, then it is equivalent to regarding a state $\omega$ as a vector

$$
\omega=\left(\begin{array}{c}
a_{0}  \tag{2.14}\\
a_{1} \\
\vdots \\
a_{N}
\end{array}\right)
$$

where the $i$ th row $a_{i}$ represents the probability $e_{i}^{\text {fid }}(\omega)$. It is easy to see that Hardy's formulation is consistent with ours: the state space $\Omega$ composed

[^11]by $\omega$ of the form (2.14) is a compact (or closed and bounded) convex set in $\mathbb{R}^{N+1}$ (by requiring completeness), and the normalization $u(\omega)=1$ for the unit effect $u$ yields the condition $\operatorname{dim} \operatorname{aff}(\Omega)=N$. We note that similar formulations for infinite-dimensional cases are given in [40]. That is, a state $\omega$ is regarded as an element of the product set $[0,1]^{\mathcal{E}}$ with a set of effects $\mathcal{E}$ similarly to ([2.14), and the state space is a subset of $[0,1]^{\mathcal{E}}$ which is compact with respect to the pointwise convergence topology (i.e., the weak* topology) because $[0,1]^{\mathcal{E}}$ is compact with respect to this topology due to Tychonoff's theorem [62] (see also Theorem [2.2] (ii)).

## Remark 2.30

In our formulation, effects are constructed from states in the way how a state space is given first as a closed base of a base norm Banach space and then effects are given in its dual (see Theorem [2.23] and Corollary [2.27). On the other hand, as in the operator algebraic formulation of quantum theory [40, 6.3], it should be allowed to construct theories starting with effects. In fact, for a finite-dimensional $\operatorname{GPT}\left(\Omega, \mathcal{E}_{\Omega}\right)$, if we consider the set $\Theta:=\{x \in$ $\left.V_{+}^{* *} \mid x(u)=1\right\}$, where $V^{* *}$ is the double Banach dual of $V$ or the Banach dual of $V^{*}$, i.e., $V^{* *}=\left(V^{*}\right)^{*}$, then by means of the canonical identification of $V$ with $V^{* *}$ it holds that $\Theta=\Omega$. ${ }^{\text {四 }}$ This can be proven in a similar way to Proposition 2.5 (i) by just regarding $\Omega$ as $S$ (an explicit proof is given in [3I]). For general cases, as was proven that states represented by a total convex structure can be embedded into a base norm Banach space, one can show that an abstract expression of effects called a convex effect algebra (with some completeness) can be embedded into an order unit Banach space [64, 65, 66]. Then, due to Theorem [2.2.3, we can obtain successfully the corresponding state space in a base norm Banach space. Moreover, if $\Omega$ is weakly compact, which is identical to the reflexivity of the base norm Banach space $V\left(V=V^{* *}\right)$ [67], then $\Theta=\Omega$ holds also in an infinite-dimensional case.

### 2.2 Composite systems

In the previous section, we have presented the mathematical formulation of single systems in GPTs. Then, it is natural to ask how a system composed of several single systems, a composite system, is described mathematically in GPTs. This is also motivated by another physical reason that it is in general difficult to isolate perfectly a system from environments: a composite system

[^12]of the target system and its environments emerges naturally [4]]. In this part, we establish the mathematical formulation of composite systems in GPTs based on that of single systems. We note that we only study theories for bipartite systems in this thesis. Our description may seem to be only for limited cases and not general, but it is in fact an essential one also for multipartite cases ${ }^{[20}$, and we can develop sufficiently interesting observations for this simplest scenario.

Let us consider a composite system composed of two single systems characterized by GPTs $\left(\Omega_{A}, \mathcal{E}_{\Omega_{A}}\right)$ and $\left(\Omega_{B}, \mathcal{E}_{\Omega_{B}}\right)$. By convention, we suppose that the two subsystems are controlled by Alice and Bob respectively. A fundamental assumption that is usually assumed implicitly is that the total system is also expressed by a GPT. In the following, we follow this assumption, and denote the GPT for the total system by $\left(\Omega_{A B}, \mathcal{E}_{\Omega_{A B}}\right)$. Similarly to the previous section, we write the vector spaces that embed canonically $\Omega_{A}, \Omega_{B}$, and $\Omega_{A B}$ as $V_{A}, V_{B}$, and $V_{A B}$ respectively (thus the dual vector space $V_{A}^{*}$ embeds canonically $\mathcal{E}_{\Omega_{A}}$, for example). For the joint system, it is natural to require that every individual and independent preparation or measurement by Alice and Bob is a valid preparation or measurement in the bipartite system respectively. It is also reasonable to assume that if such an independent preparation by Alice or Bob is probabilistic with some probability weight, then the total preparation is also probabilistic with the same probability weight (similarly for independent measurements). Its mathematical expression is given as follows [30].

## Axiom 4 (Validity of individual preparations and measurements)

 There exist bi-affine maps $\phi: \Omega_{A} \times \Omega_{B} \rightarrow \Omega_{A B}$ and $\psi: \mathcal{E}_{\Omega_{A}} \times \mathcal{E}_{\Omega_{B}} \rightarrow \mathcal{E}_{\Omega_{A B}}$ such that$$
\begin{equation*}
\left[\psi\left(e_{A}, e_{B}\right)\right]\left(\phi\left(\omega_{A}, \omega_{B}\right)\right)=e_{A}\left(\omega_{A}\right) \cdot e_{B}\left(\omega_{B}\right) \tag{2.15}
\end{equation*}
$$

for all $\omega_{A} \in \Omega_{A}, \omega_{B} \in \Omega_{B}$ and $e_{A} \in \mathcal{E}_{\Omega_{A}}, e_{B} \in \mathcal{E}_{\Omega_{B}}$. Each $\phi\left(\omega_{A}, \omega_{B}\right)$ and $\psi\left(e_{A}, e_{B}\right)$ are called a product state and a product effect respectively.

In the assumption, each product state $\phi\left(\omega_{A}, \omega_{B}\right)$ represents the individual preparation of $\omega_{A}$ and $\omega_{B}$ by Alice and Bob, and the individual convexity is reflected via the notion of bi-affinity of the map $\phi$ (similarly for each product effect $\psi\left(e_{A}, e_{B}\right)$ and the map $\left.\psi\right)$. We also require that if Alice and Bob measure their respective unit effects $u_{A}$ and $u_{B}$ individually on any joint state (not necessarily a product state), then the observed probability is 1 . In other words, the unit effect of the total system is $\psi\left(u_{A}, u_{B}\right)$.

[^13]
## Axiom 5 (Unit effect of the total system)

The unit effect $u_{A B}$ of the joint system is given by the product effect $\psi\left(u_{A}, u_{B}\right)$ of each unit effect $u_{A}$ and $u_{B}$ of Alice and Bob respectively.

Let us give an easy consequence of these axioms according mainly to [30].

## Lemma 2.31

Assume Axiom and Axiom 回. There are linear injections $\Phi: V_{A} \otimes V_{B} \rightarrow$ $V_{A B}$ and $\Psi: V_{A}^{*} \otimes V_{B}^{*} \rightarrow V_{A B}^{*}$ such that
(i) $\Phi\left(\omega_{A} \otimes \omega_{B}\right)=\phi\left(\omega_{A}, \omega_{B}\right)$ for all $\omega_{A} \in \Omega_{A}$ and $\omega_{B} \in \Omega_{B}$;
(ii) $\Psi\left(e_{A} \otimes e_{B}\right)=\psi\left(e_{A}, e_{B}\right)$ for all $e_{A} \in \mathcal{E}_{\Omega_{A}}$ and $e_{B} \in \mathcal{E}_{\Omega_{B}}$;
(iii) $u_{A B}=\Psi\left(u_{A} \otimes u_{B}\right)$.

## Proof

Let us first construct a bi-linear extension $\Phi^{\prime}$ on $V_{A} \times V_{B}$ of the bi-affine map $\phi$ on $\Omega_{A} \times \Omega_{B}$. Due to the assumption of the bi-affinity, $\phi\left(\omega_{A}, \cdot\right)$ defines an affine map from $\Omega_{B}$ to $\Omega_{A B}$ for a fixed $\omega_{A} \in \Omega_{A}$, and it can be extended (uniquely) to a linear map $\left[\phi^{\prime}\left(\omega_{A}\right)\right](\cdot)$ from $\operatorname{span}\left(\Omega_{B}\right)=V_{B}$ to $\operatorname{span}\left(\Omega_{A B}\right)=$ $V_{A B}$ such that $\left[\phi^{\prime}\left(\omega_{A}\right)\right]\left(\omega_{B}\right)=\phi\left(\omega_{A}, \omega_{B}\right)$ for all $\omega_{B} \in \Omega_{B}$ (see the proof of Proposition 2.5 (ii)). In this way, we obtain a map $P: \Omega_{A} \rightarrow \mathcal{L}\left(V_{B}, V_{A B}\right)$, where $\mathcal{L}\left(V_{B}, V_{A B}\right)$ is the set of all linear operators from $V_{B}$ to $V_{A B}$. It is easy to see that $P$ is affine, and thus, similarly to the above argument, it has a unique linear extension $P: V_{A} \rightarrow \mathcal{L}\left(V_{B}, V_{A B}\right)$ such that $\left[P\left(\omega_{A}\right)\right](\cdot)=$ $\left[\phi^{\prime}\left(\omega_{A}\right)\right](\cdot)$ for all $\omega_{A} \in \Omega_{A}$. The bi-linear extension $\Phi^{\prime}$ of $\phi$ is now obtained by $\Phi^{\prime}\left(v_{A}, v_{B}\right)=\left[P\left(v_{A}\right)\right]\left(v_{B}\right)$ for $v_{A} \in V_{A}, v_{B} \in V_{B}$. Then, the existence of the linear map $\Phi: V_{A} \otimes V_{B} \rightarrow V_{A B}$ satisfying $\Phi\left(v_{A} \otimes v_{B}\right)=\Phi^{\prime}\left(v_{A}, v_{B}\right)$ for all $v_{A} \in V_{A}, v_{B} \in V_{B}$ (in particular (i)) follows immediately from the universal property of tensor product [68]. The existence of $\Psi$ satisfying (ii) is proved similarly, and (iii) is an easy consequence of Axiom 回.

The remaining problem is to show the injectivity of $\Phi$. Because $\Omega_{A}$ and $\Omega_{B}$ span $V_{A}$ and $V_{B}$ respectively, any $v_{A} \otimes v_{B} \in V_{A} \otimes V_{B}$ with $v_{A} \in V_{A}, v_{B} \in V_{B}$ is expressed as $v_{A} \otimes v_{B} \in V_{A B}=\sum_{i, j} a_{i j} \omega_{A}^{i} \otimes \omega_{B}^{j}$ with $a_{i j} \in \mathbb{R}$ and $\omega_{A}^{i} \in$ $\Omega_{A}, \omega_{B}^{j} \in \Omega_{B}$. Similarly, any $w_{A} \otimes w_{B} \in V_{A}^{*} \otimes V_{B}^{*}$ with $w_{A} \in V_{A}^{*}, w_{B} \in V_{B}^{*}$ is expressed as $w_{A} \otimes w_{B}=\sum_{k, l} b_{k l} e_{A}^{k} \otimes e_{B}^{l}$ with $b_{k l} \in \mathbb{R}$ and $e_{A}^{k} \in \mathcal{E}_{\Omega_{A}}, e_{B}^{l} \in \mathcal{E}_{\Omega_{B}}$. Thus, we can observe from the linearity of $\Phi$ and $\Psi$ that

$$
\left[\Psi\left(w_{A} \otimes w_{B}\right)\right]\left(\Phi\left(v_{A} \otimes v_{B}\right)\right)=w_{A}\left(v_{A}\right) \cdot w_{B}\left(v_{B}\right)
$$

Let $v_{A B} \in V_{A B}$ satisfy $\Phi\left(v_{A B}\right)=0$. Then, since $v_{A B}$ is expressed by $v_{A B}=$ $\sum_{i} v_{A}^{i} \otimes v_{B}^{i}$ with $v_{A}^{i} \in V_{A}, v_{B}^{i} \in V_{B}$, it holds for all $w_{A} \in V_{A}^{*}, w_{B} \in V_{B}^{*}$ that

$$
\left[w_{A} \otimes w_{B}\right]\left(v_{A B}\right)=\sum_{i} w_{A}\left(v_{A}^{i}\right) \cdot w_{B}\left(v_{B}^{i}\right)=\left[\Psi\left(w_{A} \otimes w_{B}\right)\right]\left(\Phi\left(v_{A B}\right)\right)=0 .
$$

Because $\left\{w_{A} \otimes w_{B} \mid w_{A} \in V_{A}^{*}, w_{B} \in V_{B}^{*}\right\}$ spans $V_{A B}^{*}$, we can conclude $v_{A B}=0$, which means that $\Phi$ is injective. The injectivity of $\Psi$ can be proved similarly.

## Remark 2.32

It seems to be assumed implicitly in Axiom $\mathbb{\pi}$ and Axiom ${ }^{5}$ that Alice's actions do not influence Bob, and vice versa. For example, there we require that Alice and Bob can prepare individually their states and effects without influencing each other, or we can see from the bi-affinity (bi-linearity) of $\psi$ that the statistics observed by Alice alone are independent of Bob's measurements: for any joint state $\omega_{A B}$, the probability of Alice observing $e_{A} \in \mathcal{E}_{\Omega_{A}}$ does not depend on Bob's measurement $\left\{f_{B}^{\prime i}\right\}_{i}$ because it holds that

$$
\sum_{i}\left[\psi\left(e_{A}, f_{B}^{\prime}\right)\right]\left(\omega_{A B}\right)=\left[\psi\left(e_{A}, u_{B}\right)\right]\left(\omega_{A B}\right) .
$$

In fact, Axiom $\pi^{7}$ and Axiom ${ }^{[ }$can be rephrased in terms of the so-called no-signaling principle [24, 69, 70$]^{[2]}$, or the requirement of causality [26, [27].

There is another important requirement for bipartite systems. We require that every joint state can be determined by local measurements. This claim called the tomographic locality for states $[22,[24,[T]$ is described mathematically as follows.

## Axiom 6 (Tomographic locality for states)

If $\omega_{A B}, \omega_{A B}^{\prime} \in \Omega_{A B}$ satisfy $\left[\psi\left(e_{A}, e_{B}\right)\right]\left(\omega_{A B}\right)=\left[\psi\left(e_{A}, e_{B}\right)\right]\left(\omega_{A B}^{\prime}\right)$ for all $e_{A} \in$ $\mathcal{E}_{\Omega_{A}}$ and $e_{B} \in \mathcal{E}_{\Omega_{B}}$, then $\omega_{A B}=\omega_{A B}^{\prime}$.

## Lemma 2.33

Assume Axiom [8, Axiom [5, and Axiom 困. The linear injections $\Phi$ and $\Psi$ in Lemma 2.37 are also surjective, that is, $\Phi$ is a linear bijection between $V_{A} \otimes V_{B}$ and $V_{A B}$, and $\Psi$ between $V_{A}^{*} \otimes V_{B}^{*}$ and $V_{A B}^{*}$.

## Proof

Assume that $V_{A B}^{*} \backslash \Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$ is nonempty, and $w_{A B}^{\prime} \in V_{A B}^{*} \backslash \Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$. Then, because $w_{A B}^{\prime}$ and a basis of $\Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$ are linearly independent, we can construct an element $v_{A B}^{\prime}$ of $V_{A B}^{* *}$ such that $v_{A B}^{\prime}\left(w_{A B}^{\prime}\right)=1$ and $v_{A B}^{\prime}\left(w_{A B}\right)=0$ for all $w_{A B} \in \Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$. We note that $V_{A B}^{* *}=V_{A B}$ holds due to the assumption of finite dimensionality, and thus $v_{A B}^{\prime}$ above can be regarded as an element of $V_{A B}$. It follows that if we define $M:=\left\{v_{A B} \in\right.$ $V_{A B} \mid w_{A B}\left(v_{A B}\right)=0$ for all $\left.w_{A B} \in \Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)\right\}$, then $M \backslash\{0\}$ is nonempty. In the following, we prove that $M=\{0\}$, which implies $V_{A B}^{*}=\Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$. Let $v_{A B}^{\star} \in M$. For a state $\omega_{A B} \in \operatorname{int}\left(V_{A B+}\right)$, where $\operatorname{int}\left(V_{A B+}\right)$ is the interior of the positive cone $V_{A B+}$ of $V_{A B}$ generated by $\Omega_{A B}$ (see Proposition [2.2.5),

[^14]we can make $\omega_{A B}^{\star}:=\omega_{A B}+\varepsilon v_{A B}^{\star}$ belong to $V_{A B+}$ if we take sufficiently small $\varepsilon>0$. Because $u_{A B}=\Psi\left(u_{A} \otimes u_{B}\right)$, it holds from the definition of $M$ that $u_{A B}\left(\omega_{A B}^{\star}\right)=u_{A B}\left(\omega_{A B}\right)=1$, i.e., $\omega_{A B}^{\star} \in \Omega_{A B}$. Moreover, we can find in a similar way that $\left[\Psi\left(e_{A} \otimes e_{B}\right)\right]\left(\omega_{A B}^{\star}\right)=\left[\Psi\left(e_{A} \otimes e_{B}\right)\right]\left(\omega_{A B}\right)$ holds for all $e_{A} \in \mathcal{E}_{\Omega_{A}}, e_{B} \in \mathcal{E}_{\Omega_{B}}$, and thus, from Axiom [1, $\omega_{A B}^{\star}=\omega_{A B}$ holds. This implies $v_{A B}^{\star}=0$, which means $M=\{0\}$ and $V_{A B}^{*}=\Psi\left(V_{A}^{*} \otimes V_{B}^{*}\right)$. Therefore, we can conclude $\Psi$ is surjective (i.e., bijective). Then, it is easy to derive $\operatorname{dim} V_{A B}=\operatorname{dim} V_{A} \otimes V_{B}=\operatorname{dim} V_{A} \cdot \operatorname{dim} V_{B}$, and the surjectivity (bijectivity) of $\Phi$ follows from this observation.

We assume Axiom可, Axiom 回, and Axiom (thus Lemma [233) in this thesis. Then, it does not cause any problem to identify the subsets $\Phi^{-1}\left(\Omega_{A B}\right)$ and $\Psi^{-1}\left(\mathcal{E}_{\Omega_{A B}}\right)$ of $V_{A} \otimes V_{B}$ and $V_{A}^{*} \otimes V_{B}^{*}=\left(V_{A} \otimes V_{B}\right)^{*}$ with the state space and effect space of the joint system respectively (see the argument above Remark [2.2Y). We hereafter write $\Phi^{-1}\left(\Omega_{A B}\right)$ simply as $\Omega_{A B}$, and $\Psi^{-1}\left(\mathcal{E}_{\Omega_{A B}}\right)$ as $\mathcal{E}_{\Omega_{A B}}$, and work with these expressions of states and effects where product states and effects are represented as $\omega_{A} \otimes \omega_{B}$ and $e_{A} \otimes e_{B}\left(\omega_{A} \in \Omega_{A}, \omega_{B} \in \Omega_{B}\right.$ and $e_{A} \in \mathcal{E}_{\Omega_{A}}, e_{B} \in \mathcal{E}_{\Omega_{B}}$ ) respectively.
Remark 2.34
One may consider Axiom ${ }^{2}$ to be more artificial when compared to the other axioms. In [30], it was explained that $u_{A B}=u_{A} \otimes u_{B}$ holds if the tomographic


Let us give more detailed specifications of bipartite systems. For GPTs $\left(\Omega_{A}, \mathcal{E}_{\Omega_{A}}\right)$ and $\left(\Omega_{B}, \mathcal{E}_{\Omega_{B}}\right)$ of local systems, we define the following classes of convex sets [ [72, [73]].

## Definition 2.35

Let $\left(\Omega_{A}, \mathcal{E}_{\Omega_{A}}\right)$ and $\left(\Omega_{B}, \mathcal{E}_{\Omega_{B}}\right)$ be GPTs.
(i) The convex subset $\Omega_{A} \otimes_{\text {min }} \Omega_{B}$ of $V_{A} \otimes V_{B}$ defined as

$$
\Omega_{A} \otimes_{\min } \Omega_{B}:=\left\{\sum_{i} p_{i} \omega_{A}^{i} \otimes \omega_{B}^{i} \mid p_{i} \geqslant 0, \sum_{i} p_{i}=1, \omega_{A}^{i} \in \Omega_{A}, \omega_{B}^{i} \in \Omega_{B}\right\}
$$

is called the minimal tensor product of $\Omega_{A}$ and $\Omega_{B}$. The minimal tensor product $\mathcal{E}_{\Omega_{A}} \otimes_{\text {min }} \mathcal{E}_{\Omega_{B}}$ of the effect spaces $\mathcal{E}_{\Omega_{A}}$ and $\mathcal{E}_{\Omega_{B}}$ is defined in the same way.
(ii) The convex subset $\Omega_{A} \otimes_{\max } \Omega_{B}$ of $V_{A} \otimes V_{B}$ defined as

$$
\begin{aligned}
\Omega_{A} \otimes_{\max } \Omega_{B}:=\left\{\omega_{A B} \in V_{A} \otimes V_{B} \mid\right. & \left(e_{A} \otimes e_{B}\right)\left(\omega_{A B}\right) \in[0,1] \\
& \left.e_{A} \in \mathcal{E}_{\Omega_{A}}, e_{B} \in \mathcal{E}_{\Omega_{B}},\left(u_{A} \otimes u_{B}\right)\left(\omega_{A B}\right)=1\right\}
\end{aligned}
$$

is called the maximal tensor product of $\Omega_{A}$ and $\Omega_{B}$. The maximal tensor product $\mathcal{E}_{\Omega_{A}} \otimes_{\max } \mathcal{E}_{\Omega_{B}}$ of the effect spaces $\mathcal{E}_{\Omega_{A}}$ and $\mathcal{E}_{\Omega_{B}}$ is defined in the same way.

It is verified easily that the minimal and maximal tensor products are dual to each other in the sense that $\mathcal{E}_{\Omega_{A} \otimes_{\text {min }} \Omega_{B}}=\mathcal{E}_{\Omega_{A}} \otimes_{\max } \mathcal{E}_{\Omega_{B}}$ and $\mathcal{E}_{\Omega_{A} \otimes_{\max } \Omega_{B}}=$ $\mathcal{E}_{\Omega_{A}} \otimes_{\text {min }} \mathcal{E}_{\Omega_{B}}$ hold. A similar observation can be obtained if we start from effects (see Remark [2.30). We also note that $\Omega_{A} \otimes_{\min } \Omega_{B} \subset \Omega_{A} \otimes_{\max } \Omega_{B}$ clearly holds.

By means of the axioms introduced so far, we can specify the joint state space $\Omega_{A B}$ in the following way. First, it can be found that $\Omega_{A B}$ must include $\Omega_{A} \otimes_{\text {min }} \Omega_{B}$ because product states and probabilistic mixtures are required to exist. Similarly, the existence of product effects are imposed, and it follows that $\Omega_{A B}$ is included in $\Omega_{A} \otimes_{\max } \Omega_{B}$. We have now obtained the following description for bipartite systems.

## Theorem 2.36

Let $\left(\Omega_{A B}, \mathcal{E}_{\Omega_{A B}}\right)$ be a GPT describing a bipartite system composed of two subsystems $\left(\Omega_{A}, \mathcal{E}_{\Omega_{A}}\right)$ and ( $\left.\Omega_{B}, \mathcal{E}_{\Omega_{B}}\right)$. Then,

$$
\begin{equation*}
\Omega_{A} \otimes_{\min } \Omega_{B} \subset \Omega_{A B} \subset \Omega_{A} \otimes_{\max } \Omega_{B} \tag{2.16}
\end{equation*}
$$

holds. Dually,

$$
\begin{equation*}
\mathcal{E}_{\Omega_{A}} \otimes_{\min } \mathcal{E}_{\Omega_{B}} \subset \mathcal{E}_{\Omega_{A B}} \subset \mathcal{E}_{\Omega_{A}} \otimes_{\max } \mathcal{E}_{\Omega_{B}} \tag{2.17}
\end{equation*}
$$

holds.
It can be found that when a bipartite system $\left(\Omega_{A B}, \mathcal{E}_{\Omega_{A B}}\right)$ composed of $\left(\Omega_{A}, \mathcal{E}_{\Omega_{A}}\right)$ and $\left(\Omega_{B}, \mathcal{E}_{\Omega_{B}}\right)$ satisfies both ([2.16) and ([2.]7), then Axiom $\mathbb{H}$,
 and because any element of $V_{A B}^{*}$ can be written as a linear combination of effects of the form $e_{A} \otimes e_{B}$ (remember that $\mathcal{E}_{\Omega_{A}}$ and $\mathcal{E}_{\Omega_{B}}$ span $V_{A}^{*}$ and $V_{B}^{*}$ respectively), Axiom also can be verified.

## Definition 2.37

Each element of $\Omega_{A} \otimes_{\min } \Omega_{B}$ is called a separable state, and an element of the form $\omega_{A} \otimes \omega_{B}$ is particularly called a product state. Each element of $\Omega_{A} \otimes_{\max } \Omega_{B} \backslash \Omega_{A} \otimes_{\min } \Omega_{B}$ is called an entangled state. Separable effects, product effects, and entangled effects are defined in the same way.

It should be noted that entangled states exist unless either theory is classical. More precisely, it was shown in [i4] that $\Omega_{A} \otimes_{\min } \Omega_{B}=\Omega_{A} \otimes_{\min } \Omega_{B}$ holds if and only if either $\Omega_{A}$ or $\Omega_{B}$ is a simplex (i.e., a classical theory).

Example 2.38 (Quantum theory over a real Hilbert space)
Let $\mathcal{K}=\mathbb{R}^{d}(d<\infty)$ be a finite-dimensional real Hilbert space. We can consider a GPT whose state space is given by $\Omega_{\mathrm{rQT}}(\mathcal{K})=\left\{\rho \in \mathcal{L}_{S}(\mathcal{K}) \mid \rho \geqslant\right.$ $0, \operatorname{Tr}[\rho]=1\}$ with $\mathcal{L}_{S}(\mathcal{K})$ the set of all self-adjoint operators on $\mathcal{K}$. The real quantum theory described by $\Omega_{\mathrm{rQT}}(\mathcal{K})$ often appears in the field of GPTs when deriving the standard quantum theory (i.e., complex quantum theory) from physical principles [22, 51]. It is easy to see that $a f f\left(\Omega_{\mathrm{rQT}}(\mathcal{K})\right)$ and the standard embedding vector space $V(\mathcal{K})$ are given by $\operatorname{aff}\left(\Omega_{\mathrm{rQT}}(\mathcal{K})\right)=\{\rho \in$ $\left.\mathcal{L}_{S}(\mathcal{K}) \mid \operatorname{Tr}[\rho]=1\right\}$ and $V(\mathcal{K})=\mathcal{L}_{S}(\mathcal{K})$ respectively. We can also observe that $\operatorname{dim} \operatorname{aff}\left(\Omega_{\mathrm{rQT}}(\mathcal{K})\right)=\frac{1}{2}\left(d^{2}+d\right)-1$ and $\operatorname{dim} V(\mathcal{K})=\frac{1}{2}\left(d^{2}+d\right)$ hold (in particular, $\operatorname{dim} V(\mathcal{K})=\operatorname{dim} a f f\left(\Omega_{\mathrm{rQT}}(\mathcal{K})\right)+1$ holds). Suppose in analogy with the formulation of a finite-dimensional quantum theory over a complex Hilbert space that the state space of the composite system composed of two identical state spaces $\Omega_{\mathrm{rQT}}(\mathcal{K})$ is given by $\Omega_{\mathrm{rQT}}(\mathcal{K} \otimes \mathcal{K})=\left\{\rho \in \mathcal{L}_{S}(\mathcal{K} \otimes \mathcal{K}) \mid\right.$ $\rho \geqslant 0, \operatorname{Tr}[\rho]=1\}$. Then, we can derive

$$
\operatorname{dim} V_{A} \cdot \operatorname{dim} V_{B}=\left[\frac{1}{2}\left(d^{2}+d\right)\right]^{2}, \quad \operatorname{dim} V_{A B}=\frac{1}{2}\left(d^{4}+d^{2}\right),
$$

where $V_{A}=V_{B}=V(\mathcal{K})$ and $V_{A B}=V(\mathcal{K} \otimes \mathcal{K})$ are the respective embedding vector spaces of the individual and the total state spaces. It implies $\operatorname{dim} V_{A}$. $\operatorname{dim} V_{B}<\operatorname{dim} V_{A B}$, i.e., $V_{A} \otimes V_{B}=V_{A B}$ does not hold. Thus, we can conclude that the tomographic locality is not satisfied in a finite-dimensional quantum theory over a real Hilbert space (it is not difficult to see that Axiom $\mathbb{T}^{1}$ and Axiom 5 hold in this case). ${ }^{\text {DT }}$

### 2.3 Transformations

In this section, we explain how transformations between systems are formulated in GPTs, which completes our review for basic notions on GPTs. It will be found that not only state changes such as time evolutions but also measurements can be described in terms of transformations or channels, which are more refined forms of transformations. We also introduce the notions of compatibility and incompatibility for channels, which play a key role in the following chapters.

### 2.3.1 Channels in GPTs

In quantum theory, transformations of systems is described via the notion of channels [47, [76]. In this part, we explain how channels are generalized in GPTs according mainly to [31, [77].

[^15]
## Definition 2.39

Let $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right)$ and $\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$ be GPTs. An affine map $T: \Omega_{1} \rightarrow \Omega_{2}$ is called a channel from $\Omega_{1}$ to $\Omega_{2}$. A linear map $T: V_{1} \rightarrow V_{2}$, where $V_{1}$ and $V_{2}$ are the embedding vector spaces of $\Omega_{1}$ and $\Omega_{2}$ respectively, is equivalently called a channel from $\Omega_{1}$ to $\Omega_{2}$ if $T\left(\Omega_{1}\right) \subset \Omega_{2}$ (thus it is positive in the sense that $\left.T\left(\left(V_{1}\right)_{+}\right) \subset T\left(\left(V_{2}\right)_{+}\right)^{[231}\right)$. We denote the set of all channels from $\Omega_{1}$ to $\Omega_{2}$ by $\mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$, and denote the set $\mathcal{C}\left(\Omega_{1}, \Omega_{1}\right)$ simply by $\mathcal{C}\left(\Omega_{1}\right)$

A channel $T: V_{1} \rightarrow V_{2}$ in the above definition induces a map $T^{\prime}: V_{2}^{*} \rightarrow V_{1}^{*}$ such that $\left[T^{\prime} e\right](\omega)=e(T \omega)$ for all $e \in \mathcal{E}_{\Omega_{2}}$ and $\omega \in \Omega_{1}$. In this way, we can focus on transformations between effects instead of transformations between states. However, in this thesis, when channels are considered, they always represent transformations between states, that is, the Schrodinger picture is adopted although similar arguments can be developed with channels considered as transformations between effects (the Heisenberg picture).

It is easy to obtain the following observations.

## Proposition 2.40

Let $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right)$, $\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$, and $\left(\Omega_{3}, \mathcal{E}_{\Omega_{3}}\right)$ be GPTs.
(i) For $S, T \in \mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$, if we define $\lambda T+(1-\lambda) T^{\prime}$ as $\left[\lambda T+(1-\lambda) T^{\prime}\right]\left(\omega_{1}\right)=$ $\lambda T\left(\omega_{1}\right)+(1-\lambda) T^{\prime}\left(\omega_{1}\right)(0 \leqslant \lambda \leqslant 1)$, then $\lambda T+(1-\lambda) T^{\prime} \in \mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$
(ii) If $S \in \mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$ and $T \in \mathcal{C}\left(\Omega_{2}, \Omega_{3}\right)$, then $T \circ S \in \mathcal{C}\left(\Omega_{1}, \Omega_{3}\right)$.

Let us give several examples of channels.
Example 2.41 (Basic examples of channels)
Let $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right),\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$ be GPTs, and $V_{1}$ and $V_{2}$ be the canonical embedding vector spaces of $\Omega_{1}$ and $\Omega_{2}$ respectively.
(i) If we define a map $i d_{\Omega_{1}}: \Omega_{1} \rightarrow \Omega_{1}$ by $i d_{\Omega_{1}}\left(\omega_{1}\right)=\omega_{1}$ for all $\omega_{1} \in \Omega_{1}$, then $i d_{\Omega_{1}} \in \mathcal{C}\left(\Omega_{1}\right)$. We call $i d_{\Omega_{1}}$ the identity channel on $\Omega_{1}$.
(ii) If we define a map $T_{\omega^{*}}: \Omega_{1} \rightarrow \Omega_{2}$ by $T_{\omega^{*}}\left(\omega_{1}\right)=\omega^{*}\left(\omega^{*} \in \Omega_{2}\right)$ for all $\omega_{1} \in \Omega_{1}$, then $T_{\omega^{*}} \in \mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$.
(iii) Consider a bipartite system $\left(\Omega_{12}, \mathcal{E}_{\Omega_{12}}\right)$ composed of $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right),\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$. For the linear maps $i d_{\Omega_{1}}: V_{1} \rightarrow V_{1}$ and $u_{2}: V_{2} \rightarrow \mathbb{R}$, where $i d_{\Omega_{1}}$ is the identity channel on $\Omega_{1}$ and $u_{2}$ is the unit effect on $\Omega_{2}$, we define their tensor product $i d_{\Omega_{1}} \otimes u_{2}$. Then, $i d_{\Omega_{1}} \otimes u_{2}$ as a linear map from $V_{1} \otimes V_{2}$ to $V_{1}$ is a channel from $\Omega_{12}$ to $\Omega_{1}$, and called the partial trace.

We can demonstrate that even the fundamental notions of states and observables can be represented in terms of channels. To show this, we need to define the following convex sets.

[^16]
## Definition 2.42

Let $\left\{x_{i}\right\}_{i=1}^{n+1}$ be a set of affinely independent ${ }^{[\pi]}$ vectors in $\mathbb{R}^{d}(d \geqslant n)$. The convex set $\operatorname{conv}\left(\left\{x_{i}\right\}_{i=1}^{n+1}\right)$ is called an $n$-dimensional simplex [49]. In particular, we denote the simplex generated by orthonormal vectors $\left\{p_{i}\right\}_{i=1}^{n+1}$ with $p_{1}=(1,0, \ldots, 0), p_{2}=(0,1,0, \ldots, 0), \ldots$ simply by $\Delta_{n}$, and call it the $n$ dimensinoal standard simplex. It is trivial that any $n$-dimensional simplex is isomorphic to $\Delta_{n}$.

Example 2.43 (States, observables, and instruments as channels)
Let $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right),\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$ be GPTs, and let us follow the similar notations in Definition 2.42 above.
(i) A state $\omega \in \Omega_{1}$ is equivalent to a channel from $\Delta_{1}$ to $\Omega_{1}$ by the identification of $\omega$ with a channel $P_{\omega}: \Delta_{1} \rightarrow \Omega_{1}$ defined as $P_{\omega}\left(p_{1}\right)=\omega$. Similarly, we can introduce a conditional preparation channel $P_{\left\{\omega_{i}\right\}_{i=1}^{n+1}} \in \mathcal{C}\left(\Delta_{n}, \Omega_{1}\right)$ by $P_{\left\{\omega_{i}\right\}_{i=1}^{n+1}}(v)=\sum_{i=1}^{n+1} v_{i} \omega_{i}$, where $v_{i}$ is the $i$ th element of the vector $v \in$ $\mathbb{R}^{n+1}$. The channel $P_{\left\{\omega_{i}\right\}_{i=1}^{n+1}}$ represents an apparatus which outputs the states $\left\{\omega_{i}\right\}_{i=1}^{n+1}$ according to the proportion determined by a classical input $v=\left(v_{1}, \ldots, v_{n+1}\right)$.
(ii) An observable $E=\left\{e_{i}\right\}_{i=1}^{n+1}$ on $\Omega_{1}$ with $(n+1)$ outcomes is equivalent to a channel from $\Omega_{1}$ to $\Delta_{n}$ by the identification of $E$ with a channel $M_{E}: \Omega_{1} \rightarrow \Delta_{n}$ defined as $M_{E}(\omega)=\left(e_{1}(\omega), \ldots, e_{n+1}(\omega)\right)=\sum_{i=1}^{n+1} e_{i}(\omega) p_{i}$.
(iii) For a conditional preparation channel $P_{\left\{\omega_{i}\right\}_{i=1}^{n+1}} \in \mathcal{C}\left(\Delta_{n}, \Omega_{2}\right)$ and a measurement channel $M_{E}: \Omega_{1} \rightarrow \Delta_{n}$, the composition $P_{\left\{\omega_{i}\right\}_{i=1}^{n+1}} \circ M_{E} \in \mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$ is called a measure-and prepare channel. Preparation channels or measurement channels in (i) or (ii) above respectively are examples of measure-and prepare channels (see [3T] for other examples).
(iv) A channel from $\Omega_{1}$ to $\Omega_{1} \otimes_{\min } \Delta_{n}$ is called an instrument. It outputs the measurement outcomes of an observable and the ensemble of the post measurement states.

Remark 2.44
In this part, we introduce channels in GPTs as positive and normalizationpreserving maps, while in quantum theory channels are defined as tracepreserving (normalization-preserving) and completely positive maps [4], [76, [7]]. The notion of complete positivity can be introduced also in GPTs based on the above formulation of bipartite systems [3T]. However, completely positive maps do not always correspond to physical processes in GPTs. This is because, while in quantum theory all completely positive maps are physically valid transformations in the sense that their physical implementations exist via the Steinspring's theorem [80], there is in general not ensured the existence of such physical implementations in GPTs.

[^17]
### 2.3.2 Compatibility and incompatibility for channels

In quantum theory, we cannot always obtain simultaneously statistics for a pair of observables such as position and momentum, or cannot always duplicate a family of states [20]. These impossibilities are essential ingredients of quantum theory: for example, without them, the violation of Bell inequality or the security of quantum cryptography never occurs. Those impossibilities can be described by the notion of incompatibility in a unified way [2T]. In this part, we demonstrate that the notion of incompatibility can be introduced successfully also in GPTs.

## Definition 2.45

Let $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right),\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$, and $\left(\Omega_{3}, \mathcal{E}_{\Omega_{3}}\right)$ be GPTs, and $\left(\Omega_{23}, \mathcal{E}_{\Omega_{23}}\right)$ be a GPT which describe a joint system of $\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$ and $\left(\Omega_{3}, \mathcal{E}_{\Omega_{3}}\right)$. Channels $S \in$ $\mathcal{C}\left(\Omega_{1}, \Omega_{2}\right)$ and $T \in \mathcal{C}\left(\Omega_{1}, \Omega_{3}\right)$ are called compatible if there exists a channel $R \in \mathcal{C}\left(\Omega_{1}, \Omega_{23}\right)$ called the joint channel of $S$ and $T$ such that the marginal actions of $R$ reproduce each action of $S$ and $T$, that is,

$$
\begin{aligned}
& \left(i d_{\Omega_{2}} \otimes u_{3}\right) \circ R=S, \\
& \left(u_{2} \otimes i d_{\Omega_{3}}\right) \circ R=T,
\end{aligned}
$$

where $i d_{\Omega_{2}} \otimes u_{3}$ and $u_{2} \otimes i d_{\Omega_{3}}$ are the partial traces in $\Omega_{23}$ (see Example [2.4]). If $S$ and $T$ are not compatible, then they are called incompatible

This definition of incompatibility applies to cases when three or more channels are considered. For incompatibility of observables, we can derive a simpler expression.

## Proposition 2.46

Let $\left(\Omega, \mathcal{E}_{\Omega}\right)$ be a GPT, and $M_{E}$ and $M_{F}$ be the measurement channels associated with observables $E=\left\{e_{i}\right\}_{i=1}^{l}$ and $F=\left\{f_{j}\right\}_{j=1}^{m}$ on $\Omega$ respectively (see Example 2.43 (ii)). Then, $M_{E}$ and $M_{F}$ are compatible if and only if there exists an observable (called a joint observable) $G=\left\{g_{i j}\right\}_{i=1, j=1}^{l, m}$ on $\Omega$ such that

$$
\sum_{j=1}^{m} g_{i j}=e_{i}, \quad \sum_{i=1}^{l} g_{i j}=f_{j} .
$$

## Proof

If there exists an observable $G=\left\{g_{i j}\right\}_{i=1, j=1}^{l, m}$ on $\Omega$ such that

$$
\sum_{j=1}^{m} g_{i j}=e_{i}, \quad \sum_{i=1}^{l} g_{i j}=f_{j},
$$

then it is easy to see that the measurement channel $M_{G} \in \mathcal{C}\left(\Omega, \Delta_{l-1} \otimes_{\text {min }}\right.$ $\left.\Delta_{m-1}\right)$ defined as $M_{G}(\omega)=\left(m_{11}(\omega), \ldots, m_{l m}(\omega)\right)=\sum_{i, j} m_{i j}(\omega) p_{i} \otimes p_{j}$, where
$p_{1}=(1,0,0, \ldots), p_{2}=(0,1,0, \ldots)$, (see Definition [.42), is a joint channel of $M_{E}$ and $M_{F}$. We note that the composite of two simplices is always given by their minimal tensor product. Conversely, if there exists a joint channel $M \in \mathcal{C}\left(\Omega, \Delta_{l-1} \otimes_{\min } \Delta_{m-1}\right)$ of $M_{E}$ and $M_{F}$, then, representing $M(\omega) \in$ $\Delta_{l-1} \otimes_{\min } \Delta_{m-1}$ as $M(\omega)=\sum M(\omega)_{i j} p_{i} \otimes p_{j}\left(M(\omega)_{i j} \in[0,1]\right)$, we obtain $\sum_{j} M(\omega)_{i j}=e_{i}(\omega)$ and $\sum_{i} M(\omega)_{i j}=f_{j}(\omega)$. We can naturally introduce effects $m_{i j}: \Omega \rightarrow[0,1]$ by $m_{i j}(\omega)=M(\omega)_{i j}$, and it is easy to verify that $\sum_{j} m_{i j}=e_{i}$ and $\sum_{i} m_{i j}=f_{j}$ (and thus $\sum_{i, j} m_{i j}=u$, i.e., $\left\{m_{i j}\right\}_{i, j}$ is an observable).

In [87], it was shown that there exists an incompatible pair of observables in every finite-dimensional GPT unless it is classical. We can present the existence of another type of incompatibility.

## Example 2.47 (Generalized no-broadcasting theorem)

Let $\left(\Omega, \mathcal{E}_{\Omega}\right)$ be a GPT, and let $\left(\Omega_{12}, \mathcal{E}_{\Omega_{12}}\right)$ be a GPT describing a composite system of $\left(\Omega_{1}, \mathcal{E}_{\Omega_{1}}\right)$ and $\left(\Omega_{2}, \mathcal{E}_{\Omega_{2}}\right)$, where $\Omega_{1}=\Omega_{2}=\Omega$. A set of states $\left\{\omega_{i}\right\}_{i} \subset \Omega$ is called broadcastable if there exists a channel $T \in \mathcal{C}\left(\Omega, \Omega_{12}\right)$ such that $\left(i d_{\Omega_{1}} \otimes u_{2}\right)\left(T\left(\omega_{i}\right)\right)=\omega_{i}$ and $\left(u_{1} \otimes i d_{\Omega_{2}}\right)\left(T\left(\omega_{i}\right)\right)=\omega_{i}$ hold for all $i$. It was shown in [2.3, [25]] (see also [31]) that $\left\{\omega_{i}\right\}_{i} \subset \Omega$ is broadcastable if and only if it lies in a simplex. In other words, the identity channels $i d_{\Omega_{1}}$ and $i d_{\Omega_{2}}$ are compatible if and only if $\Omega_{1}=\Omega_{2}=\Omega$ is a simplex (i.e., the theory is classical).

These results on GPTs manifest interesting facts that properties once thought to be specific to quantum theory are in fact more universal ones.

### 2.4 Additional notions

So far we have reviewed fundamental notions in GPTs especially focusing on states and effects. It was shown that states and effects are represented in terms of ordered Banach spaces, and under the assumption of finite dimensionality, they are reduced to elements of Euclidean spaces. In this part, based on those descriptions, we develop additional notions on states and effects which will play significant roles in demonstrating several results of this thesis. To do this, we follow the notations that have been used so far. That is, a GPT is given by a pair $\left(\Omega, \mathcal{E}_{\Omega}\right)$ of a state space and the corresponding effect space where $\Omega \subset V=\mathbb{R}^{N+1}$ with $\operatorname{span}(\Omega)=V$ and $0 \notin \Omega$ and $\mathcal{E}_{\Omega} \subset V^{*}$. We should also recall that the set of all pure states is denoted by $\Omega^{\text {ext }}$, and the set of all pure and indecomposable effects by $\mathcal{E}_{\Omega}^{\text {ext }}$.

### 2.4.1 Physical equivalence of pure states

It is known that in quantum theory all pure states are physically equivalent via unitary (and antiunitary) transformations [4I]. A similar notion to this physical equivalence of pure states can be introduced also in GPTs.

Let $\Omega$ be a state space. A map $T: \Omega \rightarrow \Omega$ is called a state automorphism on $\Omega$ if $T$ is an affine bijection. We denote the set of all state automorphisms on $\Omega$ by $G L(\Omega)$, and say that a state $\omega_{1} \in \Omega$ is physically equivalent to a state $\omega_{2} \in \Omega$ if there exists a $T \in G L(\Omega)$ such that $T \omega_{1}=\omega_{2}$. It was shown in [45] that the physical equivalence of $\omega_{1}, \omega_{2} \in \Omega$ is equal to the existence of some unit-preserving affine bijection $T^{\prime}: \mathcal{E}_{\Omega} \rightarrow \mathcal{E}_{\Omega}$ satisfying $e\left(\omega_{1}\right)=T^{\prime}(e)\left(\omega_{2}\right)$ for all $e \in \mathcal{E}_{\Omega}$, which means $\omega_{1}$ and $\omega_{2}$ have the same physical contents on measurements. Because any affine map on $\Omega$ can be extended uniquely to a linear map on $V$, it holds that $G L(\Omega)=\{T: V \rightarrow$ $V \mid T$ : linear, bijective, $T(\Omega)=\Omega\}$. It is clear that $G L(\Omega)$ forms a group, and we can represent the notion of physical equivalence of pure states by means of the transitive action of $G L(\Omega)$ on $\Omega^{\text {ext }}$.

Definition 2.48 (Transitive state space)
A state space $\Omega$ is called transitive if $G L(\Omega)$ acts transitively on $\Omega^{\text {ext }}$, that is, for any pair of pure states $\omega_{i}^{\text {ext }}, \omega_{j}^{\text {ext }} \in \Omega^{\text {ext }}$ there exists an affine bijection $T_{j i} \in G L(\Omega)$ such that $\omega_{j}^{\text {ext }}=T_{j i} \omega_{i}^{\text {ext }}$.

We remark that the equivalence of pure states does not depend on how the theory is expressed. In fact, when $\Omega$ is a transitive state space and $\Omega^{\prime}:=\psi(\Omega)$ is equivalent to $\Omega$ with a linear bijection $\psi$, it is easy to check that $G L\left(\Omega^{\prime}\right)=\psi \circ G L(\Omega) \circ \psi^{-1}$ and $\Omega^{\prime}$ is also transitive.

In the remaining of this subsection, we let $\Omega$ be a transitive state space. In a transitive state space, we can introduce successfully the maximally mixed state as a unique invariant state with respect to every state automorphism.

## Proposition 2.49 ([ $[82]$ )

For a transitive state space $\Omega$, there exists a unique state $\omega_{M} \in \Omega$ (which we call the maximally mixed state) such that $T \omega_{M}=\omega_{M}$ for all $T \in G L(\Omega)$. The unique maximally mixed state $\omega_{M}$ is given by

$$
\omega_{M}=\int_{G L(\Omega)} T \omega^{\mathrm{ext}} d \mu(T)
$$

where $\omega^{\text {ext }}$ is an arbitrary pure state and $\mu$ is the normalized two-sided invariant Haar measure on $G L(\Omega)$.

Note in Proposition 2.49 that the transitivity of $\Omega$ guarantees the independence of $\omega_{M}$ on the choice of $\omega^{\text {ext }}$. When $\Omega^{\text {ext }}$ is finite and $\Omega^{\text {ext }}=\left\{\omega_{i}^{\text {ext }}\right\}_{i=1}^{n}$,
$\omega_{M}$ has a simpler form

$$
\omega_{M}=\frac{1}{n} \sum_{i=1}^{n} \omega_{i}^{\mathrm{ext}}
$$

We should recall that the action of the linear bijection $\eta:=\frac{1}{\left\|\omega_{M}\right\|_{E}} \mathbb{1}_{V}$ on $\Omega$ does not change the theory, where $\left\|\omega_{M}\right\|_{E}=\left(\omega_{M}, \omega_{M}\right)_{E}^{1 / 2}$ with the standard Euclidean inner product $(\cdot, \cdot)_{E}$ and $\mathbb{1}_{V}$ is the identity map on $V$. Since $\eta T \eta^{-1}=T$ holds for all $T \in G L(\Omega), G L(\Omega)$ is invariant under the rescaling by $\eta$, i.e. $G L(\eta(\Omega))=G L(\Omega)$. It follows that the unique maximally mixed state of the rescaled state space $\eta(\Omega)$ is $\frac{1}{\left\|\omega_{M}\right\|_{E}} \omega_{M}$. In the remaining of this thesis, when a transitive state space is discussed, we apply this rescaling and assume that $\left\|\omega_{M}\right\|_{E}=1$ holds. This assumption makes it easy to prove our main theorems in Chapter 3 via Proposition [2.50 introduced in the following.

The Haar measure $\mu$ on $G L(\Omega)$ makes it possible for us to construct a convenient representation of the theory. First of all, we define an inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ on $V$ as

$$
\langle x, y\rangle_{G L(\Omega)}:=\int_{G L(\Omega)}(T x, T y)_{E} d \mu(T) \quad(x, y \in V)
$$

Remark that in this thesis we adopt $(\cdot, \cdot)_{E}$ as the reference inner product of $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ although the following discussion still holds even if it is not $(\cdot, \cdot)_{E}$. Thanks to the properties of the Haar measure $\mu$, it holds that

$$
\langle T x, T y\rangle_{G L(\Omega)}=\langle x, y\rangle_{G L(\Omega)} \quad{ }^{\forall} T \in G L(\Omega),
$$

which proves that any $T \in G L(\Omega)$ to be an orthogonal transformation on $V$ with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$. Therefore, together with the transitivity of $\Omega$, we can see that all pure states of $\Omega$ are of equal norm, that is,

$$
\begin{align*}
\left\|\omega_{i}^{\mathrm{ext}}\right\|_{G L(\Omega)} & =\left\langle\omega_{i}^{\mathrm{ext}}, \omega_{i}^{\mathrm{ext}}\right\rangle_{G L(\Omega)}^{1 / 2} \\
& =\left\langle T_{i 0} \omega_{0}^{\mathrm{ext}}, T_{i 0} \omega_{0}^{\mathrm{ext}}\right\rangle_{G L(\Omega)}^{1 / 2}  \tag{2.18}\\
& =\left\langle\omega_{0}^{\mathrm{ext}}, \omega_{0}^{\mathrm{ext}}\right\rangle_{G L(\Omega)}^{1 / 2} \\
& =\left\|\omega_{0}^{\mathrm{ext}}\right\|_{G L(\Omega)}
\end{align*}
$$

holds for all $\omega_{i}^{\text {ext }} \in \Omega^{\text {ext }}$, where $\omega_{0}^{\text {ext }}$ is an arbitrary reference pure state. We remark that when $\left\|\omega_{M}\right\|_{E}=1$, we can obtain from the invariance of $\omega_{M}$ for
$G L(\Omega)$

$$
\begin{aligned}
\left\|\omega_{M}\right\|_{G L(\Omega)}^{2} & =\int_{G L(\Omega)}\left(T \omega_{M}, T \omega_{M}\right)_{E} d \mu(T) \\
& =\int_{G L(\Omega)}\left(\omega_{M}, \omega_{M}\right)_{E} d \mu(T) \\
& =\left\|\omega_{M}\right\|_{E}^{2} \int_{G L(\Omega)} d \mu(T) \\
& =\left\|\omega_{M}\right\|_{E}^{2},
\end{aligned}
$$

and thus $\left\|\omega_{M}\right\|_{G L(\Omega)}=1$ ．The next proposition allows us to give a useful representation of the theory（the proof is given in Appendix（⿴囗大）．

## Proposition 2.50

For a transitive state space $\Omega$ ，there exists a basis $\left\{v_{l}\right\}_{l=1}^{N+1}$ of $V$ orthonormal with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ such that $v_{N+1}=\omega_{M}$ and

$$
x \in \operatorname{aff}(\Omega) \Longleftrightarrow x=\sum_{l=1}^{N} a_{l} v_{l}+v_{N+1}=\sum_{l=1}^{N} a_{l} v_{l}+\omega_{M}\left(a_{1}, \cdots, a_{N} \in \mathbb{R}\right) .
$$

By employing the representation shown in Proposition 2．50，an arbitrary $x \in \operatorname{aff}(\Omega)$ can be written as a vector form that

$$
\begin{equation*}
x=\binom{\boldsymbol{x}}{1} \quad \text { with } \quad \omega_{M}=\binom{\mathbf{0}}{1} \tag{2.19}
\end{equation*}
$$

where the vector $\boldsymbol{x}$ is sometimes called the Bloch vector［83，84］correspond－ ing to $x$ ．

## 2．4．2 Self－duality

In this part，we introduce the notion of self－duality，which also plays an important role in our work．

Let $V_{+}$be the positive cone generated by a state space $\Omega$ ．We define the internal dual cone of $V_{+}$relative to an inner product $(\cdot, \cdot)$ on $V$ as $V_{+(\cdot,)}^{* i n t}:=$ $\left\{y \in V \mid(x, y) \geqslant 0,{ }^{\forall} x \in V_{+}\right\}$，which is isomorphic to the dual cone $V_{+}^{*}$ because of the Riesz representation theorem［58］．The self－duality of $V_{+}$ can be defined as follows．

## Definition 2.51 （Self－duality）

$V_{+}$is called self－dual if there exists an inner product $(\cdot, \cdot)$ on $V$ such that $V_{+}=V_{+(\cdot, \cdot)}^{* i n t}$ ．

[^18]We remark similarly to Definition [2.48 that if $V_{+}$generated by a state space $\Omega$ is self-dual, then the cone $V_{+}^{\prime}$ generated by $\Omega^{\prime}:=\psi(\Omega)$ with a linear bijection $\psi$ (i.e. $V_{+}^{\prime}=\psi\left(V_{+}\right)$) is also self-dual. In fact, we can confirm that if $V_{+}=V_{+(, \cdot)}^{* i \text { int }}$ holds for some inner product $(\cdot, \cdot)$, then $V_{+}^{\prime}=V_{+(, \cdot)^{\prime}}^{* * i n t}$ holds, where the inner product $(\cdot, \cdot)^{\prime}$ is defined as $(x, y)^{\prime}=\left(\psi^{-1} x, \psi^{-1} y\right)(x, y \in V)$.

Let us consider the case when $\Omega$ is transitive and $V_{+}$is self-dual with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$. Since $V_{+}=V_{\left.+\langle\cdot \cdot,\rangle_{G L(\Omega)}\right)}^{* \text { int }}$, we can regard $V_{+}$also as the set of unnormalized effects. In particular, every pure state $\omega_{i}^{\text {ext }} \in \Omega^{\text {ext }}$ can be considered as an unnormalized effect, and if we define

$$
\begin{equation*}
e_{i}:=\frac{\omega^{\text {ext }}}{\left\|\omega_{i}^{\text {ext }}\right\|_{G L(\Omega)}^{2}}=\frac{\omega^{\text {ext }}}{\left\|\omega_{0}^{\text {ext }}\right\|_{G L(\Omega)}^{2}}, \tag{2.20}
\end{equation*}
$$

then from Cauchy-Schwarz inequality

$$
\left\langle e_{i}, \omega_{k}^{\mathrm{ext}}\right\rangle_{G L(\Omega)} \leqslant\left\|e_{i}\right\|_{G L(\Omega)}\left\|\omega_{k}^{\mathrm{ext}}\right\|_{G L(\Omega)}=1
$$

holds for any pure state $\omega_{k}^{\text {ext }} \in \Omega^{\text {ext }}$ (thus $e_{i}$ is indeed an effect). The equality holds if and only if $\omega_{k}^{\text {ext }}$ is parallel to $e_{i}$, i.e. $\omega_{k}^{\text {ext }}=\omega_{i}^{\text {ext }}$, and we can also conclude that an effect is pure and indecomposable if and only if it is of the form defined as (2.20I) together with the fact that effects on the extremal rays of $V_{+\langle\cdot ;\rangle_{G L(\Omega)}^{* i n t}}=V_{+}$are indecomposable (for more details see [6T]):

$$
\begin{equation*}
e_{i}=\frac{\omega_{i}^{\mathrm{ext}}}{\left\|\omega_{i}^{\mathrm{ext}}\right\|_{G L(\Omega)}^{2}}=\frac{\omega_{i}^{\mathrm{ext}}}{\left\|\omega_{0}^{\mathrm{ext}}\right\|_{G L(\Omega)}^{2}} \equiv e_{i}^{\mathrm{ext}} \in \mathcal{E}^{\mathrm{ext}}(\Omega) \tag{2.21}
\end{equation*}
$$

When $\left|\Omega^{\text {ext }}\right|<\infty$, it is sufficient for the discussion above that $\Omega$ is transitive and self-dual with respect to an arbitrary inner product.

## Proposition 2.52

Let $\Omega$ be transitive with $\left|\Omega^{\text {ext }}\right|<\infty$ and $V_{+}$be self-dual with respect to some inner product. There exists a linear bijection $\Xi: V \rightarrow V$ such that $\Omega^{\prime}:=\Xi \Omega$ is transitive and the generating positive cone $V_{+}^{\prime}$ is self-dual with respect to $\langle\cdot, \cdot\rangle_{G L\left(\Omega^{\prime}\right)}$, i.e. $V_{+}^{\prime}=V_{+\langle\cdot,\rangle_{G L\left(\Omega^{\prime}\right)}^{\prime} * i n t}$.

The proof is given in Appendix B. Proposition $[.52$ reveals that if a theory with finite pure states is transitive and self-dual, then the theory can be expressed in the way it is self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$.

### 2.5 Examples of GPTs

In this section, we present some examples of GPTs with relevant structures to transitivity or self-duality.

### 2.5.1 Classical theories with finite levels

Let us denote by $\Omega_{\mathrm{CT}}$ the state space of a classical system with a finite level. $\Omega_{\mathrm{CT}}$ can be represented by means of some finite $N \in \mathbb{N}$ as the set of all probability distributions (probability vectors) $\left\{\mathbf{p}=\left(p_{1}, \cdots, p_{N+1}\right)\right\} \subset$ $V=\mathbb{R}^{N+1}$ on some sample space $\left\{a_{1}, \cdots, a_{N+1}\right\}$, i.e., $\Omega_{\mathrm{CT}}$ is the $N$ dimensional standard simplex $\Delta_{N}$. It is easy to justify that the set of all pure states $\Omega_{\mathrm{CT}}^{\text {ext }}$ is given by $\Omega_{\mathrm{CT}}^{\text {ext }}=\left\{\mathbf{p}_{i}^{\text {ext }}\right\}_{i=1}^{N+1}$, where $\mathbf{p}_{i}^{\text {ext }}$ is the probability distribution satisfying $\left(\mathbf{p}_{i}^{\text {ext }}\right)_{j}=\delta_{i j}$, and the positive cone $V_{+}$by $V_{+}=\{\sigma=$ $\left.\left(\sigma_{1}, \cdots, \sigma_{N+1}\right) \in V \mid \sigma_{i} \geqslant 0,{ }^{\forall} i\right\}$. Remark that the set

$$
\left\{\mathbf{p}_{i}^{\text {ext }}\right\}_{i=1}^{N+1}=\{(1,0, \cdots, 0),(0,1, \cdots, 0), \cdots,(0,0, \cdots, 1)\}
$$

forms a standard orthonormal basis of $V$. Since any state automorphism maps pure states to pure states, it can be seen that the set $G L\left(\Omega_{\mathrm{CT}}\right)$ of all state automorphisms on $\Omega_{\mathrm{CT}}$ is exactly the set of all permutation matrices with respect to the orthonormal basis $\left\{\mathbf{p}_{i}^{\mathrm{ext}}\right\}_{i=1}^{N+1}$ of $V$. Therefore, $\Omega_{\mathrm{CT}}$ is a transitive state space, and any $T \in G L\left(\Omega_{\mathrm{CT}}\right)$ is orthogonal, which results in

$$
\begin{align*}
\langle x, y\rangle_{G L\left(\Omega_{\mathrm{CT}}\right)} & =\int_{G L\left(\Omega_{\mathrm{CT}}\right)}(T x, T y)_{E} d \mu(T) \\
& =\int_{G L\left(\Omega_{\mathrm{CT}}\right)}(x, y)_{E} d \mu(T) \\
& =(x, y)_{E} \int_{G L\left(\Omega_{\mathrm{CT}}\right)} d \mu(T) \\
& =(x, y)_{E} . \tag{2.22}
\end{align*}
$$

The set of all positive linear functionals on $\Omega_{\mathrm{CT}}$ can be identified with the internal dual cone $V_{+(\cdot,)_{E}}^{* i \text { int }}$, and every $h \in V_{+(\cdot,)_{E}}^{* i \text { int }}$, can be identified with $h=\left(h\left(\mathbf{p}_{1}^{\text {ext }}\right), \cdots, h\left(\mathbf{p}_{N+1}^{\text {ext }}\right)\right)$ with all entries nonnegative since

$$
h\left(\mathbf{p}_{i}^{\text {ext }}\right)=\left(h, \mathbf{p}_{i}^{\text {ext }}\right)_{E}=(h)_{i} \geqslant 0
$$

holds for all $i$. Therefore, we can conclude together with (2.22) $V_{+}=$ $V_{+(\cdot,)_{E}}^{* i n t}=V_{+\langle\cdot,\rangle_{G L\left(\Omega_{\mathrm{CT}}\right)}^{* i n t}}^{*}$. Note that we can find the representation ([2.19) to be valid for this situation by taking a proper basis of $V=\mathbb{R}^{N+1}$ and normalization.

### 2.5.2 Quantum theories with finite levels

The state space of a quantum system with a finite level denoted by $\Omega_{\mathrm{QT}}$ is the set of all density operators on $N$-dimensional Hilbert space $\mathcal{H}(N<\infty)$, that is, $\Omega_{\mathrm{QT}}:=\left\{\rho \in \mathcal{L}_{S}(\mathcal{H}) \mid \rho \geqslant 0, \operatorname{Tr}[\rho]=1\right\}$, where $\mathcal{L}_{S}(\mathcal{H})$ is the set
of all self-adjoint operators on $\mathcal{H}$. The set of all pure states $\Omega_{\mathrm{QT}}^{\text {ext }}$ is given by the rank- 1 projections: $\Omega_{Q T}^{\text {ext }}=\{|\psi\rangle \psi \psi| ||\psi\rangle \in \mathcal{H},\langle\psi \mid \psi\rangle=1\}$. It has been demonstrated in [85] that with the identity operator $\mathbb{1}_{N}$ on $\mathcal{H}$ and the generators $\left\{\sigma_{i}\right\}_{i=1}^{N^{2}-1}$ of $S U(N)$ satisfying

$$
\begin{equation*}
\sigma_{i} \in \mathcal{L}_{S}(\mathcal{H}), \quad \operatorname{Tr}\left[\sigma_{i}\right]=0, \quad \operatorname{Tr}\left[\sigma_{i} \sigma_{j}\right]=2 \delta_{i j} \tag{2.23}
\end{equation*}
$$

any $A \in \mathcal{L}_{S}(\mathcal{H})$ can be represented as

$$
\begin{equation*}
A=c_{0} \mathbb{1}_{N}+\sum_{i=1}^{N^{2}-1} c_{i} \sigma_{i} \quad\left(c_{0}, c_{1}, \cdots, c_{N^{2}-1} \in \mathbb{R}\right) \tag{2.24}
\end{equation*}
$$

and any $B \in a f f\left(\Omega_{\mathrm{QT}}\right)$ as

$$
\begin{equation*}
B=\frac{1}{N} \mathbb{1}_{N}+\sum_{i=1}^{N^{2}-1} c_{i} \sigma_{i} \quad\left(c_{1}, \cdots, c_{N^{2}-1} \in \mathbb{R}\right) \tag{2.25}
\end{equation*}
$$

Since ([2.23) implies that $\left\{\mathbb{1}_{N}, \sigma_{1}, \cdots, \sigma_{N^{2}-1}\right\}$ forms an orthogonal basis of $\mathcal{L}_{S}(\mathcal{H})$ with respect to the Hilbert-Schmidt inner product $(\cdot, \cdot)_{H S}$ defined by

$$
(X, Y)_{H S}=\operatorname{Tr}\left[X^{\dagger} Y\right]
$$

and (2.24) and (2.2.5) prove $\operatorname{dim}\left(\mathcal{L}_{S}(\mathcal{H})\right)=\operatorname{dim}\left(a f f\left(\Omega_{\mathrm{QT}}\right)\right)+1$, it seems natural to consider $\Omega_{\mathrm{QT}}$ to be embedded in $V=\mathcal{L}_{S}(\mathcal{H})$ equipped with $(\cdot, \cdot)_{H S}$. Because it holds that

$$
\begin{aligned}
\mathcal{E}\left(\Omega_{\mathrm{QT}}\right) & =\left\{E \in \mathcal{L}_{S}(\mathcal{H}) \mid 0 \leqslant \operatorname{Tr}[E \rho] \leqslant 1, \quad{ }^{\forall} \rho \in \Omega_{\mathrm{QT}}\right\} \\
& =\left\{E \in \mathcal{L}_{S}(\mathcal{H}) \mid 0 \leqslant E \leqslant \mathbb{1}_{N}\right\}
\end{aligned}
$$

we can see $V_{+}=V_{+(\cdot,)_{H S}}^{* i \text { int }}=\left\{A \in \mathcal{L}_{S}(\mathcal{H}) \mid A \geqslant 0\right\}$, and rank-1 projections are pure and indecomposable effects in quantum theories. We note that while higher dimensional classical theories are represented by simplices as shown in the previous example, higher dimensional quantum theories have more complicated structures [85.5, 86]: we cannot represent them with higher dimensional balls just generalizing the three dimensional ball for the qubit case (the Bloch ball).

On the other hand, it is known that in quantum theory any state automorphism is either a unitary or antiunitary transformation [41], and for any pair of pure states one can find a unitary operator which links them. Thus, $\Omega_{\mathrm{QT}}$ is transitive, and any state automorphism is of the form

$$
\rho \mapsto U \rho U^{\dagger} \quad{ }^{\forall} \rho \in \Omega_{\mathrm{QT}},
$$

where $U$ is unitary or antiunitary. Considering that

$$
\begin{aligned}
\left(U X U^{\dagger}, U Y U^{\dagger}\right)_{H S} & =\operatorname{Tr}\left[U X^{\dagger} U^{\dagger} U Y U^{\dagger}\right] \\
& =\operatorname{Tr}\left[X^{\dagger} Y\right] \\
& =(X, Y)_{H S}
\end{aligned}
$$

holds for any unitary or antiunitary operator $U$, we can obtain in a similar way to (2.2Z)

$$
\begin{equation*}
\langle X, Y\rangle_{G L\left(\Omega_{\mathrm{QT})}\right.}=(X, Y)_{H S} . \tag{2.26}
\end{equation*}
$$

Therefore, we can conclude $V_{+}=V_{+(\cdot,)_{H S}}^{* i n t}=V_{+\langle\cdot,\rangle_{G L\left(\Omega_{O T}\right)}^{* i n t}}$. We remark similarly to the classical cases that we may rewrite ( 2.2 .5$)$ as $(2.19)$ by taking a suitable normalization and considering that $\omega_{M}=\mathbb{1}_{N} / N$.

### 2.5.3 Regular polygon theories

If the state space of a GPT is in the shape of a regular polygon with $n(\geqslant 3)$ sides, then we call it a regular polygon theory and denote the state space by $\Omega_{n}$. We set $V=\mathbb{R}^{3}$ when considering regular polygon theories, and it can be seen in [87] that the pure states of $\Omega_{n}$ are described as

$$
\Omega_{n}^{\text {ext }}=\left\{\omega_{i}^{n}\right\}_{i=0}^{n-1}
$$

with

$$
\omega_{i}^{n}=\left(\begin{array}{c}
r_{n} \cos \left(\frac{2 \pi i}{n}\right)  \tag{2.27}\\
r_{n} \sin \left(\frac{2 \pi i}{n}\right) \\
1
\end{array}\right), r_{n}=\sqrt{\frac{1}{\cos \left(\frac{\pi}{n}\right)}}
$$

when $n$ is finite, and when $n=\infty$ (the state space $\Omega_{\infty}$ is a disc),

$$
\Omega_{\infty}^{\mathrm{ext}}=\left\{\omega_{\theta}^{\infty}\right\}_{\theta \in[0,2 \pi)}
$$

with

$$
\omega_{\theta}^{\infty}=\left(\begin{array}{c}
\cos \theta  \tag{2.28}\\
\sin \theta \\
1
\end{array}\right)
$$

The state space $\Omega_{3}$ represents a classical trit system (the 2-dimensional standard simplex), while $\Omega_{\infty}$ represents a qubit system with real coefficients (the unit disc can be considered as an equatorial plane of the Bloch ball). Regular polygon theories can be regarded as intermediate theories of those theories.

The state space of the regular polygon theory with $n$ sides (including $n=\infty$ ) defines its positive cone $V_{+}$, and it is also shown in [87] that the corresponding internal dual cone $V_{+(\cdot, \cdot)_{E}}^{* i \text { int }} \subset \mathbb{R}^{3}$ is given by the conic hull of the following extreme effects (in fact, those effects are also indecomposable)

$$
\begin{align*}
& e_{i}^{n}=\frac{1}{2}\left(\begin{array}{c}
r_{n} \cos \left(\frac{(2 i-1) \pi}{n}\right) \\
r_{n} \sin \left(\frac{(2 i-1) \pi}{n}\right) \\
1
\end{array}\right), \quad i=0,1, \cdots, n-1 \quad(n: \text { even }) ; \\
& e_{i}^{n}=\frac{1}{1+r_{n}^{2}}\left(\begin{array}{c}
r_{n} \cos \left(\frac{2 i \pi}{n}\right) \\
r_{n} \sin \left(\frac{2 i \pi}{n}\right) \\
1
\end{array}\right), \quad i=0,1, \cdots, n-1 \quad(n: \text { odd }) ;  \tag{2.29}\\
& e_{\theta}^{\infty}=\frac{1}{2}\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
1
\end{array}\right), \quad \theta \in[0,2 \pi) \quad(n=\infty) .
\end{align*}
$$

Moreover, for finite $n$, we can see that the group $G L\left(\Omega_{n}\right)$ (named the dihedral group) is composed of orthogonal transformations with respect to $(\cdot, \cdot)_{E}$ [ 88$]$, which also holds for $n=\infty$. Similar calculations to (2.27) or ([2.26) demonstrate $(\cdot, \cdot)_{E}=\langle\cdot, \cdot\rangle_{G L\left(\Omega_{n}\right)}$ for $n=3,4, \cdots, \infty$. Therefore, from ([2.27) - (2.29), we can conclude that $V_{+}$is self-dual, i.e. $V_{+}=V_{+(,,)_{E}}^{* i n t}=V_{+\leftharpoonup ;,\rangle_{G L\left(\Omega_{n}\right)}^{* i n t}}$, when $n$ is odd or $\infty$, while $V_{+}$is not identical but only isomorphic to $V_{+\langle\cdot,\rangle_{G L\left(\Omega_{n}\right)}^{* i n t}}^{*}$ when $n$ is even (in that case, $V_{+}$is called weakly self-dual [ [29, 87]).

Among regular polygon theories, the square theory described by the state space $\Omega_{4}$ is physically of particular importance, and is often called a gbit (generalized bit) system [24]. It can be observed that the so-called PRbox [69] is represented by a pure entangled state of the composite system $\Omega_{4} \otimes_{\max } \Omega_{4}$ [24], and thus can violate the CHSH inequality maximally in the sense that it attains the value 4 for that entangled state [87]. The square theory is also known for its interesting behavior on incompatibility. It was demonstrated in [8.9] that a pair of two-outcome observables for $\Omega_{4}$ exhibits maximal incompatibility, which means that we need maximal noise to make them compatible (see also Example [3.8).

## Chapter 3

## Preparation uncertainty implies measurement uncertainty in a class of GPTs

Since it was propounded by Heisenberg [ $\mathbb{Z}]$, the existence of uncertainty relations, which is not observed in classical theory, has been regarded as one of the most significant features of quantum theory. The importance of uncertainty relations lies not only in their conceptual aspects but also in practical use such as the security proof of quantum key distribution [[I], 90]. There have been researches to capture and formulate the notion of "uncertainty" in several ways. One of the most outstanding works was given by Robertson [97]. There was shown an uncertainty relation in terms of standard derivation which stated that the probability distributions obtained by the measurements of a pair of noncommutative observables cannot be simultaneously sharp. While this type of uncertainty (called preparation uncertainty) has been studied also in a more direct way [ $92,93,94]$ or the entropic way [95, 96, 97, 98, 99, 1000], another type of uncertainty called measurement uncertainty is known to exist in quantum theory [47]. It describes that when we consider measuring jointly a pair of noncommutative observables, there must exist measurement error for the joint measurement, that is, we can only conduct their approximate joint measurement. There have been researches on measurement uncertainty with measurement error formulated in terms of standard derivation [ [01), [102, [03]] or entropy [T9]. Their measurement uncertainty relations were proven by using preparation uncertainty relations. It implies that there may be a close connection between those two kinds of uncertainty. From this perspective, in [I8], simple inequalities were proven which demonstrate in a more explicit way than other previous studies that preparation uncertainty indicates measurement uncertainty and the bound derived from the former also bounds the latter. The main results of [18] were
obtained with preparation uncertainty quantified by overall widths and minimum localization error, and measurement uncertainty by error bar widths, Werner's measure, and $l_{\infty}$ distance [104, [10.5, 106, [107]. Concerning about uncertainty, both preparation and measurement uncertainty can be introduced naturally also in GPTs. For example, both types of uncertainty for GPTs analogical with a qubit system were investigated in [108], and there are
 which are related with measurement uncertainty, in GPTs. It is of interest to give further research on how two types of generalized uncertainty are related with each other.

In this part, we study the relations between two kinds of uncertainty in GPTs. We focus on a class of GPTs that are transitive and self-dual including finite-dimensional classical and quantum theories, and demonstrate similar results to [I8] in the GPTs: preparation uncertainty relations indicate measurement uncertainty relations. More precisely, it is proven in a certain class of GPTs that if a preparation uncertainty relation gives some bound, then it is also a bound on the corresponding measurement uncertainty relation with the quantifications of uncertainty in [I8] generalized to GPTs. We also prove its entropic expression by generalizing the quantum results in [1.9] to those GPTs. Our results manifest that the close connections between two kinds of uncertainty exhibited in quantum theory are more universal ones. We also present, as an illustration, concrete expressions of our uncertainty relations in regular polygon theories.

This part is organized as follows. In Section [3.], we introduce measures that quantify the width of a probability distribution. These measures are used for considering whether it is possible to localize jointly two probability distributions obtained by two kinds of measurement on one certain state, that is, they are used for describing preparation uncertainty. We also introduce measures quantifying measurement error by means of which we can formulate measurement uncertainty resulting from approximate joint measurements of two incompatible observables. After the introductions of those quantifications, we present the main theorems and their proofs. In Section B.2, we demonstrate that similar contents of those theorems can be also expressed in an entropic way. In Section [3.3, we investigate uncertainty relations in regular polygon theories.

### 3.1 Preparation uncertainty and measurement uncertainty in GPTs

In this section, our main results on the relations between preparation uncertainty and measurement uncertainty are given in GPTs with transitivity and
self-duality with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ (see Section [2.4). Measures quantifying the width of a probability distribution or measurement error are also given to describe those results. Throughout this section, we consider observables whose sample spaces are finite metric spaces.

### 3.1.1 Widths of probability distributions

In this subsection, we give two kinds of measure to quantify how concentrated a probability distribution is.

Let $A$ be a finite metric space equipped with a metric function $d_{A}$, and $O_{d_{A}}(a ; w)$ be the ball defined by $O_{d_{A}}(a ; w):=\left\{x \in A \mid d_{A}(x, a) \leqslant w / 2\right\}$. For $\epsilon \in[0,1]$ and a probability distribution $\mathbf{p}$ on $A$, we define the overall width (at confidence level $1-\epsilon$ ) [ 18 , 1104] as

$$
\begin{equation*}
W_{\epsilon}(\mathbf{p}):=\inf \left\{w>0 \mid \exists a \in A: \mathbf{p}\left(O_{d_{A}}(a ; w)\right) \geqslant 1-\epsilon\right\} . \tag{3.1}
\end{equation*}
$$

We can give another formulation for the width of $\mathbf{p}$. We define the minimum localization error [18] of $\mathbf{p}$ as

$$
\begin{equation*}
L E(\mathbf{p}):=1-\max _{a \in A} p(a) . \tag{3.2}
\end{equation*}
$$

Both (3.2) and (3.2) can be applied to probability distributions observed in physical experiments. Let us consider a GPT with $\Omega$ its state space. For a state $\omega \in \Omega$ and an observable $F=\left\{f_{a}\right\}_{a \in A}$ on $A$, we denote by $\omega^{F}$ the probability distribution obtained by the measurements of $F$ on $\omega$, i.e.

$$
\omega^{F}:=\left\{f_{a}(\omega)\right\}_{a \in A} .
$$

The overall width and minimum localization error for $\omega^{F}$ can be defined as

$$
\begin{equation*}
W_{\epsilon}\left(\omega^{F}\right):=\inf \left\{w>0 \mid \exists a \in A: \sum_{a^{\prime} \in O_{d_{A}}(a ; w)} f_{a^{\prime}}(\omega) \geqslant 1-\epsilon\right\} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
L E\left(\omega^{F}\right):=1-\max _{a \in A} f_{a}(\omega) \tag{3.4}
\end{equation*}
$$

respectively. Note that as in [ 18,4104$]$, overall widths can be defined properly even if the sample spaces of probability distributions are infinite. For example, overall widths are considered in [104] for probability measures on $\mathbb{R}$ derived from the measurement of position or momentum of a particle.

Those two measures above are used for the mathematical description of preparation uncertainty relations (PURs). As a simple example, we consider a qubit system with Hilbert space $\mathcal{H}=\mathbb{C}^{2}$. For two projection-valued measures (PVMs) $Z=\{|0 \chi 0|,|1 \backslash 1|\}$ and $X=\{|+X+|,|-X-|\}$, where
$\{|0\rangle,|1\rangle\}$ and $\{|+\rangle,|-\rangle\}=\left\{\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle), \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right\}$ are the $z$-basis and $x$-basis of $\mathcal{H}$ respectively, it holds from [93, Y9] that

$$
\begin{equation*}
L E\left(\rho^{Z}\right)+L E\left(\rho^{X}\right) \geqslant 1-\frac{1}{\sqrt{2}}>0 \tag{3.5}
\end{equation*}
$$

for any state $\rho$ (see also (3.34)). The inequality (3.5) shows that there is no state $\rho$ which makes both $L E\left(\rho^{Z}\right)$ and $L E\left(\rho^{X}\right)$ zero, that is, $\rho^{Z}$ and $\rho^{X}$ cannot be localized simultaneously even if the observables are ideal ones (PVMs). PURs in terms of overall widths were also discussed in [104] for the position and momentum observables.

### 3.1.2 Measurement error

In this part, we introduce the concept of measurement error in GPTs, which derives from joint measurement problems, and describe how to quantify it.

Let us consider a GPT with its state space $\Omega$, and two observables $F=\left\{f_{a}\right\}_{a \in A}$ and $G=\left\{g_{b}\right\}_{b \in B}$ on $\Omega$. Although general descriptions of (in)compatibility was already given in Subsection [2.3.2], here we show the definition again. We call $F$ and $G$ are compatible or jointly measurable if there exists a joint observable $M^{F G}=\left\{m_{a b}^{F G}\right\}_{(a, b) \in A \times B}$ of $F$ and $G$ satisfying

$$
\begin{aligned}
& \sum_{b \in B} m_{a b}^{F G}=f_{a} \text { for all } a \in A, \\
& \sum_{a \in A} m_{a b}^{F G}=g_{b} \text { for all } b \in B,
\end{aligned}
$$

and if $F$ and $G$ are not jointly measurable, then they are called incompatible [21, [10]. As was mentioned in Subsection [2.3.2, there exist pairs of observables that are incompatible in all non-classical GPTs, but we can nevertheless conduct their approximate joint measurements allowing measurement error. Assume that $F$ and $G$ are incompatible. It is known that one way to compose their approximate joint measurement is adding some trivial noise to them. To see this, we consider as a simple example the incompatible pair of observables $Z=\{|0 \chi 0|,|1 X 1|\}$ and $X=\{|+X+|,|-X-|\}$ in a qubit system described in the last subsection. It was demonstrated in [173] that the observables

$$
\begin{align*}
\widetilde{Z}^{\lambda}: & =\lambda Z+(1-\lambda) I \\
& =\left\{\lambda|0 \chi 0|+\frac{1-\lambda}{2} \mathbb{1}_{2}, \lambda|1 \backslash 1|+\frac{1-\lambda}{2} \mathbb{1}_{2}\right\}, \\
\widetilde{X}^{\lambda}: & =\lambda X+(1-\lambda) I,  \tag{3.6}\\
& =\left\{\lambda\left|+X+\left|+\frac{1-\lambda}{2} \mathbb{1}_{2}, \lambda\right|-X-\right|+\frac{1-\lambda}{2} \mathbb{1}_{2}\right\}
\end{align*}
$$

are jointly measurable for $0 \leqslant \lambda \leqslant \frac{1}{\sqrt{2}}$, where $I:=\left\{\mathbb{1}_{2} / 2, \mathbb{1}_{2} / 2\right\}$ with $\mathbb{1}_{2}$ the identity operator on $\mathcal{H}=\mathbb{C}^{2}$ is a trivial observable. The joint measurablity of (3.6) implies that the addition of trivial noise described by a trivial observable makes incompatible observables compatible in an approximate way. In fact, it is observed also in GPTs that adding trivial noise results in approximate joint measurements of incompatible observables [Ш0, [Ш], Шె]

Because the notion of measurement error derives from the difference between ideal and approximate observables as discussed above, we have to define ideal observables in GPTs to quantify measurement error. In this chapter, they are defined in an analogical way with the ones in finite-dimensional quantum theories, where PVMs are considered to be ideal [47]. If we denote a PVM by $E=\left\{P_{a}\right\}_{a}$, then each effect is of the form

$$
P_{a}=\sum_{i_{(a)}}\left|\psi_{i_{(a)}}\right\rangle \psi_{i_{(a)}} \mid .
$$

In particular, every effect is a sum of pure and indecomposable effects, and we call in a similar way an observable $F=\left\{f_{a}\right\}_{a \in A}$ on $\Omega$ ideal if each effect $f_{a}$ satisfies

$$
\begin{equation*}
f_{a}=\sum_{i_{(a)}} e_{i_{(a)}}^{\mathrm{ext}}, \quad \text { or } \quad f_{a}=u-\sum_{i_{(a)}} e_{i_{(a)}}^{\mathrm{ext}}, \tag{3.7}
\end{equation*}
$$

where we should recall that the set of all pure and indecomposable effects is denoted by $\left\{e_{i}^{\text {ext }}\right\}_{i}$ and we do not consider the trivial observable $F=\{u\}$. It is easy to see that observables defined as (3.7) result in PVMs in finitedimensional quantum theories. This type of observable was considered also in [51].

The introduction of ideal observables makes it possible for us to quantify measurement error. Consider an ideal observable $F=\left\{f_{a}\right\}_{a}$ and a general observable $\widetilde{F}=\left\{\widetilde{f}_{a}\right\}_{a}$, and suppose similarly to the previous subsection that $A$ is a finite metric space with a metric $d_{A} . F$ may be understood as the measurement intended to be measured, while $\widetilde{F}$ as a measurement conducted actually. Taking into consideration the fact that for each nonzero pure effect there exists at least one state which is mapped to 1 (an "eigenstate" [GT]), we can define for $\epsilon \in[0,1]$ the error bar width of $\widetilde{F}$ relative to $F[18,104]$ as

$$
\begin{align*}
& \mathcal{W}_{\epsilon}(\widetilde{F}, F)=\inf \left\{w>0 \mid{ }^{\forall} a \in A,{ }^{\forall} \omega \in \Omega:\right. \\
&\left.f_{a}(\omega)=1 \Rightarrow \sum_{a^{\prime} \in O_{d_{A}}(a ; w)} \widetilde{f}_{a^{\prime}}(\omega) \geqslant 1-\epsilon\right\} . \tag{3.8}
\end{align*}
$$

$\mathcal{W}_{\epsilon}(\widetilde{F}, F)$ represents the spread of probabilities around the "eigenvalues" of $F$ observed when the corresponding "eigenstates" of $F$ are measured by $\widetilde{F}$,
and thus it can be thought to be one of the quantifications of measurement error. Note that although error bar widths in general (not necessarily finite) metric spaces were defined in [104], we consider only finite metric spaces in this chapter, so we employ their convenient forms (3.8) in finite metric spaces shown in [18]. Another measure is the one given by Werner [107] as the difference of expectation values of "slowly varying functions" on the probability distributions obtained when $F$ and $\widetilde{F}$ are measured. It is defined as

$$
\begin{equation*}
D_{W}(\widetilde{F}, F):=\sup _{\omega \in \Omega} \sup _{h \in \Lambda}|(\tilde{F}[h])(\omega)-(F[h])(\omega)|, \tag{3.9}
\end{equation*}
$$

where

$$
\Lambda:=\left\{h: A \rightarrow \mathbb{R}| | h\left(a_{1}\right)-h\left(a_{2}\right) \mid \leqslant d_{A}\left(a_{1}, a_{2}\right),{ }^{\forall} a_{1}, a_{2} \in A\right\}
$$

is the set of all "slowly varying functions" (called the Lipshitz ball of $\left(A, d_{A}\right)$ ) and

$$
F[h]:=\sum_{a \in A} h(a) f_{a}
$$

is a map which gives the expectation value of $h \in \Lambda$ when $F$ is measured on a state $\omega$ (similarly for $\widetilde{F}[h]$ ). There is known a simple relation between (3.8) and (3..9).

Proposition 3.1 ([18, [104])
Let $\left(A, d_{A}\right)$ be a finite metric space, and $F=\left\{f_{a}\right\}_{a \in A}$ and $\widetilde{F}=\left\{\widetilde{f}_{a}\right\}_{a \in A}$ be an ideal and general observable respectively. Then,

$$
\mathcal{W}_{\epsilon}(\widetilde{F}, F) \leqslant \frac{2}{\epsilon} D_{W}(\tilde{F}, F)
$$

holds for $\epsilon \in(0,1]$.

## Proof

Let us define $n:=\frac{D_{W}(\tilde{F}, F)}{\epsilon}$ for $\epsilon \in(0,1]$, and consider for $a \in A$ a state $\omega \in \Omega$ satisfying $f_{a}(\omega)=1$. Remember that such state does exist for every $a \in A$ because $F$ is ideal. We also define a function $h_{n}$ on $A$ as

$$
h_{n}(x):= \begin{cases}n-d_{A}(x, a) & (d(x, a) \leqslant n) \\ 0 & (d(x, a)>n) .\end{cases}
$$

It can be seen that

$$
\left|h_{n}\left(x_{1}\right)-h_{n}\left(x_{2}\right)\right| \leqslant d_{A}\left(x_{1}, x_{2}\right)
$$

holds for $x_{1}, x_{2} \in A$, and thus we can obtain from the definition of $D_{W}(\tilde{F}, F)$ (B. 1 )

$$
\left|\left(\tilde{F}\left[h_{n}\right]\right)(\omega)-\left(F\left[h_{n}\right]\right)(\omega)\right| \leqslant D_{W}(\tilde{F}, F)
$$

It results in

$$
\begin{equation*}
\left|\left(\tilde{F}\left[g_{n}\right]\right)(\omega)-\left(F\left[g_{n}\right]\right)(\omega)\right| \leqslant \frac{D_{W}(\tilde{F}, F)}{n}=\epsilon \tag{3.10}
\end{equation*}
$$

where we set $g_{n}:=h_{n} / n$. Since it holds that $g_{n}(x) \leqslant \chi_{{O_{A}}_{A}(a ; 2 n)}(x) \leqslant 1$ for all $x \in A$, where $\chi_{O_{d_{A}}(a ; 2 n)}$ is the indicator function of the ball $O_{d_{A}}(a ; 2 n)=$ $\left\{x \in A \mid d_{A}(x, a) \leqslant n\right\}$, and

$$
\left(F\left[g_{n}\right]\right)(\omega)=\sum_{x \in A} g_{n}(x) f_{x}(\omega)=g_{n}(a) f_{a}(\omega)=1
$$

because $f_{a}(\omega)=1$, (3.0⿴囗) can be rewritten as

$$
1-\left(\tilde{F}\left[\chi_{O_{d_{A}}(a ; 2 n)}\right]\right)(\omega) \leqslant \epsilon
$$

that is,

$$
\begin{equation*}
\sum_{x \in O_{d_{A}}(a ; 2 n)} \tilde{f}_{x}(\omega) \geqslant 1-\epsilon . \tag{3.11}
\end{equation*}
$$

(B.D) holds for all $a \in A$ and all $\omega \in \Omega$ such that $f_{a}(\omega)=1$, and thus

$$
2 n=\frac{2}{\epsilon} D_{W}(\tilde{F}, F) \geqslant \mathcal{W}_{\epsilon}(\widetilde{F}, F)
$$

is concluded (see the definition of $\mathcal{W}_{\epsilon}(\widetilde{F}, F)($ (3.8) ).
On the other hand, there can be introduced a more intuitive quantification of measurement error called $l_{\infty}$ distance [106]:

$$
\begin{equation*}
D_{\infty}(\widetilde{F}, F):=\sup _{\omega \in \Omega} \max _{a \in A}\left|\widetilde{f}_{a}(\omega)-f_{a}(\omega)\right| . \tag{3.12}
\end{equation*}
$$

By means of those quantifications of measurement error above, we can formulate measurement uncertainty relations (MURs). As an illustration, we again consider the joint measurement problem of incompatible observables $Z$ and $X$ in a qubit system. Suppose that $\widetilde{M}^{Z X}$ is an approximate joint observable of $Z$ and $X$, and $\widetilde{M}^{Z}$ and $\widetilde{M}^{X}$ are its marginal observables corresponding to $Z$ and $X$ respectively. It was proven in [106] that

$$
\begin{equation*}
D_{\infty}\left(\widetilde{M}^{Z}, Z\right)+D_{\infty}\left(\widetilde{M}^{X}, X\right) \geqslant 1-\frac{1}{\sqrt{2}}>0 \tag{3.13}
\end{equation*}
$$

(3.13) gives a quantitative representation of the incompatibility of $Z$ and $X$ that $D_{\infty}\left(\widetilde{M}^{Z}, Z\right)$ and $D_{\infty}\left(\widetilde{M}^{X}, X\right)$ cannot be simultaneously zero, that is, measurement error must occur when conducting any approximate joint measurement of $Z$ and $X$ (see [10.5] for another inequality). MURs for the position and momentum observables were given in [104] and [107] in terms
of (3.8) and (3.प) respectively.

### 3.1.3 Relations between preparation uncertainty and measurement uncertainty in a class of GPTs

In the previous subsections, we have introduced several measures to review two kinds of uncertainty, preparation uncertainty and measurement uncertainty. In this part, we shall manifest as our main results how they are related with each other in GPTs, which is a generalization of the quantum ones in [ [8]].

Before demonstrating our main theorems, we confirm the physical settings and mathematical assumptions to state them. In the following, we focus on a GPT with a state space $\Omega$, and suppose that $\Omega$ is transitive and the positive cone $V_{+}$is self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ (see Section [2.4). While our assumptions may seem curious, it can be observed in [84] that those two conditions are satisfied simultaneously if the state space is bitsymmetric. There are also researches where they are derived from certain conditions possible to be interpreted physically [51, [14]. In addition, we consider ideal observables $F=\left\{f_{a}\right\}_{a \in A}$ and $G=\left\{g_{b}\right\}_{b \in B}$ on $\Omega$, whose sample spaces are finite metric spaces $\left(A, d_{A}\right)$ and $\left(B, d_{B}\right)$ respectively, and consider an observable $\widetilde{M}^{F G}:=\left\{\tilde{m}_{a b}^{F G}\right\}_{(a, b) \in A \times B}$ as an approximate joint observable of $F$ and $G$, whose marginal observables are given by

$$
\begin{aligned}
\widetilde{M}^{F}:=\left\{\tilde{m}_{a}^{F}\right\}_{a}, & \widetilde{m}_{a}^{F}:=\sum_{b \in B} \widetilde{m}_{a b}^{F G} \\
\widetilde{M}^{G}:=\left\{\widetilde{m}_{b}^{G}\right\}_{b}, & \widetilde{m}_{b}^{G}:=\sum_{a \in A} \widetilde{m}_{a b}^{F G} .
\end{aligned}
$$

Remember that, as shown in Subsection [2.2, the ideal observable $F=\left\{f_{a}\right\}_{a}$ satisfies

$$
\begin{equation*}
f_{a}=\sum_{i_{(a)}} e_{i_{(a)}}^{\mathrm{ext}}, \quad \text { or } \quad f_{a}=u-\sum_{i_{(a)}} e_{i_{(a)}}^{\mathrm{ext}} \tag{3.14}
\end{equation*}
$$

in terms of the pure and indecomposable effects $\left\{e_{i}^{\text {ext }}\right\}_{i}$ shown in (L.2त) (similarly for $G=\left\{g_{b}\right\}_{b}$ ). The following lemmas are needed to prove our main results.

## Lemma 3.2

If $\Omega$ is transitive, then the unit effect $u \in V_{+\langle\cdot,\rangle_{G L(\Omega)}}^{* i n t} \subset V$ is identical to the maximally mixed state $\omega_{M}$, i.e. $u=\omega_{M}$.

## Proof

It is an easy consequence of Proposition 2.50]. In fact, (2.19) gives

$$
u=\omega_{M}=\binom{0}{1} .
$$

## Lemma 3.3

If $\Omega$ is a transitive state space and its positive cone $V_{+}$is self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, then for any effect $e \in \mathcal{E}(\Omega)$ on $\Omega$ it holds that

$$
\begin{equation*}
\frac{e}{\langle u, e\rangle}_{G L(\Omega)} \in \Omega, \tag{3.15}
\end{equation*}
$$

and for any ideal observable $F=\left\{f_{a}\right\}_{a \in A}$ on $\Omega$ it holds that

$$
\begin{equation*}
\left\langle f_{a}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle_{G L(\Omega)}}\right\rangle_{G L(\Omega)}=1 \tag{3.16}
\end{equation*}
$$

for all $a \in A$. In particular, each $f_{a} /\left\langle u, f_{a}\right\rangle_{G L(\Omega)}$ is an "eigenstate" of $F$.

## Proof

In this proof, we denote the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ and the norm $\|\cdot\|_{G L(\Omega)}$ simply by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ respectively.

For any element $e \in V_{+\langle\cdot,\rangle}^{* \text { int }}, e /\langle u, e\rangle$ defines a state because $\langle u, e /\langle u, e\rangle\rangle=$ 1 and $e \in V_{+}$due to the the self-duality: $V_{+}=V_{+\leftharpoonup,,\rangle}^{* \text { int }}$, which proves (3.1.5). To prove (3.16), we focus on the fact that $f_{a}$ in (3.14) is an effect (thus $u-f_{a}$ is also an effect), that is, $\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}$ is an effect and it satisfies $0 \leqslant$ $\left\langle\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}, \omega\right\rangle \leqslant 1$ for any state $\omega \in \Omega$. However, if we act $\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}$ on the pure state $\omega_{j_{(a)}}^{\text {ext }}$, then ( $2 \cdot 2 \mathrm{Z}$ ) shows that $\left\langle e_{j_{(a)}}^{\text {ext }}, \omega_{j_{(a)}}^{\text {ext }}\right\rangle=1$, and thus we have

$$
\left\langle e_{i_{(a)}}^{\text {ext }}, \omega_{j_{(a)}}^{\text {ext }}\right\rangle=0 \quad \text { for } i_{(a)} \neq j_{(a)},
$$

that is,

$$
\begin{equation*}
\left\langle e_{i_{(a)}}^{\text {ext }}, e_{j_{(a)}}^{\text {ext }}\right\rangle=0 \quad \text { for } i_{(a)} \neq j_{(a)} . \tag{3.17}
\end{equation*}
$$

Because

$$
\left\langle e_{i_{(a)}}^{\text {ext }}, e_{i_{(a)}}^{\text {ext }}\right\rangle=\frac{1}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}} \quad \text { and } \quad\left\langle u, e_{i_{(a)}}^{\text {ext }}\right\rangle=\frac{1}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}}
$$

hold from $([2.21)$, we obtain together with (3.77)

$$
\begin{gather*}
\left\langle\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}, \sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}\right\rangle=\frac{\left(\# i_{(a)}\right)}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}}, \quad\left\langle u, \quad \sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}\right\rangle=\frac{\left(\# i_{(a)}\right)}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}}, \\
\left\langle u-\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}, u-\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}\right\rangle=1-\frac{\left(\# i_{(a)}\right)}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}}, \quad\left\langle u, u-\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}\right\rangle=1-\frac{\left(\# i_{(a)}\right)}{\left\|\omega_{0}^{\text {ext }}\right\|^{2}}, \tag{3.18}
\end{gather*}
$$

where $\left(\# i_{(a)}\right)$ is the number of elements of the index set $\left\{i_{(a)}\right\}$ and we use $\langle u, u\rangle=\left\langle u, \omega_{M}\right\rangle=1$ (Lemma [.2.2). Therefore, we can conclude that every
effect $f_{a}=\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}$ or $u-\sum_{i_{(a)}} e_{i_{(a)}}^{\text {ext }}$ composing $F$ satisfies

$$
\left\langle f_{a}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle=1 .
$$

Now, we can state our main theorems connecting PURs and MURs. Similar results to ours were proven [[7] for finite-dimensional quantum theories. Because GPTs shown above include those theories, our theorems can be considered to demonstrate that the relations between PURs and MURs introduced in [II8] are more general ones.

## Theorem 3.4

Let $\Omega$ be a transitive state space and its positive cone $V_{+}$be self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, and let $(F, G)$ be a pair of ideal observables on $\Omega$. For an arbitrary approximate joint observable $\widetilde{M}^{F G}$ of $(F, G)$ and $\epsilon_{1}, \epsilon_{2} \in[0,1]$ satisfying $\epsilon_{1}+\epsilon_{2} \leqslant 1$, there exists a state $\omega \in \Omega$ such that

$$
\begin{aligned}
& \mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right) \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{F}\right), \\
& \mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right) \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{G}\right) .
\end{aligned}
$$

Theorem [3.4] manifests that if one cannot make both $W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{F}\right)$ and $W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{G}\right)$ vanish, then one also cannot make both $\mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right)$ and $\mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right)$ vanish. That is, if there exists a PUR, then there also exists a MUR. Moreover, Theorem 3.4 also demonstrates that bounds for MURs in terms of error bar widths can be given by ones for PURs described by overall widths.

## Proof (Proof of Theorem 3.4)

In this proof, we denote again the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ and the norm $\|\cdot\|_{G L(\Omega)}$ simply by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ respectively.

From Lemma 3.3 and the definition of $\mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right)$ ( 3.8$)$, for any $w_{1} \geqslant$ $\mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right)$ we have

$$
\sum_{a^{\prime} \in O_{d_{A}}\left(a ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime}}^{F}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle \geqslant 1-\epsilon_{1},
$$

equivalently,

$$
\sum_{b^{\prime} \in B} \sum_{a^{\prime} \in O_{d_{A}}\left(a ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle \geqslant 1-\epsilon_{1}
$$

for all $a \in A$. Multiplying both sides by $\left\langle u, f_{a}\right\rangle=\left\langle\omega_{M}, f_{a}\right\rangle(>0)$ (Lemma [3.2) and taking the summation over $a$ yield

$$
\begin{equation*}
\sum_{a \in A} \sum_{b^{\prime} \in B} \sum_{a^{\prime} \in O_{d_{A}}\left(a ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, f_{a}\right\rangle \geqslant 1-\epsilon_{1}, \tag{3.19}
\end{equation*}
$$

where we use the relation $\sum_{a \in A}\left\langle u, f_{a}\right\rangle=\langle u, u\rangle=\left\langle u, \omega_{M}\right\rangle=1$. Defining a function $\chi_{\left[d_{A}, w_{1}\right]}$ on $A \times A$ such that

$$
\chi_{\left[d_{A}, w_{1}\right]}\left(a, a^{\prime}\right)= \begin{cases}1 & \left(d_{A}\left(a, a^{\prime}\right) \leqslant \frac{w_{1}}{2}\right) \\ 0 & \left(d_{A}\left(a, a^{\prime}\right)>\frac{w_{1}}{2}\right)\end{cases}
$$

it holds that

$$
\begin{aligned}
\sum_{a \in A} \sum_{a^{\prime} \in O_{d_{A}}\left(a ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, f_{a}\right\rangle & =\sum_{\left(a, a^{\prime}\right) \in A \times A} \chi_{\left[d_{A}, w_{1}\right]}\left(a, a^{\prime}\right)\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, f_{a}\right\rangle \\
& =\sum_{a^{\prime} \in A} \sum_{a \in O_{d_{A}}\left(a^{\prime} ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, f_{a}\right\rangle
\end{aligned}
$$

because of the symmetric action of $\chi_{\left[d_{A}, w_{1}\right]}$ on $a$ and $a^{\prime}$. Therefore, (3.[प]) can be rewritten as

$$
\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B} \sum_{a \in O_{d_{A}}\left(a^{\prime} ; w_{1}\right)}\left\langle\tilde{m}_{a^{\prime} b^{\prime}}^{F G}, f_{a}\right\rangle \geqslant 1-\epsilon_{1} .
$$

Overall, we obtain

$$
\begin{equation*}
\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B} \sum_{a \in O_{d_{A}}\left(a^{\prime} ; w_{1}\right)}\left\langle u, \tilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle\left\langle f_{a}, \frac{\tilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle}\right\rangle \geqslant 1-\epsilon_{1} . \tag{3.20}
\end{equation*}
$$

Similar calculations show that for any $w_{2} \geqslant \mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right)$

$$
\begin{equation*}
\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B} \sum_{b \in O_{d_{B}}\left(b^{\prime} ; w_{2}\right)}\left\langle u, \widetilde{m}_{\left.a^{\prime} b^{\prime}\right\rangle}^{F G}\right\rangle\left\langle g_{b}, \frac{\widetilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{\left.a^{\prime} b^{\prime}\right\rangle}^{F G}\right\rangle}\right\rangle \geqslant 1-\epsilon_{2} \tag{3.21}
\end{equation*}
$$

holds. We obtain from (3.20I) and (3.27)

$$
\begin{aligned}
& \sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle\left[\left(\sum_{a \in O_{d_{A}}\left(a^{\prime} ; w_{1}\right)}\left\langle f_{a}, \frac{\tilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle}\right\rangle\right)\right. \\
&\left.+\left(\sum_{b \in O_{d_{B}\left(b^{\prime} ; w_{2}\right)}}\left\langle g_{b}, \frac{\tilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{\left.a^{\prime} b^{\prime}\right\rangle}^{F G}\right\rangle}\right\rangle\right)\right] \geqslant 2-\epsilon_{1}-\epsilon_{2},
\end{aligned}
$$

which implies that there exists a $\left(a_{0}^{\prime}, b_{0}^{\prime}\right) \in A \times B$ such that

$$
\begin{align*}
&\left(\sum_{a \in O_{d_{A}}\left(a_{0}^{\prime} ; w_{1}\right)}\left\langle f_{a}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right.}\right\rangle\right)  \tag{3.22}\\
&+\left(\sum_{b \in O_{d_{B}}\left(b_{0}^{\prime} ; w_{2}\right)}\left\langle g_{b}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle\right) \geqslant 2-\epsilon_{1}-\epsilon_{2}
\end{align*}
$$

since $\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle=\langle u, u\rangle=1$ and $0 \leqslant\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle \leqslant 1$ for all $\left(a^{\prime}, b^{\prime}\right) \in A \times B$. We can see from (3.22) that

$$
\begin{align*}
\sum_{a \in O_{d_{A}}\left(a_{0}^{\prime} ; w_{1}\right)}\left\langle f_{a}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle \geqslant & 1-\epsilon_{1}-\epsilon_{2} \\
& +\left(1-\sum_{b \in O_{d_{B}}\left(b_{0}^{\prime} ; w_{2}\right)}\left\langle g_{b}, \frac{\widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle\right) \\
\geqslant & 1-\epsilon_{1}-\epsilon_{2} \tag{3.23}
\end{align*}
$$

holds for an arbitrary $w_{1} \geqslant \mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right)$, where we use

$$
\sum_{b \in O_{d_{B}\left(b_{0}^{\prime} ; w_{2}\right)}}\left\langle g_{b}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle \leqslant \sum_{b \in B}\left\langle g_{b}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle=1,
$$

and similarly

$$
\begin{equation*}
\sum_{b \in O_{d_{B}}\left(b_{0}^{\prime} ; w_{2}\right)}\left\langle g_{b}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle \geqslant 1-\epsilon_{1}-\epsilon_{2} \tag{3.24}
\end{equation*}
$$

holds for an arbitrary $w_{2} \geqslant \mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right)$. Because

$$
\omega_{0}^{\prime}:=\frac{\widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}
$$

defines a state ((3.5) in Lemma [3.3), ([3.23) and (3.24) together with the definition of the overall width (B.3) result in

$$
\begin{aligned}
& w_{1} \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega_{0}^{\prime F}\right), \\
& w_{2} \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega_{0}^{\prime G}\right) .
\end{aligned}
$$

These equations hold for any $w_{1} \geqslant \mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right)$ and $w_{2} \geqslant \mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right)$, so
we finally obtain

$$
\begin{aligned}
& \mathcal{W}_{\epsilon_{1}}\left(\widetilde{M}^{F}, F\right) \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega_{0}^{\prime F}\right) \\
& \mathcal{W}_{\epsilon_{2}}\left(\widetilde{M}^{G}, G\right) \geqslant W_{\epsilon_{1}+\epsilon_{2}}\left(\omega_{0}^{\prime G}\right) .
\end{aligned}
$$

The next corollary results immediately from Proposition [3.7. It describes a similar content to Theorem [3.4 in terms of another measure.

## Corollary 3.5

Let $\Omega$ be a transitive state space and its positive cone $V_{+}$be self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, and let $(F, G)$ be a pair of ideal observables on $\Omega$. For an arbitrary approximate joint observable $\widetilde{M}^{F G}$ of $(F, G)$ and $\epsilon_{1}, \epsilon_{2} \in(0,1]$ satisfying $\epsilon_{1}+\epsilon_{2} \leqslant 1$, there exists a state $\omega \in \Omega$ such that

$$
\begin{aligned}
& D_{W}\left(\widetilde{M}^{F}, F\right) \geqslant \frac{\epsilon_{1}}{2} W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{F}\right) \\
& D_{W}\left(\widetilde{M}^{G}, G\right) \geqslant \frac{\epsilon_{2}}{2} W_{\epsilon_{1}+\epsilon_{2}}\left(\omega^{G}\right)
\end{aligned}
$$

There is also another formulation by means of minimum localization error and $l_{\infty}$ distance.

## Theorem 3.6

Let $\Omega$ be a transitive state space and its positive cone $V_{+}$be self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, and let $(F, G)$ be a pair of ideal observables on $\Omega$. For an arbitrary approximate joint observable $\widetilde{M}^{F G}$ of $(F, G)$, there exists a state $\omega \in \Omega$ such that

$$
D_{\infty}\left(\widetilde{M}^{F}, F\right)+D_{\infty}\left(\widetilde{M}^{G}, G\right) \geqslant L E\left(\omega^{F}\right)+L E\left(\omega^{G}\right) .
$$

## Proof

We can see from (5.56) in Lemma 3.3 and the definition of the $l_{\infty}$ distance (B.12) that

$$
\left|\left\langle f_{a}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle-\left\langle\widetilde{m}_{a}^{F}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle\right| \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right)
$$

holds for all $a \in A$, which can be rewritten as

$$
1-\sum_{b \in B}\left\langle\widetilde{m}_{a b}^{F G}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right),
$$

for all $a \in A$. Multiplying both sides by $\left\langle u, f_{a}\right\rangle$ and taking the summation over $a$, we have

$$
1-\sum_{a \in A} \sum_{b \in B}\left\langle\widetilde{m}_{a b}^{F G}, f_{a}\right\rangle \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right),
$$

namely

$$
\begin{equation*}
1-\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \tilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle\left\langle f_{a^{\prime}}, \frac{\widetilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F}\right\rangle}\right\rangle \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right) \tag{3.25}
\end{equation*}
$$

In a similar way, we also have

$$
\begin{equation*}
1-\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle\left\langle g_{b^{\prime}}, \frac{\widetilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle}\right\rangle \leqslant D_{\infty}\left(\widetilde{M}^{G}, G\right) . \tag{3.26}
\end{equation*}
$$

Since $\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle=1$, (3.2.5) and (3.266) give

$$
\begin{aligned}
\sum_{a^{\prime} \in A} \sum_{b^{\prime} \in B}\left\langle u, \tilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle\left[\left(1-\left\langle f_{a^{\prime}}, \frac{\widetilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a^{\prime} b^{\prime}}^{F G}\right\rangle}\right\rangle\right)\right. & \left.+\left(1-\left\langle g_{b^{\prime}}, \frac{\widetilde{m}_{a^{\prime} b^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{\left.a^{\prime} b^{\prime}\right\rangle}\right\rangle}\right\rangle\right)\right] \\
& \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right)+D_{\infty}\left(\widetilde{M}^{G}, G\right),
\end{aligned}
$$

which indicates that there exists a $\left(a_{0}^{\prime}, b_{0}^{\prime}\right) \in A \times B$ satisfying

$$
\begin{align*}
&\left(1-\left\langle f_{a_{0}^{\prime}}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle\right)+\left(1-\left\langle g_{b_{0}^{\prime}}, \frac{\tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}\right\rangle\right) \\
& \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right)+D_{\infty}\left(\widetilde{M}^{G}, G\right) \tag{3.27}
\end{align*}
$$

Because

$$
\omega_{0}^{\prime}:=\frac{\widetilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}}{\left\langle u, \tilde{m}_{a_{0}^{\prime} b_{0}^{\prime}}^{F G}\right\rangle}
$$

is a state ((3.5]) in Lemma [3.3), we can conclude from (3.27) and the definition of the minimum localization error (3.4) that

$$
L E\left(\omega_{0}^{\prime F}\right)+L E\left(\omega_{0}^{\prime G}\right) \leqslant D_{\infty}\left(\widetilde{M}^{F}, F\right)+D_{\infty}\left(\widetilde{M}^{G}, G\right),
$$

which proves the theorem.
It is easy to see from the proofs that our theorems can be generalized to the case when three or more observables are considered.

Remark 3.7
It was claimed in [108] similarly to our theorems that PURs imply MURs in GPTs. However, the result in [III8] was obtained for a pair of binary (i.e. two-outcome), extreme, sharp, and postprocessing clean [115] observables. It is known that any effect of a sharp and postprocessing clean observable is pure and indecomposable, and such observables do not always exist for a GPT [[15, [T]. The only finite-dimensional quantum theory admitting those observables is a qubit system (remember that pure and indecomposable effects correspond to rank-1 projections in finite-dimensional quantum
theories). On the other hand, although our GPTs are assumed to be transitive and self-dual, or regular polygon theories, our theorems are obtained for more general forms of observables (3.7) always possible to be defined.

Theorem [36] (and Theorem [3]2) has an application to evaluate the degree of incompatibility [Ш10, [1], [13] of a GPT.

Example 3.8 (Evaluation of degree of incompatibility)
Suppose that $\Omega$ is an arbitrary state space, and $F$ and $G$ are two-outcome observables on $\Omega$, namely $F=\left\{f_{0}, f_{1}\right\}$ and $G=\left\{g_{0}, g_{1}\right\}$, and consider similarly to (3.6) their "fuzzy" versions

$$
\begin{align*}
& \widetilde{F}^{\lambda}:=\lambda F+(1-\lambda)\left\{\frac{u}{2}, \frac{u}{2}\right\}=\left\{\lambda f_{0}+\frac{1-\lambda}{2} u, \lambda f_{1}+\frac{1-\lambda}{2} u\right\},  \tag{3.28}\\
& \widetilde{G}^{\lambda}:=\lambda G+(1-\lambda)\left\{\frac{u}{2}, \frac{u}{2}\right\}=\left\{\lambda g_{0}+\frac{1-\lambda}{2} u, \lambda g_{1}+\frac{1-\lambda}{2} u\right\}
\end{align*}
$$

for $\lambda \in[0,1]$. It is known that we can find a $\lambda_{F, G} \geqslant \frac{1}{2}$ such that the distorted observables $\widetilde{F}^{\lambda}$ and $\widetilde{G}^{\lambda}$ in (3.28) are jointly measurable for any $\lambda \in\left[0, \lambda_{F, G}\right]$, and $\lambda_{\text {opt }}:=\inf _{F, G} \lambda_{F, G}$ can be thought describing the degree of incompatibility of the theory. $\lambda_{\text {opt }}$ has been calculated in various theories: for example, $\lambda_{\mathrm{opt}}=\frac{1}{\sqrt{2}}$ in finite-dimensional quantum theories [Ш3], and $\lambda_{\text {opt }}=\frac{1}{2}$ in the square theory (a regular polygon theory with $n=4$ ) [ [ 89$]$.

To see how Theorem [3.6] contributes to the degree of incompatibility, we consider the situations in Theorem 3.6 (and Theorem (3.22) with the marginals $\widetilde{M}^{F}$ and $\widetilde{M}^{G}$ of the approximate joint observable being $\widetilde{F}^{\lambda}$ and $\widetilde{G}^{\lambda}$ in (3.28) for $\lambda \in\left[0, \lambda_{F, G}\right]$ respectively. In this case, we can represent the measurement error $D_{\infty}\left(\widetilde{F}^{\lambda}, F\right)$ in a more explicit way:

$$
\begin{align*}
D_{\infty}\left(\widetilde{F}^{\lambda}, F\right) & =\sup _{\omega \in \Omega} \max _{i \in\{0,1\}}\left|\left(\lambda f_{i}+\frac{1-\lambda}{2} u\right)(\omega)-f_{i}(\omega)\right| \\
& =(1-\lambda) \sup _{\omega \in \Omega} \max _{i \in\{0,1\}}\left|f_{i}(\omega)-\frac{1}{2}\right| \\
& =\frac{1-\lambda}{2}, \tag{3.29}
\end{align*}
$$

where we use the relation

$$
\left|f_{0}(\omega)-\frac{1}{2}\right|=\left|\left(u-f_{1}\right)(\omega)-\frac{1}{2}\right|=\left|f_{1}(\omega)-\frac{1}{2}\right|
$$

and the fact that there is an "eigenstate" $\omega_{i}$ for each ideal effect $f_{i}$ satisfying $f_{i}\left(\omega_{i}\right)=1$ as we have seen in (3.J6) or (3.57). Therefore, we can conclude from Theorem [3.6 (and Theorem [3.L2) that for any $\lambda \in\left[0, \lambda_{F, G}\right]$ and for
some state $\omega_{0}$

$$
1-\lambda \geqslant\left(1-\max _{i \in\{0,1\}} f_{i}\left(\omega_{0}\right)\right)+\left(1-\max _{j \in\{0,1\}} g_{j}\left(\omega_{0}\right)\right)
$$

holds, that is,

$$
\begin{equation*}
\lambda_{F, G} \leqslant \max _{\omega \in \Omega}\left(\max _{i \in\{0,1\}} f_{i}(\omega)+\max _{j \in\{0,1\}} g_{j}(\omega)\right)-1 \tag{3.30}
\end{equation*}
$$

holds, and $\lambda_{\text {opt }}$ can be evaluated by taking the infimum of both sides of (B.3⿴囗) over all two-outcome observables. We remark that the maximum value in the right hand side of ( B .3 O ) does exist due to the compactness of $\Omega$. The concrete value of the right hand side of (B.30) for regular polygon theories will be given in Subsection [3.3.2].

### 3.2 Entropic uncertainty relations in a class of GPTs

Entropic uncertainty relations have the advantages of their compatibility with information theory and independence from the structure of the sample spaces. They indeed have been applied to the field of quantum information in various ways [176]. In this section, we present our main results on two types of entropic uncertainty in a certain class of GPTs. While our results reproduce entropic uncertainty relations obtained in finite-dimensional quantum theories, they indicate that similar relations hold also in a broader class of physical theories.

### 3.2.1 Entropic PURs

We continue following the notations in the previous section. Let us consider a GPT with its state space $\Omega$, and two ideal observables (see (B.7)) $F=\left\{f_{a}\right\}_{a \in A}$ and $G=\left\{g_{b}\right\}_{b \in B}$ on $\Omega$. Here we do not assume that $A$ and $B$ are metric spaces but assume that they are finite sets. For the probability distribution $\omega^{F}=\left\{f_{a}(\omega)\right\}_{a}$ obtained in the measurement of $F$ on a state $\omega \in \Omega$ (and similarly for $\left.\left\{g_{b}(\omega)\right\}_{b}\right)$, its Shannon entropy is defined as

$$
\begin{equation*}
H\left(\omega^{F}\right)=-\sum_{a \in A} f_{a}(\omega) \log f_{a}(\omega) \tag{3.31}
\end{equation*}
$$

Note that $H\left(\omega^{F}\right) \geqslant 0$ and $H\left(\omega^{F}\right)=0$ if and only if $\omega^{F}$ is definite, i.e. $f_{a^{*}}(\omega)=1$ for some $a^{*}$ and $f_{a}(\omega)=0$ for $a \neq a^{*}$. If there exists a relation
such as

$$
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant \Gamma_{F, G} \quad{ }^{\forall} \omega \in \Omega
$$

with a constant $\Gamma_{F, G}>0$, then it is called an entropic PUR because it demonstrates that we cannot prepare a state which makes simultaneously $H\left(\omega^{F}\right)$ and $H\left(\omega^{G}\right)$ vanish, or $\omega^{F}$ and $\omega^{G}$ definite. One way to obtain an entropic PUR is to consider the Landau-Pollak-type relation [92, 43, 94]:

$$
\begin{equation*}
\max _{a \in A} f_{a}(\omega)+\max _{b \in B} g_{b}(\omega) \leqslant \gamma_{F, G} \quad \forall \omega \in \Omega \tag{3.32}
\end{equation*}
$$

with a constant $\gamma_{F, G} \in(0,2]$. Remark that relations of the form (3.32) always can be found for any pair of observables. It is known [99, [17] that $\max _{a \in A} f_{a}(\omega)$ is related with $H\left(\omega^{F}\right)$ by

$$
\exp \left[-H\left(\omega^{F}\right)\right] \leqslant \max _{a \in A} f_{a}(\omega)
$$

and thus we can observe from (3.32)

$$
\exp \left[-H\left(\omega^{F}\right)\right]+\exp \left[-H\left(\omega^{G}\right)\right] \leqslant \gamma_{F, G} .
$$

Considering that

$$
\exp \left[-H\left(\omega^{F}\right)\right]+\exp \left[-H\left(\omega^{G}\right)\right] \geqslant 2 \exp \left[\frac{-H\left(\omega^{F}\right)-H\left(\omega^{G}\right)}{2}\right]
$$

holds, we can finally obtain an entropic relation

$$
\begin{equation*}
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant-2 \log \frac{\gamma_{F, G}}{2} \quad{ }^{\forall} \omega \in \Omega . \tag{3.33}
\end{equation*}
$$

If $\gamma_{F, G}<2$, then (B.3.3) gives an entropic PUR because it indicates that it is impossible to prepare a state which makes both $H\left(\omega^{F}\right)$ and $H\left(\omega^{G}\right)$ zero, that is, there is no state preparation on which $F$ and $G$ take simultaneously definite values (note that ( $\overline{3}$ :32) also gives a PUR if $\gamma_{F, G}<2$ ). In a finitedimensional quantum theory with its state space $\Omega_{\mathrm{QT}}$, it can be shown that

$$
\begin{equation*}
\max _{a} f_{a}(\omega)+\max _{b} g_{b}(\omega) \leqslant 1+\max _{a, b}\left|\left\langle f_{a} \mid g_{b}\right\rangle\right| \quad{ }^{\forall} \omega \in \Omega_{\mathrm{QT}} \tag{3.34}
\end{equation*}
$$

where $F=\left\{\left|f_{a} X f_{a}\right|\right\}_{a}$ and $B=\left\{\left|g_{b} X g_{b}\right|\right\}_{b}$ are rank-1 PVMs. In that case, (B233) can be rewritten as

$$
\begin{equation*}
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant 2 \log \frac{2}{1+\max _{a, b}\left|\left\langle f_{a} \mid g_{b}\right\rangle\right|} \quad \forall \omega \in \Omega_{\mathrm{QT}}, \tag{3.35}
\end{equation*}
$$

which is the entropic PUR proven by Deutsch [98]. There have been studies to find a better bound [99] or generalization [100] of (3.35)).

## Remark 3.9

Entropic PURs in quantum theory can be derived also by means of majorization [148, [19, [20, [21, [22, [23]]. This method of majorization can be also applied to GPTs. To see this, let us introduce probability vectors $\mathbf{f}(\omega)$ and $\mathbf{g}(\omega)$ defined simply through $\omega^{F}=\left\{f_{a}(\omega)\right\}_{a}$ and $\omega^{G}=\left\{g_{b}(\omega)\right\}_{b}$ respectively. By adding outcomes to either $A$ or $B$, we can assume without loss of generality that their cardinalities are equal: $|A|=|B|=d$, and $\mathbf{f}(\omega)$ and $\mathbf{g}(\omega)$ are $d$-dimensional vectors. If $d$-dimensional probability vectors $\mathbf{p}=\left(p_{i}\right)_{i}$ and $\mathbf{q}=\left(q_{i}\right)_{i}$ satisfy

$$
\sum_{j=1}^{k} p_{j}^{\downarrow} \leqslant \sum_{j=1}^{k} q_{j}^{\downarrow} \quad{ }^{\forall} k=1,2, \cdots, d,
$$

where $p_{j}^{\downarrow}$ 's are obtained thorough ordering the components of $\mathbf{p}$ in decreasing order: $\left\{p_{j}^{\downarrow}\right\}_{j}=\left\{p_{i}\right\}_{i}$ and $p_{1}^{\downarrow} \geqslant p_{2}^{\downarrow} \geqslant p_{3}^{\downarrow} \geqslant \cdots$ (similarly for $q_{j}^{\downarrow}$ 's), then $\mathbf{p}$ is called majorized by $\mathbf{q}$ and we write $\mathbf{p}<\mathbf{q}$. For $\mathbf{f}(\omega)$ and $\mathbf{g}(\omega)$, a relation of the form

$$
\begin{equation*}
\mathbf{f}(\omega) \otimes \mathbf{g}(\omega)<\mathbf{r} \quad{ }^{\forall} \omega \in \Omega, \tag{3.36}
\end{equation*}
$$

where $\mathbf{r}=\left(r_{i}\right)_{i}$ is a $d^{2}$-dimensional probability vector defined below, was proven in [[!]]. The vector $\mathbf{r}$ was given by

$$
\mathbf{r}=\left(R_{1}, R_{2}-R_{1}, \cdots, R_{d}-R_{d-1}, 0,0, \cdots, 0\right)
$$

with

$$
\left\{\begin{array}{l}
R_{k}=\max _{\mathcal{I}_{k}} \max _{\omega \in \Omega} \sum_{(x, y) \in \mathcal{I}_{k}} f_{a}(\omega) g_{b}(\omega) \\
\mathcal{I}_{k}=\left\{\left(a_{1}, b_{1}\right), \cdots,\left(a_{k}, b_{k}\right) \mid\left(a_{i}, b_{i}\right) \in A \times B,\left(a_{i}, b_{i}\right) \neq\left(a_{j}, b_{j}\right) \text { for } i \neq j\right\}
\end{array}\right.
$$

(thus we can see $R_{k}=1$ for $d \leqslant k \leqslant d^{2}$ because $F$ and $G$ are ideal). From (3.36), we can derive [178]

$$
\begin{equation*}
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant H\left(\left\{r_{i}\right\}_{i}\right) \quad{ }^{\forall} \omega \in \Omega, \tag{3.37}
\end{equation*}
$$

which gives a similar entropic relation to ([3.33). Note that when $F$ and $G$ are binary, the vector $\mathbf{r}$ is completely determined by

$$
R_{1}=\max _{(a, b)} f_{a}(\omega) g_{b}(\omega) .
$$

In [Ш9], $R_{1}$ was evaluated as

$$
R_{1}=\max _{(a, b)} f_{a}(\omega) g_{b}(\omega) \leqslant \frac{\gamma^{2}}{4}
$$

with

$$
\gamma=\max _{(a, b)}\left(f_{a}+g_{b}\right)(\omega)
$$

and it was shown that in quantum theory the equality holds:

$$
R_{1}=\max _{(a, b)} f_{a}(\omega) g_{b}(\omega)=\frac{\gamma^{2}}{4} .
$$

We will consider in Subsection 3.3 .2 similar cases when $R_{1}=\frac{\gamma^{2}}{4}$ holds, and give concrete value of $\gamma$.

### 3.2.2 Entropic MURs

Let $\Omega$ be a state space which is transitive and its positive cone $V_{+}$satisfy $V_{+}=V_{+\langle\cdot, \cdot\rangle_{G L(\Omega)}}^{* i n t}$, and we hereafter denote the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ simply by $\langle\cdot, \cdot\rangle$ as in the previous section. There can be defined measurement error in terms of entropy in the identical way with the quantum one by Buscemi et al. [IT]. Let in the GPT $E=\left\{e_{x}\right\}_{x \in X}$ be an ideal observable and $M=\left\{m_{\hat{x}}\right\}_{\hat{x} \in \hat{X}}$ be an observable with finite outcome sets $X, \hat{X}$. Since

$$
\begin{equation*}
\left\langle e_{x^{\prime}}, \frac{e_{x}}{\left\langle u, e_{x}\right\rangle}\right\rangle=\delta_{x^{\prime} x} \tag{3.38}
\end{equation*}
$$

holds for all $x, x^{\prime} \in X$, and

$$
\begin{align*}
\omega_{M}=u & =\sum_{x} e_{x} \\
& =\sum_{x}\left\langle u, e_{x}\right\rangle \frac{e_{x}}{\left\langle u, e_{x}\right\rangle} \tag{3.39}
\end{align*}
$$

holds from Lemma 5.2 and Lemma 3.3 , the joint probability distribution

$$
\begin{equation*}
\{p(x, \hat{x})\}_{x, \hat{x}}=\left\{\left\langle e_{x}, m_{\hat{x}}\right\rangle\right\}_{x, \hat{x}}=\left\{\left\langle u, e_{x}\right\rangle\left\langle\frac{e_{x}}{\left\langle u, e_{x}\right\rangle}, m_{\hat{x}}\right\rangle\right\}_{x, \hat{x}} \tag{3.40}
\end{equation*}
$$

is considered to be obtained in the measurement of $M$ on the "eigenstates" $\left\{e_{x} /\left\langle u, e_{x}\right\rangle\right\}_{x}$ of $E($ see $(\mathbb{B} .38))$ with the initial distribution

$$
\begin{equation*}
\{p(x)\}_{x}=\left\{\left\langle u, e_{x}\right\rangle\right\}_{x} \tag{3.41}
\end{equation*}
$$

According to [[T]], the conditional entropy

$$
\begin{align*}
\mathrm{N}(M ; E): & =H(E \mid M) \\
& =\sum_{\hat{x}} p(\hat{x}) H\left(\{p(x \mid \hat{x})\}_{x}\right)  \tag{3.42}\\
& =\sum_{\hat{x}}\left\langle u, m_{\hat{x}}\right\rangle H\left(\left\{\left\langle e_{x}, \frac{m_{\hat{x}}}{\left\langle u, m_{\hat{x}}\right\rangle}\right\rangle\right\}_{x}\right)
\end{align*}
$$

calculated via (3.40]) describes how inaccurately the actual observable $\mathcal{M}$ can estimate the input eigenstates of the ideal observable $E$. In fact, if we consider measuring $\mathcal{M}$ on $e_{x} /\left\langle u, e_{x}\right\rangle$ and estimating the input state from the output probability distribution

$$
\{p(\hat{x} \mid x)\}_{\hat{x}}=\left\{\left\langle m_{\hat{x}}, \frac{e_{x}}{\left\langle u, e_{x}\right\rangle}\right\rangle\right\}_{\hat{x}}
$$

by means of a guessing function $f: \hat{X} \rightarrow X$, then the error probability $p_{\text {error }}^{f}(x)$ is given by

$$
p_{\text {error }}^{f}(x)=1-\sum_{\hat{x}: f(\hat{x})=x} p(\hat{x} \mid x)=\sum_{\hat{x}: f(\hat{x}) \neq x} p(\hat{x} \mid x) .
$$

When similar procedures are conducted for all $x \in X$ with the probability distribution $\{p(x)\}_{x}$ in (B.4T), the total error probability $p_{\text {error }}^{f}$ is

$$
\begin{equation*}
p_{\text {error }}^{f}=\sum_{x} p(x) p_{\text {error }}^{f}(x)=\sum_{x \in X} \sum_{\hat{x}: f(\hat{x}) \neq x} p(x, \hat{x}), \tag{3.43}
\end{equation*}
$$

and it was shown in [ [19] that

$$
\min _{f} p_{\text {error }}^{f} \rightarrow 0 \quad \Longleftrightarrow \quad \mathrm{~N}(M ; E)=H(E \mid M) \rightarrow 0 .
$$

We can conclude from the consideration above that the entropic quantity (3.42) represents the difference between $E$ to be measured ideally and $\mathcal{M}$ measured actually, and thus we can define their entropic measurement error as (3.42).

We are now in the position to derive a similar entropic relation to [IT] with the generalized entropic measurement error (3.42). We continue focusing on a GPT with its state space $\Omega$ being transitive and $V_{+}$being self-dual with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)} \equiv\langle\cdot, \cdot\rangle$, that is, $V_{+}=V_{+\langle\cdot, \cdot}^{* \text { int }}$. Let $F=\left\{f_{a}\right\}_{a \in A}$ and $G=\left\{g_{b}\right\}_{b \in B}$ be a pair of ideal observables defined in (B.7), and consider their approximate joint observable $\widetilde{M}^{F G}:=\left\{\widetilde{m}_{a b}^{F G}\right\}_{(a, b) \in A \times B}$ and
its marginals

$$
\begin{array}{ll}
\widetilde{M}^{F}:=\left\{\widetilde{m}_{a}^{F}\right\}_{a}, & \widetilde{m}_{a}^{F}:=\sum_{b \in B} \widetilde{m}_{a b}^{F G} \\
\widetilde{M}^{G}:=\left\{\widetilde{m}_{b}^{G}\right\}_{b}, & \widetilde{m}_{b}^{G}:=\sum_{a \in A} \widetilde{m}_{a b}^{F G} .
\end{array}
$$

as in the previous section. We can prove the following theorem.

## Theorem 3.10

Suppose that $\Omega$ is a transitive state space with its positive cone $V_{+}$being self-dual with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)} \equiv\langle\cdot, \cdot\rangle, F=\left\{f_{a}\right\}_{a}$ and $G=\left\{g_{b}\right\}_{b}$ are ideal observables on $\Omega$, and $\widetilde{M}^{F G}$ is an arbitrary approximate joint observable of $(F, G)$ with its marginals $\widetilde{M}^{F}$ and $\widetilde{M}^{G}$. If there exists a relation

$$
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant \Gamma_{F, G} \quad{ }^{\forall} \omega \in \Omega
$$

with a constant $\Gamma_{F, G}$, then it also holds that

$$
\mathrm{N}\left(\widetilde{M}^{F} ; F\right)+\mathrm{N}\left(\widetilde{M}^{G} ; G\right) \geqslant \Gamma_{F, G} .
$$

## Proof

Since for every $\hat{a} \in A$ and $\hat{b} \in B \omega_{\hat{a} \hat{b}}:=\widetilde{m}_{\hat{a} \hat{b}}^{F G} /\left\langle u, \widetilde{m}_{\hat{a} \hat{b}}\right\rangle$ is a state due to the self-duality, it holds that

$$
H\left(\omega_{\hat{a} \hat{b}}^{F}\right)+H\left(\omega_{\hat{a} \hat{b}}^{G}\right) \geqslant \Gamma_{F, G}
$$

for all $\hat{a} \in A$ and $\hat{b} \in B$. Therefore, taking into consideration that $\left\langle u, \tilde{m}_{\hat{a} \hat{b}}^{F G}\right\rangle \geqslant$ 0 for all $\hat{a}, \hat{b}$ and $\sum_{\hat{a} \hat{b}}\left\langle u, \tilde{m}_{\hat{a} \hat{b}}^{F G}\right\rangle=\langle u, u\rangle=\left\langle u, \omega_{M}\right\rangle=1$, we have

$$
\sum_{\hat{a} \in A} \sum_{\hat{b} \in B}\left\langle u, \tilde{m}_{\hat{a} \hat{b}}^{F G}\right\rangle\left[H\left(\omega_{\hat{a} \hat{b}}^{F}\right)+H\left(\omega_{\hat{a} \hat{b}}^{G}\right)\right] \geqslant \Gamma_{A, B},
$$

or equivalently (see (3.42))

$$
\begin{equation*}
H\left(A \mid \widetilde{M}^{F G}\right)+H\left(B \mid \widetilde{M}^{F G}\right) \geqslant \Gamma_{F, G} . \tag{3.44}
\end{equation*}
$$

Note that the conditional entropy $H\left(A \mid \widetilde{M}^{F G}\right)$ is obtained through a joint probability distribution $\{p(a, \hat{a}, \hat{b})\}_{a, \hat{a}, \hat{b}}:=\left\{\left\langle f_{a}, \tilde{m}_{\hat{a} \hat{b}}^{F G}\right\rangle\right\}$, and we can also obtain $H\left(A \mid \widetilde{M}^{F}\right)$ from its marginal distribution $\{p(a, \hat{a})\}_{a, \hat{a}}=\left\{\left\langle f_{a}, \widetilde{m}_{\hat{a}}^{F}\right\rangle\right\}$. The quantity

$$
H\left(A \mid \widetilde{M}^{F}\right)-H\left(A \mid \widetilde{M}^{F G}\right)
$$

defined from those two conditional entropies is called the (classical) conditional mutual information, and it is known [124] to be nonnegative:

$$
H\left(A \mid \widetilde{M}^{F}\right)-H\left(A \mid \widetilde{M}^{F G}\right) \geqslant 0
$$

A similar relation holds also for $H\left(G \mid \widetilde{M}^{F G}\right)$ and $H\left(G \mid \widetilde{M}^{G}\right)$, and thus, together with (3.44), we can conclude that

$$
H\left(F \mid \widetilde{M}^{F}\right)+H\left(G \mid \widetilde{M}^{G}\right) \geqslant \Gamma_{F, G}
$$

holds, which proves the theorem.
Theorem [3.0] is a generalization of the quantum result [19] to a class of GPTs. In fact, when we consider a finite-dimensional quantum theory and a pair of rank-1 PVMs $F=\left\{\left|f_{a} X f_{a}\right|\right\}_{a}$ and $G=\left\{\left|g_{b}\right\rangle g_{b} \mid\right\}_{b}$, our theorem results in the one in [TM] with the quantum bound $\Gamma_{F, G}=-2 \log \max _{a, b}\left|\left\langle f_{a} \mid g_{b}\right\rangle\right|$ by Maassen and Uffink [99]. Theorem [.T0] demonstrates that if there is an entropic PUR, i.e. $\Gamma_{F, G}>0$, then there is also an entropic MUR which shows that we cannot make both $\mathrm{N}\left(\widetilde{M}^{F} ; F\right)$ and $\mathrm{N}\left(\widetilde{M}^{G} ; G\right)$ vanish. It is again easy to prove that this theorem holds for three or more observables.

## Remark 3.11

There is another type of entropic uncertainty relation on successive measurements in quantum theory [125, $126,[127,428]$. With a suitable introduction of transformations associated with ideal observables, we can derive similar entropic relations also in GPTs considered above. For an ideal observable $E=\left\{e_{x}\right\}_{x \in X}$, we define the corresponding (Schrödinger) channel $\Phi_{E}$, which gives the post-measurement states as

$$
\begin{equation*}
\Phi_{E}: \Omega \rightarrow \Omega: \omega \mapsto \sum_{x}\left\langle e_{x}, \omega\right\rangle \frac{e_{x}}{\left\langle u, e_{x}\right\rangle} \tag{3.45}
\end{equation*}
$$

in analogy with the channel associated with a rank-1 projective measurement (Lüders measurement [4I] for a rank-1 PVM) in quantum theory (remember (3.38)). Note that this channel is found easily to be a measure-and-prepare channel (see Example [2.43). In the Heisenberg picture, it becomes

$$
\begin{equation*}
\Phi_{E}^{*}: \mathcal{E}_{\Omega} \rightarrow \mathcal{E}_{\Omega}: e \mapsto \sum_{x}\left\langle e, \frac{e_{x}}{\left\langle u, e_{x}\right\rangle}\right\rangle e_{x} . \tag{3.46}
\end{equation*}
$$

Let $F=\left\{f_{a}\right\}_{a}$ and $G=\left\{g_{b}\right\}_{b}$ be ideal observables associated with the channel defined in (3.4.5) (or (3.46)). It is easy to see that

$$
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant \Gamma_{F, G} \quad{ }^{\forall} \omega \in \Omega
$$

with

$$
\Gamma_{F, G}:=\inf _{\omega}\left[H\left(\omega^{F}\right)+H\left(\omega^{G}\right)\right]
$$

holds. We consider measuring successively $F$ and $G$ on a state $\omega$ : measuring $F$ first, and then $G$. The observed statistics are $\omega^{F}=\left\{f_{a}(\omega)\right\}_{a}$ and
$\Phi_{F}(\omega)^{G}=\left\{g_{b}\left(\Phi_{F}(\omega)\right)\right\}_{b}$, and we can derive

$$
\begin{equation*}
H\left(\omega^{F}\right)+H\left(\Phi_{F}(\omega)^{G}\right) \geqslant \Gamma_{F, G}^{\prime} \tag{3.47}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{F, G}^{\prime}: & =\inf _{\Phi_{F}(\omega)}\left[H\left(\omega^{F}\right)+H\left(\Phi_{F}(\omega)^{G}\right)\right]  \tag{3.48}\\
& =\inf _{\Phi_{A}(\omega)}\left[H\left(\Phi_{F}(\omega)^{F}\right)+H\left(\Phi_{F}(\omega)^{G}\right)\right] \tag{3.49}
\end{align*}
$$

because $f_{a}(\omega)=f_{a}\left(\Phi_{F}(\omega)\right)$. We can see that $\Gamma_{F, G}^{\prime} \geqslant \Gamma_{F, G}$ holds, and thus there is more uncertainty in the successive measurement than the individual measurements of $F$ and $G$. The entropic relation(3.47) together with (3.48) can be considered as a generalization of the quantum result [125]. Note that similarly to [[125] we can present another bound for (3.47) in terms of the joint entropy. In fact, considering that $\left\{f_{a}\right\}_{a}$ and $\left\{\Phi_{F}^{*}\left(g_{b}\right)\right\}$ are jointly measurable $\left(\left\{\left\langle g_{b}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle f_{a}\right\}_{a b}\right.$ is the joint observable), that is, the probability distributions $\left\{f_{a}(\omega)\right\}_{a}$ and $\left\{g_{b}\left(\Phi_{F}(\omega)\right)\right\}_{b}$ are obtained from the joint distribution $\left\{\left\langle g_{b}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle\left\langle f_{a}, \omega\right\rangle\right\}_{a b}$, it can be shown [II24] that

$$
H\left(\omega^{F}\right)+H\left(\Phi_{F}(\omega)^{G}\right) \geqslant H\left(\left\{\left\langle g_{b}, \frac{f_{a}}{\left\langle u, f_{a}\right\rangle}\right\rangle\left\langle f_{a}, \omega\right\rangle\right\}_{a b}\right) .
$$

It is easy to see that the right hand side is also greater than or equal to $\Gamma_{F, G}$.

### 3.3 Uncertainty relations in regular polygon theories

In this section, we restrict ourselves to regular polygon theories, and consider similar situations to the previous sections.

### 3.3.1 Extensions of previous theorems

Our theorems in Section 3$]$ and Section 52 have been proven only for a class of theories such as finite-dimensional classical and quantum theories, and regular polygon theories with odd sides (see Section [2.5). What is essential to the proofs of the theorems is that we can see effects as states (the selfduality), and that every effect of an ideal observable is an "eigenstate" of itself (Lemma [3.3). In fact, taking those points into consideration, although it may be a minor generalization, we can demonstrate similar theorems for even-sided regular polygon theories.

## Theorem 3.12

Theorem [3.4, Corollary [3.5, Theorem [3.6, and Theorem 3.10 hold for every regular polygon theory.

## Proof

We only need to prove the claim for even-sided regular polygon theories. The proof is done by confirming that the claim of Lemma 3.3 holds for even-sided regular polygon theories with modified parametrizations. We again denote the inner product $\langle\cdot, \cdot\rangle_{G L\left(\Omega_{n}\right)}$ by $\langle\cdot, \cdot\rangle$ in this proof.

In the $n$-sided regular polygon theory with even $n$, if $F=\left\{f_{a}\right\}_{a}$ is an ideal observable, then it is of the form

$$
\begin{equation*}
F=\left\{f_{0}, f_{1}\right\} \tag{3.50}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{0}=e_{i}^{n} \quad \text { and } \quad f_{1}=u-e_{i}^{n}=e_{i+\frac{n}{2}}^{n} \tag{3.51}
\end{equation*}
$$

for some $i$ (remember that we do not consider the trivial observable $F=$ $\{u\}$ ). Let us introduce an affine bijection

$$
\psi:=\left(\begin{array}{ccc}
r_{n} & 0 & 0  \tag{3.52}\\
0 & r_{n} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

on $\mathbb{R}^{3}$. Because $(e, \omega)_{E}=\left(\psi^{-1}(e), \psi(\omega)\right)_{E}$ holds for any $\omega \in \Omega_{n}$ and $e \in$ $\mathcal{E}\left(\Omega_{n}\right)$, we can consider an equivalent expression of the theory with $\psi\left(\Omega_{n}\right)=$ : $\widehat{\Omega}_{n}$ and $\psi^{-1}\left(\mathcal{E}\left(\Omega_{n}\right)\right)$ being its state and effect space respectively (remember that $(\cdot, \cdot)_{E}$ is the standard Euclidean inner product). The pure states ([2.27) and the extreme effects $([2.2 .9)$ shown in Subsection $[2.5 .3$ are modified as

$$
\begin{align*}
\omega_{i}^{n} \rightarrow \hat{\omega}_{i}^{n}:=\psi\left(\omega_{i}^{n}\right)=\left(\begin{array}{c}
r_{n}^{2} \cos \left(\frac{2 \pi i}{n}\right) \\
r_{n}^{2} \sin \left(\frac{2 \pi i}{n}\right) \\
1
\end{array}\right) ;  \tag{3.53}\\
e_{i}^{n} \rightarrow \check{e}_{i}^{n}:=\psi^{-1}\left(e_{i}^{n}\right)=\frac{1}{2}\left(\begin{array}{c}
\cos \left(\frac{(2 i-1) \pi}{n}\right) \\
\sin \left(\frac{(2 i-1) \pi}{n}\right) \\
1
\end{array}\right) \tag{3.54}
\end{align*}
$$

respectively, and their conic hull (the positive cone and the internal dual cone) as

$$
\begin{aligned}
V_{+} & \rightarrow \widehat{V}_{+}:=\psi\left(V_{+}\right) \\
V_{+\langle\cdot,\rangle}^{* i n t} & \rightarrow \widetilde{V}_{+\langle\cdot,\rangle}^{* i n t}:=\psi^{-1}\left(V_{+\langle\cdot,\rangle}^{* i n t}\right),
\end{aligned}
$$

respectively. Note in the equations above that $G L\left(\Omega_{n}\right)=G L\left(\widehat{\Omega}_{n}\right)$ and
$(\cdot, \cdot)_{E}=\langle\cdot, \cdot\rangle_{G L\left(\Omega_{n}\right)}=\langle\cdot, \cdot\rangle_{G L\left(\hat{\Omega}_{n}\right)}=\langle\cdot, \cdot\rangle$ hold, and $\omega_{M}=u={ }^{t}(0,0,1)$ is invariant for $\psi$ (and $\psi^{-1}$ ). We can also find that an observable $E=\left\{e_{a}\right\}_{a}$ in the original expression is rewritten as $\check{E}:=\left\{\check{e}_{a}\right\}_{a}$ with $\check{e}_{a}:=\psi^{-1}\left(e_{a}\right)$, and that an ideal observable $F$ in (3.5T) and (3.57) gives

$$
\begin{equation*}
\check{F}=\left\{\check{f}_{0}, \check{f}_{1}\right\} \tag{3.55}
\end{equation*}
$$

with

$$
\begin{equation*}
\check{f}_{0}=\check{e}_{i}^{n} \quad \text { and } \quad \check{f}_{1}=u-\check{e}_{i}^{n}=\check{e}_{i+\frac{n}{2}}^{n} \tag{3.56}
\end{equation*}
$$

which is also ideal in the rewritten theory. Since

$$
\begin{equation*}
\left\langle\check{e}_{i}^{n}, \frac{\check{e}_{i}^{n}}{\left\langle u, \check{e}_{i}^{n}\right\rangle}\right\rangle=1 \tag{3.57}
\end{equation*}
$$

holds for any $i$ (see (3.54)), we can conclude together with (3.5.5) and (3.561) that any ideal observables $\check{F}=\left\{\check{f}_{k}\right\}_{k=0,1}$ satisfies

$$
\begin{equation*}
\left\langle\check{f}_{k}, \frac{\check{f}_{k}}{\left\langle u, \check{f}_{k}\right\rangle}\right\rangle=1 . \tag{3.58}
\end{equation*}
$$

On the other hand, it can be seen from (3.53]) and (3.54) that $\hat{V}_{+}$generated



Figure 3.1: Illustration of $\left(\operatorname{aff}\left(\Omega_{n}\right) \cap \widehat{V}_{+}\right)=\widehat{\Omega}_{n}$ generated by $\left\{\hat{\omega}_{i}^{n}\right\}_{i=1}^{n}$ (3.5.3) and (aff $\left.\left(\Omega_{n}\right) \cap \breve{V}_{+\langle\cdot ;,\rangle}^{* i n t}\right)$ generated by $\left\{2 \check{e}_{i}^{n}\right\}_{i=1}^{n}$ (3.54) for $n=4$. It is observed that $\left.\check{V}_{+}^{* i n} \cdot ;\right\rangle \subset \widehat{V}_{+}$, which holds also for every even $n$.

Therefore,

$$
\begin{equation*}
\frac{\check{e}}{\langle u, \check{e}\rangle} \in \widehat{\Omega}_{n} \tag{3.59}
\end{equation*}
$$

holds for any effect $\check{e} \in \breve{V}_{+\langle\cdot,\rangle}^{* i n t}$. It follows from (3.58) and (3.5.7) that the claim of Lemma holds also for even-sided regular polygon theories in a rewritten expression (3.53) and (3.54).

We also need to confirm that all of our measures (3.3), (3.4), (3.8), (3.9), ( 3.12 ), ( 3.317$)$, and ( 3.422$)$ depend only on probabilities, and thus they are invariant for the modification above. For example, for a pair of observables $M=\left\{m_{a}\right\}_{a}$ and $F=\left\{f_{a}\right\}_{a}$ on the original state space $\Omega_{n}$, we can see easily from (3.4) and (3.12) that

$$
\begin{aligned}
L E\left(\omega^{F}\right) & =1-\max _{a \in A} f_{a}(\omega) \\
& =1-\max _{a \in A} \check{f}_{a}(\hat{\omega}) \\
& =L E\left(\hat{\omega}^{\breve{F}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
D_{\infty}(M, F) & =\sup _{\omega \in \Omega_{n}} \max _{a \in A}\left|m_{a}(\omega)-f_{a}(\omega)\right| \\
& =\sup _{\hat{\omega} \in \widehat{\Omega}_{n}} \max _{a \in A}\left|\check{m}_{a}(\hat{\omega})-\check{f}_{a}(\hat{\omega})\right| \\
& =D_{\infty}(\check{M}, \check{F})
\end{aligned}
$$

respectively. It results in that if Theorem [3.6] holds in the modified theory, then it holds also in the original theory. In fact, by virtue of (3.58) and ( $\mathbf{B . 5 9 )}$ ) (the "generalized version of Lemma [3.3"), we can repeat the same calculations as in Theorem [3.6, and obtain a similar result to it in the modified theory. Similar considerations can be adapted also for the other measures, and it proves Theorem [3.L2].

### 3.3.2 Concrete values for Landau-Pollak-type bounds

In this part, we shall concentrate on the Landau-Pollak-type relation (see (3.34)) for the $n$-sided regular polygon theory of the form

$$
\begin{equation*}
\max _{a} f_{a}(\omega)+\max _{b} g_{b}(\omega) \leqslant \Gamma_{F, G}(n) \quad{ }^{\forall} \omega \in \Omega_{n}, \tag{3.60}
\end{equation*}
$$

where $F=\left\{f_{a}\right\}_{a}$ and $G=\left\{g_{b}\right\}_{b}$ are ideal observables as usual, and show a concrete calculation for the bound $\Gamma_{F, G}(n)$ of uncertainty.

Let us focus on the state space $\Omega_{n}$. Any nontrivial ideal observable is of the form $\left\{e_{i}^{n}, u-e_{i}^{n}\right\}$ (see ([2.29))). Note that although $\left\{e_{i}^{n}\right\}_{i=0,1,2}$ is also
an ideal observable when $n=3$ (a classical trit system), we focus only on ideal observables with two outcomes in this subsection. Thus, if we consider a pair of ideal observables $F$ and $G$, then we can suppose that they are binary: $F=F_{i} \equiv\left\{f_{i}^{0}, f_{i}^{1}\right\}$ and $G=G_{j} \equiv\left\{g_{j}^{0}, g_{j}^{1}\right\}$ with $f_{i}^{0}=e_{i}^{n}$ and $g_{j}^{0}=e_{j}^{n}$ for $i, j \in\{0,1, \cdots, n-1\}$ (or $i, j \in[0,2 \pi$ ) when $n=\infty$ ). On the other hand, it holds that

$$
\begin{align*}
\max _{x=0,1} f_{i}^{x}(\omega)+\max _{y=0,1} g_{j}^{y}(\omega) & \leqslant \sup _{\omega \in \Omega_{n}} \max _{n, y) \in\{0,1\}^{2}}\left[\left(f_{i}^{x}+g_{j}^{y}\right)(\omega)\right] \\
& =\max _{\omega \in \Omega_{n}^{\text {xt }}} \max _{(x, y) \in\{0,1\}^{2}}\left[\left(f_{i}^{x}+g_{j}^{y}\right)(\omega)\right] \tag{3.61}
\end{align*}
$$

because $\Omega_{n}$ is a compact set and any state can be represented as a convex combination of pure states. Therefore, if we let $\omega_{k}^{n}$ be a pure state (([2.27) and (2.28)), then the value

$$
\begin{equation*}
\gamma_{F_{i}, G_{j}}^{n}:=\max _{k} \max _{(x, y) \in\{0,1\}^{2}}\left[\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)\right] \tag{3.62}
\end{equation*}
$$

gives a Landau-Pollak-type relation

$$
\begin{equation*}
\max _{x=0,1} f_{i}^{x}(\omega)+\max _{y=0,1} g_{j}^{y}(\omega) \leqslant \gamma_{A^{i}, B^{j}}^{n} \quad \forall \omega \in \Omega_{n} . \tag{3.63}
\end{equation*}
$$

From this inequality, we can derive, for example, entropic relations

$$
\begin{equation*}
H\left(\omega^{F}\right)+H\left(\omega^{G}\right) \geqslant-2 \log \frac{\gamma_{F_{i}, G_{j}}^{n}}{2} \quad \forall \omega \in \Omega_{n} \tag{3.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{N}\left(\widetilde{M}^{F} ; F\right)+\mathrm{N}\left(\widetilde{M}^{G} ; G\right) \geqslant-2 \log \frac{\gamma_{F_{i}, G_{j}}^{n}}{2} . \tag{3.65}
\end{equation*}
$$

Table 3.1: The value $\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)$ when $n$ is even.

| $x=0, y=0$ | $1+r_{n}^{2} \cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| :--- | :---: |
| $x=1, y=0$ | $1+r_{n}^{2} \sin \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \sin \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $x=0, y=1$ | $(i \longleftrightarrow j$ in the case of $x=1, y=0)$ |
| $x=1, y=1$ | $1-r_{n}^{2} \cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $\theta_{i}=\frac{2 i-1}{n} \pi, \theta_{j}=\frac{2 j-1}{n} \pi, \phi_{k}=\frac{2 k}{n} \pi \quad(i, j, k=0,1, \cdots, n-1)$ |  |

Table 3.2: The value $\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)$ when $n$ is odd.

| $x=0, y=0$ | $\frac{2}{1+r_{n}^{2}}+\frac{2 r_{n}^{2}}{1+r_{n}^{2}} \cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| :---: | :---: |
| $x=1, y=0$ | $1+\frac{2 r_{n}^{2}}{1+r_{n}^{2}} \sin \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \sin \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $x=0, y=1$ | $(i \longleftrightarrow j$ in the case of $x=1, y=0)$ |
| $x=1, y=1$ | $\frac{2 r_{n}^{2}}{1+r_{n}^{2}}-\frac{2 r_{n}^{2}}{1+r_{n}^{2}} \cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $\theta_{i}=\frac{2 i}{n} \pi, \theta_{j}=\frac{2 j}{n} \pi, \phi_{k}=\frac{2 k}{n} \pi \quad(i, j, k=0,1, \cdots, n-1)$ |  |

Table 3.3: The value $\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)$ when $n$ is $\infty$.

| $x=0, y=0$ | $1+\cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| ---: | :---: |
| $x=1, y=0$ | $1+\sin \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \sin \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $x=0, y=1$ | $(i \longleftrightarrow j$ in the case of $x=1, y=0)$ |
| $x=1, y=1$ | $1-\cos \left[\frac{\theta_{i}+\theta_{j}}{2}-\phi_{k}\right] \cos \left[\frac{\theta_{i}-\theta_{j}}{2}\right]$ |
| $\theta_{i}=i, \theta_{j}=j, \phi_{k}=k \quad(0 \leqslant i, j, k<2 \pi)$ |  |

Table [3.1 - Table 5.3 show the value of $\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)$ in terms of the angles $\theta_{i}, \theta_{j}$, and $\phi_{k}$ between the $x$-axis and the effects $f_{i}^{0}=e_{i}^{n}, g_{j}^{0}=e_{j}^{n}$, and the state $\omega_{k}^{n}$ respectively when viewed from the $z$-axis (see ( 2.27$)$ - ( 2.29$)$ in Subsection 2.5.3). Maximizing the values in those tables over all pure states, we can obtain the optimal bound $\gamma_{F_{i}, G_{j}}^{n}$ in (5.62) for each regular polygon theory. Note that focusing only on the case when $j=0$ and $0<i<\frac{n}{2}$ ( $0<i<\pi$ when $n=\infty$ ) is sufficient for the universal description of $\gamma_{F_{i}, G_{j}}^{n}$ due to the geometric symmetry of the regular polygon theories. $\gamma_{F_{i}, G_{0}}^{n}$ for the regular polygon theory with $n(<\infty)$ sides is exhibited in Table 3.4 and Table [3.5, and $\gamma_{F_{i}, G_{0}}^{n}$ for the disc theory (the regular polygon theory with $n=\infty$ sides) can be calculated from Table 3.3 as

$$
\begin{equation*}
\gamma_{F_{i}, G_{0}}^{n}=\max \left\{1+\cos \frac{\theta_{i}^{\prime}}{2}, 1+\sin \frac{\theta_{i}^{\prime}}{2}\right\} \tag{3.66}
\end{equation*}
$$

where $\theta_{i}^{\prime}=\theta_{i}-\theta_{0}=\theta_{i}$ similarly to Table 3.4 and Table 3.5. (3.66) can be regarded as giving the quantum bound in (3.34) for a qubit system in terms of the usual Bloch representation. Note that when $n$ is even or $\infty$, due to
the geometric symmetry, $\left(f_{i}^{x}+g_{j}^{y}\right)\left(\omega_{k}^{n}\right)$ takes its maximum where $\omega_{k}^{n}$ lies just "halfway" between the effects $f_{i}^{x}$ and $g_{j}^{y}$, that is, $f_{i}^{x}(\omega)=g_{j}^{y}(\omega)$ and thus $f_{i}^{x}(\omega) g_{j}^{y}(\omega)=\frac{1}{4}\left(f_{i}^{x}(\omega)+g_{j}^{y}(\omega)\right)^{2}$ holds (see Remark [5.耳), while this does not hold generally when $n$ is odd. From Table [3.4, Table [3.5 and (B.66), we can obtain the corresponding entropic inequalities (3.64) (also (3.37)) and ( 3.6 .5 ) for an arbitrary regular polygon theory. We should recall that the value $\gamma_{F_{i}, G_{0}}^{n}$ can be used also to evaluate the nonlocality of the theory via its degree of incompatibility (see Example [3.8).

Table 3.4: The value $\gamma_{F_{i}, G_{0}}^{n}$ when $n$ is even.

| $n \equiv 0(\bmod 4), i$ : even | $\max \left\{1+\cos \frac{\theta_{i}^{\prime}}{2}, 1+\sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| :--- | :---: |
| $n \equiv 0(\bmod 4), i$ : odd | $\max \left\{1+r_{n}^{2} \cos \frac{\theta_{i}^{\prime}}{2}, 1+r_{n}^{2} \sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| $n \equiv 2(\bmod 4), i:$ even | $\max \left\{1+\cos \frac{\theta_{i}^{\prime}}{2}, 1+r_{n}^{2} \sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| $n \equiv 2(\bmod 4), i$ : odd | $\max \left\{1+r_{n}^{2} \cos \frac{\theta_{i}^{\prime}}{2}, 1+\sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| $\theta_{i}^{\prime}=\frac{2 i}{n} \pi=\theta_{i}-\theta_{0}$ |  |

Table 3.5: The value $\gamma_{F_{i}, G_{0}}^{n}$ when $n$ is odd.

| $i$ : even | $\max \left\{\frac{2 r_{n}^{2}}{1+r_{n}^{2}}+\frac{2}{1+r_{n}^{2}} \cos \frac{\theta_{i}^{\prime}}{2}, 1+\frac{1}{\cos \frac{\pi}{2 n}} \sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| :---: | :---: |
| $i$ : odd | $\max \left\{\frac{2 r_{n}^{2}}{1+r_{n}^{2}}+\frac{2 r_{n}^{2}}{1+r_{n}^{2}} \cos \frac{\theta_{i}^{\prime}}{2}, 1+\frac{1}{\cos \frac{\pi}{2 n}} \sin \frac{\theta_{i}^{\prime}}{2}\right\}$ |
| $\theta_{i}^{\prime}=\frac{2 i}{n} \pi=\theta_{i}-\theta_{0}=\theta_{i}$ |  |

Remark 3.13
With the angle $\theta_{i}^{\prime}$ fixed, we can see from Table [3.4, Table [3.5, and (3.66]) that $\gamma_{F_{i}, G_{0}}^{n} \geqslant \gamma_{F_{i}, G_{0}}^{\infty}$ holds for all $n$. In fact, if we assume, for example, $n$ is odd and $i$ is even, then

$$
\gamma_{F_{i}, G_{0}}^{n}=\max \left\{\frac{2 r_{n}^{2}}{1+r_{n}^{2}}+\frac{2}{1+r_{n}^{2}} \cos \frac{\theta_{i}^{\prime}}{2}, 1+\frac{1}{\cos \frac{\pi}{2 n}} \sin \frac{\theta_{i}^{\prime}}{2}\right\}
$$

(see Table 3.5), and it can be easily shown that

$$
\begin{array}{r}
\frac{2 r_{n}^{2}}{1+r_{n}^{2}}+\frac{2}{1+r_{n}^{2}} \cos \frac{\theta_{i}^{\prime}}{2} \geqslant 1+\cos \frac{\theta_{i}^{\prime}}{2}, \\
1+\frac{1}{\cos \frac{\pi}{2 n}} \sin \frac{\theta_{i}^{\prime}}{2} \geqslant 1+\sin \frac{\theta_{i}^{\prime}}{2}
\end{array}
$$

hold for $0<i<\frac{n}{2}$ (or $0<\theta_{i}^{\prime}<\frac{\pi}{2}$ ). Thus, we can conclude $\gamma_{F_{i}, G_{0}}^{n} \geqslant \gamma_{F_{i}, G_{0}}^{\infty}$.


Figure 3.2: The optimal bound $\gamma_{2 \pi / 3}^{3 m}$ for the Landau-Pollak-type inequality on a pair of observables ( $F_{m}, G_{0}$ ) in the regular polygon theory with $n=3 m$.

To see this in a more explicit way, let us consider, as an illustration, regular polygon theories with $n=3 m(m=1,2, \cdots)$, and let the angle $\theta_{i}^{\prime}$ be $\theta_{i}^{\prime}=\frac{2 \pi}{3}$ (i.e. $i=m$ ). We can calculate the corresponding optimal bound $\gamma_{2 \pi / 3}^{n} \equiv \gamma_{2 \pi / 3}^{3 m}$ for any $m$ from Table B.4, Table 3.5 and ( 3.661 ), and describe its behavior as a function of $m$ in Figure 3.2. There can be observed that theories with $m=1,2(n=3,6)$ admit $\gamma_{2 \pi / 3}^{3 m}=2$, that is, there is a state on which both $F_{i}=F_{m}$ and $G_{0}$ take simultaneously exact values when $m=1,2$. It exhibits that when $m \geqslant 3$, there exists preparation uncertainty for this $\left(F_{i}, G_{0}\right)$. Hence, it follows from our theorems that there also exists measurement uncertainty for $\left(F_{i}, G_{0}\right)$, and their entropic representations (entropic PUR and MUR) are given by similar inequalities with the same bound. Also, it can be observed that $\gamma_{2 \pi / 3}^{3 m} \geqslant \gamma_{2 \pi / 3}^{\infty}=1+\frac{\sqrt{3}}{2}$ holds for all $m$, which has been shown in the argument above. Note that we can derive easily an observable-independent relation

$$
\min _{i} \gamma_{F_{i}, G_{0}}^{n} \geqslant \min _{i} \gamma_{F_{i}, G_{0}}^{\infty} .
$$

In other words, the disc theory shows the "maximum uncertainty" in terms of the Landau-Pollak-type formulation.

## Chapter 4

## Testing incompatibility of quantum devices with few states

Quantum information processing, including the exciting fields of quantum communication and quantum computation, is ultimately based on the fact that there are new types of resources that can be utilized in carefully designed information processing protocols. The best-known feature of quantum information is that quantum systems can be in superposition and entangled states, and these resources lead to applications such as superdense coding and quantum teleportation. While superposition and entanglement are attributes of quantum states, quantum measurements have also features that can power a new type of applications. The best known and most studied property is the incompatibility of pairs (or collections) of quantum measurements [2T]. It is crucial e.g. in the BB84 quantum key distribution protocol [II] that the used measurements are incompatible.

From the resource perspective, it is important to quantify the incompatibility. There have been several studies on incompatibility robustness, i.e., how incompatibility is affected by noise. This is motivated by the fact that noise is unavoidable in any actual implementation of quantum devices and similar to other quantum properties (e.g. entanglement), large amount of noise destroys incompatibility. Earlier studies have mostly focused on quantifying noise [[24] and finding those pairs or collections of measurements that are most robust to certain types of noise [130], or to find conditions under which all incompatibility is completely erased [13T]. In this work, we introduce quantifications of incompatibility which are motivated by an operational aspect of testing whether a collection of devices is incompatible or not. We focus on two integer valued quantifications of incompatibility, called compatibility dimension and incompatibilility dimension. We formulate these concepts for arbitrary collections of devices. Roughly speaking, the first one quantifies how many states we minimally need to use to detect incompatibility if we choose the test states carefully, whereas the second
one quantifies how many (affinely independent) states we may have to use if we cannot control their choice. We study some of the basic properties of these quantifications of incompatibility and we present several examples to demonstrate their behaviour.

This part is organized as follows. In Section 1.0 , we introduce the notion of compatibility and incompatibility dimension, which reflects operationally how easy it is to detect the incompatibility of quantum devices considered. We also give brief reviews on related studies recently reported in [132, [133, [134, [13.5] for the case of quantum observables, and explain the interconnections of these studies to ours. In Section 4.2, we show that incompatibility dimension is related with the concept of incompatibility witness [ $16, \llbracket 7, \llbracket 2]$. We also derive a useful bound for incompatibility dimension by means from the relation between them. In Section [.3, we give a particular analysis for compatibility and incompatibility dimensions of a pair of mutually unbiased qubit observables. We show that, remarkably, even for the standard example of noisy orthogonal qubit observables the incompatibility dimension has a jump in a point where all noise robustness measures are continuous and indicate nothing special to happen. More precisely, the noise parameter has a threshold value where the number of needed test states to reveal incompatibility shifts from 2 to 3 . This means that even in this simple class of incompatible pairs of qubit observables there is a qualitative difference in the incompatibility of less noisy and more noisy pairs of observables. An interesting additional fact is that the compatibility dimension of these pairs of observables does not depend on the noise parameter.

For simplicity and clarity, we will restrict to finite-dimensional Hilbert spaces and observables with a finite number of outcomes. Our definitions apply not only to quantum theory but also to any GPT. However, for the sake of concreteness, we keep the discussion in the realm of quantum theory. The main definitions work in any GPT without any changes. We expect that similar findings as the aforementioned result on noisy orthogonal qubit observables can be made in subsequent studies on other collections of devices.

## 4.1 (In)compatibility on a subset of states

In this section, we introduce the notion of incompatibility dimension and compatibility dimension as quantifications of incompatibility. We again mention that we focus on compatibility and incompatibility in quantum theory in this chapter, but those quantities can be defined naturally also in GPTs.

### 4.1.1 (In)compatibility for quantum devices

We start with presenting explicit descriptions of compatibility and incompatibility for quantum observables, although we have already given their definitions in the general framework of GPTs (see Definition [2.45) and Proposition (2.46). A quantum observable is mathematically described as a positive operator valued measure (POVM) [76]. A quantum observable with finite number of outcomes is hence a map $x \mapsto \mathrm{~A}(x)$ from the outcome set to the set of linear operators on a Hilbert space. The compatibility of quantum observables $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ with outcome sets $X_{1}, \ldots, X_{n}$ means that there exists an observable G , called joint observable, defined on the product outcome set $X_{1} \times \cdots \times X_{n}$ such that from an outcome $\left(x_{1}, \ldots, x_{n}\right)$ of G , one can infer outcomes for every $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ by ignoring the other outcomes. More precisely, the requirement is that

$$
\begin{align*}
& \mathrm{A}_{1}\left(x_{1}\right)=\sum_{x_{2}, \ldots, x_{n}} \mathrm{G}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \\
& \mathrm{A}_{2}\left(x_{2}\right)=\sum_{x_{1}, x_{3}, \ldots, x_{n}} \mathrm{G}\left(x_{1}, x_{2}, \ldots, x_{n}\right),  \tag{4.1}\\
& \vdots \\
& \mathrm{A}_{n}\left(x_{n}\right)=\sum_{x_{1}, \ldots, x_{n-1}} \mathrm{G}\left(x_{1}, x_{2}, \ldots, x_{n}\right) .
\end{align*}
$$

If $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ are not compatible, then they are called incompatible.

## Example 4.1

(Unbiased qubit observables) We recall a standard example to fix the notation that we will use in later examples. An unbiased qubit observable is a dichotomic observable with outcomes $\pm$ and determined by a vector $\mathbf{a} \in \mathbb{R}^{3}$, $|\mathbf{a}| \leqslant 1$ via

$$
\mathrm{A}^{\mathbf{a}}( \pm)=\frac{1}{2}(\mathbb{1} \pm \mathbf{a} \cdot \sigma)
$$

where $\mathbf{a} \cdot \sigma=a_{1} \sigma_{1}+a_{2} \sigma_{2}+a_{3} \sigma_{3}$ and $\sigma_{i}, i=1,2,3$, are the Pauli matrices. The Euclidean norm $|\mathbf{a}|$ of a reflects the noise in $A^{\mathbf{a}}$; in the extreme case of $|\mathbf{a}|=1$ the operators $A^{\mathbf{a}}( \pm)$ are projections and the observable is called sharp. As shown in [136], two unbiased qubit observables $A^{\mathbf{a}}$ and $A^{b}$ are compatible if and only if

$$
\begin{equation*}
|\mathbf{a}+\mathbf{b}|+|\mathbf{a}-\mathbf{b}| \leqslant 2 . \tag{4.2}
\end{equation*}
$$

There are two extreme cases. Firstly, if $A^{\mathbf{a}}$ is sharp then it is compatible with some $\mathbf{A}^{\mathbf{b}}$ if and only if $\mathbf{b}=r \mathbf{a}$ for some $-1 \leqslant r \leqslant 1$. Secondly, if $|\mathbf{a}|=0$, then $\mathrm{A}^{\mathbf{a}}( \pm)=\frac{1}{2} \mathbb{1}$ and it is called a trivial qubit observable, in which case it is compatible with all other qubit observables.

How can we test if a given family of observables is compatible or incompatible? From the operational point of view, the existence of an observable G satisfying ([..|) is equivalent to the existence of $G$ such that for any state $\varrho$ the equation

$$
\begin{equation*}
\operatorname{Tr}\left[\varrho \mathrm{A}_{1}\left(x_{1}\right)\right]=\sum_{x_{2}, \ldots, x_{n}} \operatorname{Tr}\left[\varrho \mathrm{G}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right] \tag{4.3}
\end{equation*}
$$

holds. Before contemplating into these questions, we recall that analogous definitions of quantum compatibility and incompatibility make sense for other types of quantum devices, in particular, for instruments and chan-
 density operators on a Hilbert space $\mathcal{H}$. The input space of all types of devices must be $\mathcal{S}\left(\mathcal{H}_{i n}\right)$ on the same Hilbert space $\mathcal{H}_{\text {in }}$ as the devices operate on a same system. We denote $\mathcal{S}\left(\mathcal{H}_{i n}\right)$ simply by $\mathcal{S}$. A device is a completely positive map and the "type" of the device is characterized by its output space. Output spaces for the three basic types of devices are:

- observable: $P(X):=\left\{p=\{p(x)\}_{x \in X} \mid 0 \leqslant p(x) \leqslant 1, \sum_{x} p(x)=1\right\}$,
- channel: $\mathcal{S}\left(\mathcal{H}_{\text {out }}\right)$,
- instrument: $\mathcal{S}\left(\mathcal{H}_{\text {out }}\right) \otimes P(X)$.

In this classification, an observable A is identified with a map $\varrho \mapsto \operatorname{Tr}[\varrho \mathrm{A}(x)]$ from $\mathcal{S}\left(\mathcal{H}_{\text {in }}\right)$ to $P(X)$. We limit our investigation to the cases where the number of outcomes in $X$ is finite and the output Hilbert space $\mathcal{H}_{\text {out }}$ is finite-dimensional. Regarding $P(X) \subset \mathcal{S}\left(\mathbb{C}^{|X|}\right)$ as the set of all diagonal density operators, we can summarize that quantum devices are normalized completely positive maps to different type of output spaces.

Devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are compatible if there exists a device D that can simulate $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ simultaneously, meaning that by ignoring disjoint parts of the output of D we get the same actions as $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ (see [2T]). This kind of device is called a joint device of $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$. The input space of D is the same as for $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$, but the output space is the tensor product of their output spaces. As an illustration, let $\mathrm{D}_{j}: \mathcal{S}\left(\mathcal{H}_{i n}\right) \rightarrow \mathcal{S}\left(\mathcal{H}_{j}\right)(j=$ $1, \ldots, n)$ be quantum channels. They are compatible iff there exists a channel D: $\mathcal{S}\left(\mathcal{H}_{i n}\right) \rightarrow \mathcal{S}\left(\otimes_{j=1}^{n} \mathcal{H}_{j}\right)$ satisfying

$$
\begin{aligned}
& \mathrm{D}_{1}(\varrho)=\operatorname{tr}_{\mathcal{H}_{2}, \ldots, \mathcal{H}_{n}} \mathrm{D}(\varrho), \\
& \mathrm{D}_{2}(\varrho)=\operatorname{tr}_{\mathcal{H}_{1}, \mathcal{H}_{3}, \ldots, \mathcal{H}_{n}} \mathrm{D}(\varrho), \\
& \vdots \\
& \mathrm{D}_{n}(\varrho)=\operatorname{tr}_{\mathcal{H}_{1}, \ldots, \mathcal{H}_{n-1}} \mathrm{D}(\varrho)
\end{aligned}
$$

for all $\varrho \in \mathcal{S}\left(\mathcal{H}_{i n}\right)\left(\right.$ see (4.ل1)). If $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are not compatible, then they are incompatible. We recall a qubit example to exemplify the general definition.
Example 4.2
(Unbiased qubit observable and partially depolarizing noise) A measurement of an unbiased qubit observable $A^{\text {a }}$ necessarily disturbs the system. This trade-off is mathematically described by the compatibility relation between observables and channels. Let us consider partially depolarizing qubit channels, which have the form

$$
\begin{equation*}
\Gamma_{p}(\varrho)=p \varrho+(1-p) \frac{1}{2} \mathbb{1} \tag{4.4}
\end{equation*}
$$

for $0 \leqslant p \leqslant 1$. A joint device for a channel and observable is an instrument. Hence, $\mathrm{A}^{\mathbf{a}}$ and $\Gamma_{p}$ are compatible if there exists an instrument $x \mapsto \Phi_{x}$ such that

$$
\sum_{x} \Phi_{x}(\varrho)=\Gamma_{p}(\varrho) \quad \text { and } \quad \operatorname{Tr}\left[\Phi_{x}(\varrho)\right]=\operatorname{Tr}\left[\varrho \mathrm{A}^{\mathbf{a}}(x)\right]
$$

for all states $\varrho$ and outcomes $x$. It has been proven in [140] that $\mathrm{A}^{\mathbf{a}}$ and $\Gamma_{p}$ are compatible if and only if

$$
\begin{equation*}
|\mathbf{a}| \leqslant \frac{1}{2}(1-p+\sqrt{(1-p)(1+3 p)}) . \tag{4.5}
\end{equation*}
$$

This shows that higher is the norm $|\mathbf{a}|$, smaller must $p$ be.

### 4.1.2 (In)compatibility dimension of devices

To test the incompatibility we should hence check the validity of (4.3) in a subset of states that spans the whole state space. An obvious question is then if we really need all those states, or if a smaller number of test states is enough. Further, does the number of needed test states depend on the given family of observables? How does noise affect the number of needed test states? The earlier discussion motivates the following definition, which is central to our investigation.

## Definition 4.3

Let $\mathcal{S}_{0} \subset \mathcal{S}$. Devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-compatible if there exist compatible devices $\mathrm{D}_{1}^{\prime}, \ldots, \mathrm{D}_{n}^{\prime}$ of the same type such that

$$
\begin{equation*}
\mathrm{D}_{j}^{\prime}(\varrho)=\mathrm{D}_{j}(\varrho) \tag{4.6}
\end{equation*}
$$

for all $j=1, \ldots, n$ and states $\varrho \in \mathcal{S}_{0}$. Otherwise, $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$ incompatible.

The definition is obviously interesting only when $D_{1}, \ldots, D_{n}$ are incompatible in the usual sense, i.e., with respect to the full state space. In that
case the definition means that if devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-compatible, their incompatibility cannot be verified by taking test states from $\mathcal{S}_{0}$ only, and vice versa, if devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-incompatible, their actions on $\mathcal{S}_{0}$ cannot be simulated by any collection of compatible devices and therefore their incompatibility should be able to be observed in some way.

The $\mathcal{S}_{0}$-compatibility depends not only on the size of $\mathcal{S}_{0}$ but also on its structure. We start with a simple example showing that there exist sets $\mathcal{S}_{0}$ such that an arbitrary family of devices is $\mathcal{S}_{0}$-compatible.

## Example 4.4

Any set of devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ is $\mathcal{S}_{0}$-compatible if $\mathcal{S}_{0}=\left\{\varrho_{1}, \ldots, \varrho_{k}\right\}$ consists of perfectly distinguishable states. In fact, one may construct a device $\mathrm{D}_{k}^{\prime}$ which outputs $\mathrm{D}_{k}\left(\varrho_{j}\right)$ after confirming an input state is $\varrho_{j}$ by measuring an observable that distinguishes the states in $\mathcal{S}_{0}$. It is easy to see that the devices $\mathrm{D}_{1}^{\prime}, \ldots, \mathrm{D}_{n}^{\prime}$ are compatible. The same argument works for devices in general probabilistic theories and one can use the same reasoning for a subset $\mathcal{S}_{0}$ that is broadcastable [225]. (We recall that a subset $\mathcal{S}_{0}$ is broadcastable if there exists a channel $B: \mathcal{S} \rightarrow \mathcal{S} \otimes \mathcal{S}$ such that the bipartite state $B(\varrho)$ has marginals equal to $\varrho$ for all $\varrho \in \mathcal{S}_{0}$.) For instance, two qubit states $\mathbb{1} / 2$ and $|0\rangle\langle 0|$ are broadcastable even though not distinguishable. Any pair of qubit channels $\Lambda_{1}$ and $\Lambda_{2}$ is $\mathcal{S}_{0}$-compatible for $\mathcal{S}_{0}=\{\mathbb{1} / 2,|0\rangle\langle 0|\}$ as we can define $\Lambda_{j}^{\prime}(\varrho)=\sum_{i=0}^{1}\langle i| \varrho|i\rangle \Lambda_{j}(|i\rangle\langle i|)$ for $j=1,2$. The channel $\Lambda_{j}^{\prime}$ has clearly the same action as $\Lambda_{j}$ on $\mathcal{S}_{0}$. A joint channel $\Lambda$ for $\Lambda_{1}^{\prime}$ and $\Lambda_{2}^{\prime}$ is given as

$$
\Lambda(\varrho)=\sum_{i=0}^{1}\langle i| \varrho|i\rangle \Lambda_{1}(|i\rangle\langle i|) \otimes \Lambda_{2}(|i\rangle\langle i|),
$$

and it is clear that, in fact, $\operatorname{Tr}_{2}[\Lambda(\varrho)]=\Lambda_{1}(\varrho)$ and $\operatorname{Tr}_{1}[\Lambda(\varrho)]=\Lambda_{2}(\varrho)$.
For a subset $\mathcal{S}_{0} \subset \mathcal{S}$, we denote by $\overline{\mathcal{S}}_{0}$ the intersection of the linear hull of $\mathcal{S}_{0}$ with $\mathcal{S}$, i.e.,

$$
\overline{\mathcal{S}}_{0}=\left\{\varrho \in \mathcal{S} \mid \varrho=\sum_{i=1}^{l} c_{i} \varrho_{i} \text { for some } c_{i} \in \mathbb{C} \text { and } \varrho_{i} \in \mathcal{S}_{0}\right\}
$$

In this definition we can assume without restriction that $c_{i} \in \mathbb{R}$ and $\sum_{i} c_{i}=$ 1 as they follow from the positivity and unit-trace of states. Since the condition (4.6) is linear in $\varrho$, we conclude that devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0^{-}}$ compatible if and only if they are $\overline{\mathcal{S}}_{0}$-compatible. This makes sense: if we can simulate the action of devices for states in $\mathcal{S}_{0}$, we can simply calculate the action for all states that are linear combinations of those states. This observation also shows that a reasonable way to quantify the size of a subset $\mathcal{S}_{0}$ for the task in question is the number of affinely independent states. We
consider the following questions. Given a collection of incompatible devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$,
(a) what is the smallest subset $\mathcal{S}_{0}$ such that $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-incompatible?
(b) what is the largest subset $\mathcal{S}_{0}$ such that $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-compatible?

Smallest and largest here mean the number of affinely independent states in $\overline{\mathcal{S}}_{0}$. It agrees with the linear dimension of the linear hull of $\mathcal{S}_{0}$, or dimaff $\mathcal{S}_{0}+$ 1 , where $\operatorname{dimaff} \mathcal{S}_{0}$ is the affine dimension of the affine hull aff $\mathcal{S}_{0}$ of $\mathcal{S}_{0}$ [49, 54]. The answer to (a) quantifies how many states we need to use to detect incompatibility if we choose them carefully, whereas the answer to (b) quantifies how many (affinely independent) states we may have to use if we cannot control their choice. Hence for both of these quantities lower number means more incompatibility in the sense of easier detection. The precise mathematical definitions read as follows.

## Definition 4.5

For a collection of incompatible devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$, we denote

$$
\chi_{\text {incomp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right)=\min _{\mathcal{S}_{0} \subset \mathcal{S}}\left\{\operatorname{dimaff} \mathcal{S}_{0}+1 \mid \mathrm{D}_{1}, \ldots, \mathrm{D}_{n}: \mathcal{S}_{0} \text {-incompatible }\right\}
$$

and

$$
\chi_{\text {comp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right)=\max _{\mathcal{S}_{0} \subset \mathcal{S}}\left\{\operatorname{dim} a f f \mathcal{S}_{0}+1 \mid \mathrm{D}_{1}, \ldots, \mathrm{D}_{n}: \mathcal{S}_{0} \text {-compatible }\right\} .
$$

We call these numbers the incompatibility dimension and compatibility dimension of $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ respectively.

From Example 4.4 and the fact that the linear dimension of the linear hull of $\mathcal{S}$ is $d^{2}$ we conclude that

$$
\begin{equation*}
2 \leqslant \chi_{\text {incomp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right) \leqslant d^{2} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
d \leqslant \chi_{\text {comp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right) \leqslant d^{2}-1 . \tag{4.8}
\end{equation*}
$$

Further, from the definitions of these quantities it directly follows that

$$
\begin{equation*}
\chi_{\text {incomp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right) \leqslant \chi_{\text {comp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right)+1 . \tag{4.9}
\end{equation*}
$$

We note that based on their definitions, both $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ are expected to be smaller for collections of devices that are more incompatible. The following monotonicity property of $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ under pre-processing is a basic property that any quantification of incompatibility is expected to satisfy.

## Proposition 4.6

Let $\Lambda: \mathcal{S} \rightarrow \mathcal{S}$ be a quantum channel and let $\widetilde{\mathrm{D}}_{j}$ be a pre-processing of $\mathrm{D}_{j}$ with $\Lambda$ for each $j=1, \ldots, n$, i.e., $\left.\widetilde{\mathrm{D}}_{j}(\varrho)=\mathrm{D}_{j}(\Lambda(\varrho))\right)$. If $\widetilde{\mathrm{D}}_{j}$ 's are incompatible, then also $\mathrm{D}_{j}$ 's are incompatible and

$$
\begin{equation*}
\chi_{\text {incomp }}\left(\widetilde{\mathrm{D}}_{1}, \ldots, \widetilde{\mathrm{D}}_{n}\right) \geqslant \chi_{\text {incomp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right) \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\text {comp }}\left(\widetilde{\mathrm{D}}_{1}, \ldots, \widetilde{\mathrm{D}}_{n}\right) \geqslant \chi_{\text {comp }}\left(\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}\right) . \tag{4.11}
\end{equation*}
$$

## Proof

Suppose that $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are $\mathcal{S}_{0}$-compatible for some subset $\mathcal{S}_{0}$. Let $\mathrm{D}^{\prime}$ be a device that gives devices $\mathrm{D}_{1}^{\prime}, \ldots, \mathrm{D}_{n}^{\prime}$ as marginals and these marginals satisfy (4.6) in $\mathcal{S}_{0}$. Then the pre-processing of $\mathrm{D}^{\prime}$ with $\Lambda$ gives $\widetilde{\mathrm{D}}_{1}, \ldots, \widetilde{\mathrm{D}}_{n}$ as marginals in $\mathcal{S}_{0}$. The claimed inequalities then follow.
The post-processing map of a device $\mathbf{D}$ depends on type of the device. For instance, the output set of an observable is $P(X)$ and post-processing is then described as a stochastic matrix [143]. We formulate and prove the following monotonicity property of $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ under post-processing only for observables. The formulation is analogous for other types of devices.

## Proposition 4.7

Let $\widetilde{\mathrm{A}}_{j}$ be a post-processing of $\mathrm{A}_{j}$ (i.e. $\widetilde{\mathrm{A}}_{j}\left(x^{\prime}\right)=\sum_{x} \nu_{j}\left(x^{\prime}, x\right) \mathrm{A}_{j}(x)$ for some stochastic matrix $\nu_{j}$ ) for each $j=1, \ldots, n$. If $\widetilde{\mathrm{A}}_{j}$ 's are $\mathcal{S}_{0}$-incompatible, then also $\mathrm{A}_{j}$ 's are $\mathcal{S}_{0}$-incompatible and

$$
\begin{equation*}
\chi_{\text {incomp }}\left(\widetilde{\mathrm{A}}_{1}, \ldots, \widetilde{\mathrm{~A}}_{n}\right) \geqslant \chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{c o m p}\left(\widetilde{\mathrm{~A}}_{1}, \ldots, \widetilde{\mathrm{~A}}_{n}\right) \geqslant \chi_{\text {comp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) . \tag{4.13}
\end{equation*}
$$

## Proof

Suppose that $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ are $\mathcal{S}_{0}$-compatible for some subset $\mathcal{S}_{0}$. This means that there exists an observable G satisfying for all $\varrho \in \mathcal{S}_{0}$, any $j$ and $x_{j}$,

$$
\begin{equation*}
\operatorname{Tr}\left[\varrho \mathrm{A}_{j}\left(x_{j}\right)\right]=\sum_{l \neq j} \sum_{x_{l}} \operatorname{Tr}\left[\varrho \mathrm{G}\left(x_{1}, \ldots, x_{n}\right)\right] . \tag{4.14}
\end{equation*}
$$

We define an observable $\widetilde{G}$

$$
\widetilde{\mathrm{G}}\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)=\sum_{x_{1}, \ldots, x_{n}} \nu\left(x_{1}^{\prime} \mid x_{1}\right) \cdots \nu\left(x_{n}^{\prime} \mid x_{n}\right) \mathrm{G}\left(x_{1}, \ldots, x_{n}\right),
$$

and it then satisfies

$$
\begin{equation*}
\operatorname{Tr}\left[\varrho \widetilde{\AA}_{j}\left(x_{j}^{\prime}\right)\right]=\sum_{l \neq j} \sum_{x_{l}^{\prime}} \operatorname{Tr}\left[\varrho \widetilde{\mathrm{G}}\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)\right] \tag{4.15}
\end{equation*}
$$

for all $\varrho \in \mathcal{S}_{0}$, any $j$ and $x_{j}^{\prime}$. This shows that $\widetilde{\mathrm{A}}_{1}, \ldots, \widetilde{\mathrm{~A}}_{n}$ are $\mathcal{S}_{0}$-compatible. The claimed inequalities then follow.

We will now have some examples to demonstrate the values of $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ in some standard cases.
Example 4.8
Let us consider the identity channel id : $\mathcal{S}\left(\mathbb{C}^{d}\right) \rightarrow \mathcal{S}\left(\mathbb{C}^{d}\right)$. It follows from the definitions that two identity channels are $\mathcal{S}_{0}$-compatible if and only if $\mathcal{S}_{0}$ is a broadcastable set. It is known that a subset of states is broadcastable only if the states commute with each other [144], and for this reason the pair of two identity channels is $\mathcal{S}_{0}$-incompatible whenever $\mathcal{S}_{0}$ contains two noncommuting states. Therefore, we have $\chi_{\text {incomp }}(\mathrm{id}, \mathrm{id})=2$. On the other hand, $\mathcal{S}_{0}$ consisting of distinguishable states makes the identity channels $\mathcal{S}_{0}$ compatible. As $\mathcal{S}_{0}$ consisting of commutative states has at most $d$ affinely independent states, we conclude that $\chi_{\text {comp }}(\mathrm{id}, \mathrm{id})=d$.

A comparison of the results of Example 4.8 to the bounds (4.7) and (4.8) shows that the pair of identity channels has the smallest possible incompatibility and compatibility dimensions. This is quite expectable as that pair is consider to be the most incompatible pair - any device can be post-processed from the identity channel. Perhaps surprisingly, the lower bound of $\chi_{\text {incomp }}$ can be attained already with a pair of dichotomic observables; this is shown in the next example.

## Example 4.9

Let $P$ and $Q$ be two noncommuting one-dimensional projections in a $d$ dimensional Hilbert space $\mathcal{H}$. We define two dichotomic observables A and $B$ as

$$
\mathrm{A}(1)=P, \mathrm{~A}(0)=\mathbb{1}-P, \quad \mathrm{~B}(1)=Q, \mathrm{~B}(0)=\mathbb{1}-Q .
$$

Let us then consider a subset consisting of two states,

$$
\mathcal{S}_{0}=\left\{\varrho^{P}, \varrho^{Q}\right\}:=\left\{\frac{1}{d-1}(\mathbb{1}-P), \frac{1}{d-1}(\mathbb{1}-Q)\right\} .
$$

We find that the dichotomic observables A and B are $\mathcal{S}_{0}$-incompatible. To see this, let us make a counter assumption that A and B are $\mathcal{S}_{0}$-compatible, in which case there exists $G$ such that the marginal condition (4.3) holds for both observables and for all $\varrho \in \mathcal{S}_{0}$. We have $\operatorname{Tr}\left[\varrho^{P} \mathrm{~A}(1)\right]=0$ and therefore

$$
0=\operatorname{Tr}[(\mathbb{1}-P) \mathrm{G}(1,1)]=\operatorname{Tr}[(\mathbb{1}-P) \mathrm{G}(1,0)] .
$$

It follows that $\mathrm{G}(1,1)=\alpha P$ and $\mathrm{G}(1,0)=\beta P$. Further, $\operatorname{Tr}[P \mathrm{~A}(1)]=$ 1 and hence $\alpha+\beta=1$. In a similar way we obtain $\mathrm{G}(1,1)=\gamma Q$ and
$\mathrm{G}(0,1)=\delta Q$ with $\gamma+\delta=1$. It follows that $\alpha=\gamma=0$ and $\beta=\delta=1$. But $\mathrm{G}(1,0)+\mathrm{G}(0,1)=P+Q$ contradicts $\mathrm{G}(1,0)+\mathrm{G}(0,1) \leqslant \mathbb{1}$. Thus we conclude $\chi_{\text {incomp }}(\mathrm{A}, \mathrm{B})=2$.

For two incompatible sharp qubit observables (Example 4.I) the previous example gives a concrete subset of two states such that the observables are incompatible and proves that $\chi_{\text {incomp }}\left(\mathrm{A}^{\mathbf{a}}, \mathrm{A}^{\mathbf{b}}\right)=2$ for such a pair. The incompatibility dimension for unsharp qubit observables is more complicated and will be treated in Section 4.3 .
Example 4.10
Let us consider two observables A and B . Fix a state $\varrho_{0} \in \mathcal{S}$ and define

$$
\mathcal{S}_{0}=\left\{\varrho \in \mathcal{S}: \operatorname{Tr}[\varrho \mathrm{A}(x)]=\operatorname{Tr}\left[\varrho_{0} \mathrm{~A}(x)\right] \forall x\right\} .
$$

Then A and B are $\mathcal{S}_{0}$-compatible. To see this, we define an observable G as

$$
\mathrm{G}(x, y)=\operatorname{Tr}\left[\varrho_{0} \mathrm{~A}(x)\right] \mathrm{B}(y) .
$$

It is then straightforward to verify that (4.3) holds for all $\varrho \in \mathcal{S}_{0}$. As a special instance of this construction, let $A^{\mathbf{a}}$ be a qubit observable and $\mathbf{a} \neq 0$ (see Example T.II). We choose $\mathcal{S}_{0}=\left\{\varrho \in \mathcal{S} \left\lvert\, \operatorname{Tr}\left[\varrho A^{\mathbf{a}}(+)\right]=\frac{1}{2}\right.\right\}$. We then have $\mathcal{S}_{0}=\left\{\left.\frac{1}{2}(\mathbb{1}+\mathbf{r} \cdot \sigma) \right\rvert\, \mathbf{r} \cdot \mathbf{a}=0\right\}$ and hence dimaff $\mathcal{S}_{0}=2$. Based on the previous argument, $\mathrm{A}^{\mathbf{a}}$ is $\mathcal{S}_{0}$-compatible with any $\mathrm{A}^{\mathbf{b}}$. Therefore, $\chi_{\text {comp }}\left(\mathrm{A}^{\mathbf{a}}, \mathrm{A}^{\mathbf{b}}\right)=3$ for all incompatible qubit observables $A^{\mathbf{a}}$ and $A^{b}$.

### 4.1.3 Remarks on other formulations of incompatibility dimension

The notion of $\mathcal{S}_{0}$-compatibility for quantum observables has been introduced in [132] and in that particular case (i.e. quantum observables) it is equivalent to Definition 4.3 . In the current investigation, our focus is on the largest or smallest $\mathcal{S}_{0}$ on which devices $\mathrm{D}_{1}, \ldots, \mathrm{D}_{n}$ are compatible or incompatible, and this has some differences to the earlier approaches. In [134], the term "compatibility dimension" was introduced and for observables $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ on a $d$-dimensional Hilbert space $\mathcal{H}=\mathbb{C}^{d}$ : it is given by

$$
\begin{aligned}
R\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)=\max \left\{r \leqslant d \mid \exists V: \mathbb{C}^{r} \rightarrow \mathbb{C}^{d}\right. \text { isometry } \\
\text { s.t. } \left.V^{*} \mathrm{~A}_{1} V, \ldots, V^{*} \mathrm{~A}_{n} V \text { are compatible }\right\}
\end{aligned}
$$

Evaluations of $R\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ in various cases such as $n=2$ and $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ are rank-1 were presented in [[34]. To describe it in our notions, let us denote $\mathbb{C}^{r}$ by $\mathcal{K}$, and define $\mathcal{S}_{\mathcal{H}}$ and $\mathcal{S}_{\mathcal{K}}$ as the set of all density operator on
$\mathcal{H}$ and $\mathcal{K}$ respectively. We also introduce $\mathcal{S}_{V \mathcal{K}}$ as

$$
\mathcal{S}_{V \mathcal{K}}:=\{\varrho \in \mathcal{S} \mid \operatorname{supp} \varrho \subset V \mathcal{K}\}=V \mathcal{S}_{\mathcal{K}} V^{*} \subset \mathcal{S}_{\mathcal{H}} .
$$

Then, we can see that the $\mathcal{S}_{\mathcal{K}}$-compatibility of $V^{*} \mathrm{~A}_{1} V,, \ldots, V^{*} \mathrm{~A}_{n} V$ is equivalent to the $\mathcal{S}_{V \mathcal{K}}$-compatibility of $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$. Therefore, if we focus only on sets of states such as $\mathcal{S}_{V \mathcal{K}}$ (i.e. states with fixed support), then there is no essential difference between our compatibility dimension and the previous one: $R\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)=r$ iff $\chi_{\text {comp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)=r^{2}$. In [134] also the concept of "strong compatibility dimension" was defined as

$$
\begin{array}{r}
\bar{R}\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)=\max \left\{r \leqslant d \mid \forall V: \mathbb{C}^{r} \rightarrow \mathbb{C}^{d}\right. \text { isometry } \\
\text { s.t. } \left.V^{*} \mathrm{~A}_{1} V, \ldots, V^{*} \mathrm{~A}_{n} V \text { are compatible }\right\} .
\end{array}
$$

It is related to our notion of incompatibility dimension. In fact, if we only admit sets of states such as $\mathcal{S}_{V \mathcal{K}}$, then $\bar{R}\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ and $\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ are essentially the same: $\bar{R}\left(\mathrm{~A}_{1}, \ldots, \mathrm{~A}_{n}\right)=r$ iff $\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)=(r+1)^{2}$.

Similar notions have been introduced and investigated also in [133, [135]. As in [134], these works focus on quantum observables and on subsets of states that are lower dimensional subspaces of the original state space. Therefore, the notions are not directly applicable in GPTs. In [135] incompatibility is classified into three types. They are explained exactly in terms of [434] as
(i) incompressive incompatibility: $\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ are $\mathcal{S}_{V \mathcal{K}}$-compatible for all $\mathcal{K}$ and $V$
(ii) fully compressive incompatibility: $\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ are $\mathcal{S}_{V \mathcal{K}}$-incompatible for all nontrivial $\mathcal{K}$ and $V$
(iii) partly compressive incompatibility: there is a $V$ and $\mathcal{K}$ such that $\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ are $\mathcal{S}_{V \mathcal{K}}$-compatible, and some $V^{\prime}$ and $\mathcal{K}^{\prime}$ such that $\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ are $\mathcal{S}_{V^{\prime} \mathcal{K}^{\prime}-\text {-incompatible. }}$
In [135] concrete constructions of these three types of incompatible observables were given.

### 4.2 Incompatibility dimension and incompatibility witness

In this section we show how the notion of incompatibility dimension is related to the notion of incompatibility witness.

### 4.2.1 Relation between incompatibility dimension and incompatibility witness for observables

An incompatibility witness is an affine functional $\xi$ defined on $n$-tuples of observables such that $\xi$ takes non-negative values on all compatible $n$-tuples and a negative value at least for some incompatible $n$-tuple [16, [17, [12]. Every incompatibility witness $\xi$ is of the form

$$
\begin{equation*}
\xi\left(\oplus_{j=1}^{n} \mathrm{~A}_{j}\right)=\delta-f\left(\oplus_{j=1}^{n} \mathrm{~A}_{j}\right), \tag{4.16}
\end{equation*}
$$

where $\delta \in \mathbb{R}$ and $f$ is a linear functional on $\oplus_{j=1}^{n} \mathcal{L}_{s}(\mathcal{H})^{m_{j}}$ with $\mathcal{L}_{s}(\mathcal{H})$ being the set of all self-adjoint operators on $\mathcal{H}$ and $m_{j}$ the number of outcomes of $\mathrm{A}_{j}$. It can be written also in the form

$$
\begin{equation*}
\xi\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)=\delta-\sum_{j=1}^{n} \sum_{x_{j}=1}^{m_{j}} c_{j, x_{j}} \operatorname{Tr}\left[\varrho_{j, x_{j}} \mathrm{~A}_{j}\left(x_{j}\right)\right], \tag{4.17}
\end{equation*}
$$

where $c_{j, x_{j}}$ 's are real numbers, and $\varrho_{j, x_{j}}$ 's are states. This result has been proven in [[7]] for incompatibility witnesses acting on pairs of observables and the generalization to $n$-tuples is straightforward. A witness $\xi$ detects the incompatibility of observables $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ if $\xi\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)<0$. The following proposition gives a simple relation between incompatibility dimension and incompatibility witness.

## Proposition 4.11

Assume that an incompatibility witness $\xi$ has the form (4..]7) and it detects the incompatibility of observables $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$. Then $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ are $\mathcal{S}_{0}$ incompatible for $\mathcal{S}_{0}=\left\{\varrho_{j, x_{j}} \mid j=1, \ldots, n, x_{j}=1, \ldots, m_{j}\right\}$.

## Proof

Let $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ be $\mathcal{S}_{0}$-compatible. Then we have compatible observables $\widetilde{\mathrm{A}}_{1}, \ldots, \widetilde{\mathrm{~A}}_{n}$ such that $\operatorname{Tr}\left[\varrho \mathrm{A}_{j}\left(x_{j}\right)\right]=\operatorname{Tr}\left[\varrho \widetilde{\mathrm{A}}_{j}\left(x_{j}\right)\right]$ for all $\varrho \in \mathcal{S}_{0}$. This implies that

$$
\xi\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)=\xi\left(\widetilde{\mathrm{A}}_{1}, \ldots, \widetilde{\mathrm{~A}}_{n}\right) \geqslant 0
$$

which contradicts to the assumption that $\xi$ detects the incompatibility of observables $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$.

It has been shown in [[7] that any incompatible pair of observables is detected by some incompatibility witness of the form ( $\mathbb{4 . J 7}$ ). The proof is straightforward to generalize to $n$-tuples of observables, and thus, together with Proposition 4.$]$, we can obtain

$$
\begin{equation*}
\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) \leqslant m_{1}+\cdots+m_{n} . \tag{4.18}
\end{equation*}
$$

That is, the incompatibility dimension of $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ can be evaluated via their incompatibility witness (we will derive a better upper bound later in this section). We can further prove the following proposition.

## Proposition 4.12

The statements (i) and (ii) for a set of incompatible observables $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ are equivalent:
(i) $\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) \leqslant N$
(ii) There exist a family of linearly independent states $\left\{\varrho_{1}, \ldots, \varrho_{N}\right\}$ and real numbers $\delta$ and $\left\{c_{l, j, x_{j}}\right\}_{l, j, x_{j}}\left(l=1, \ldots, N, j=1, \ldots, n, x_{j}=1, \ldots, m_{j}\right)$ such that the incompatibility witness $\xi$ defined by

$$
\xi\left(\mathrm{B}_{1}, \ldots, \mathrm{~B}_{n}\right)=\delta-\sum_{l=1}^{N} \sum_{j=1}^{n} \sum_{x_{j}=1}^{m_{j}} c_{l, j, x_{j}} \operatorname{tr}\left[\varrho_{l} \mathrm{~B}_{j}\left(x_{j}\right)\right]
$$

detects the incompatibility of $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$.
The claim $(i) \Rightarrow(i i)$ may be regarded as the converse of the previous argument to obtain ( 4.18 ). It manifests that we can find an incompatibility witness detecting the incompatibility of $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ reflecting their incompatibility dimension.

## Proof

(ii) $\Rightarrow(i)$ can be proven in the same way as Proposition $4 . \square$. Thus, we focus on proving $(i) \Rightarrow(i i)$. Suppose that a family of observables $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ satisfies $\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)=N$. Then there exists a family of linearly independent states $\left\{\varrho_{1}, \varrho_{2}, \ldots, \varrho_{N}\right\}$ in $\mathcal{L}_{s}(\mathcal{H})$ on which $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ are incompatible. We can regard the family $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ as an element of a vector space $\mathcal{L}$ defined as $\mathcal{L}:=\oplus_{j=1}^{n} \mathcal{L}_{s}(\mathcal{H})^{m_{j}}$, that is, $\mathrm{A}:=\oplus_{j=1}^{n} \mathrm{~A}_{j} \in \mathcal{L}$. For each $l=1, \ldots, N, j=1, \ldots, n$, and $x_{j}=1, \ldots, m_{j}$, let us define a subset $K\left(\mathrm{~A}, \varrho_{l}, j, x_{j}\right)$ of $\mathcal{L}$ as

$$
\begin{equation*}
K\left(\mathrm{~A}, \varrho_{l}, j, x_{j}\right):=\left\{\mathrm{B} \in \mathcal{L} \mid\left\langle\varrho_{l} \mid \mathrm{B}_{j}\left(x_{j}\right)\right\rangle_{H S}=\left\langle\varrho_{l} \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S}\right\} \tag{4.19}
\end{equation*}
$$

where $\left\langle\varrho_{l} \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S}:=\operatorname{tr}\left[\varrho_{l} \mathrm{~A}_{j}\left(x_{j}\right)\right]$ is the Hilbert-Schmidt inner product on $\mathcal{L}_{s}(\mathcal{H})$. Note that this inner product can be naturally extended to an inner product $\langle\langle\cdot \mid \cdot\rangle\rangle$ on $\mathcal{L}$ :

$$
\langle\langle\mathrm{A} \mid \mathrm{B}\rangle\rangle=\sum_{j=1}^{n} \sum_{x_{j}=1}^{m_{j}}\left\langle\mathrm{~A}_{j}\left(x_{j}\right) \mid \mathrm{B}_{j}\left(x_{j}\right)\right\rangle_{H S} .
$$

Embedding $\varrho_{l}$ into $\mathcal{L}$ by $\hat{\varrho}_{l}^{j, x_{j}}=\oplus_{i=1}^{n} \oplus_{y=1}^{m_{i}} \delta_{i j} \delta_{y x_{j}} \varrho_{l}$ for each $j, x_{j}$ and $l$, we
obtain another representation of (4.19) as

$$
\begin{equation*}
K\left(\mathrm{~A}, \varrho_{l}, j, x_{j}\right)=\left\{\mathrm{B} \mid\left\langle\left\langle\hat{\varrho}_{l}^{j, x} \mid \mathrm{B}\right\rangle\right\rangle=\left\langle\left\langle\hat{\varrho}_{l}^{j, x_{j}} \mid \mathrm{A}\right\rangle\right\rangle\right\} . \tag{4.20}
\end{equation*}
$$

Thus this set is a hyperplane in $\mathcal{L}$. Note that $\left\{\hat{\varrho}_{l}^{j, x}\right\}_{l, j, x_{j}}$ is a linearly independent set in $\mathcal{L}$. Consider an affine set $K:=\cap_{l=1}^{N} \cap_{j=1}^{n} \cap_{x_{j}=1}^{m_{j}} K\left(\mathrm{~A}, \varrho_{l}, j, x_{j}\right)$. Because $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$ is incompatible in $\left\{\varrho_{1}, \cdots, \varrho_{N}\right\}$, it satisfies

$$
\begin{equation*}
K \cap C=\varnothing \tag{4.21}
\end{equation*}
$$

where $C:=\left\{\mathrm{C} \in \mathcal{L} \mid\left\{\mathrm{C}_{1}, \ldots \mathrm{C}_{n}\right\}\right.$ is compatible $\}$. Thus, by the separating hyperplane theorem [49], there exists a hyperplane in $\mathcal{L}$ which separates strongly the (closed) convex sets $K$ and $C$. In the following, we will show that one of those separating hyperplanes can be constructed from $\left\{\hat{\varrho}_{l}^{j, x}\right\}_{l, j, x_{j}}$.

Let us extend a family of linearly independent vectors $\left\{\hat{\varrho}_{l}^{j, x_{j}}\right\}_{l, j, x_{j}}$ to form a basis of $\mathcal{L}$. That is, we introduce a basis $\left\{v_{b}\right\}_{b=1, \ldots, \operatorname{dim} \mathcal{L}}$ of $\mathcal{L}$ satisfying $\left\{v_{a}\right\}_{a=1, \ldots, N\left(\sum_{j} m_{j}\right)}=\left\{\hat{\varrho}_{l}^{j, x_{j}}\right\}_{l, j, x_{j}}$. We introduce its dual basis $\left\{w_{b}\right\}_{b=1,2, \ldots, \operatorname{dim} \mathcal{L}}$ satisfying $\left\langle\left\langle v_{a} \mid w_{b}\right\rangle\right\rangle=\delta_{a b}$. Because $K$ can be written as

$$
K=\left\{\mathrm{B} \mid\left\langle\left\langle\hat{\varrho}_{l}^{j, x_{j}} \mid(\mathrm{B}-\mathrm{A})\right\rangle\right\rangle=0, \forall l, j, x_{j}\right\}
$$

it is represented in terms this (dual) basis as

$$
K=\mathrm{A}+K_{0}
$$

where $K_{0}$ is an affine set defined by

$$
\begin{equation*}
K_{0}:=\left\{\sum_{a=N\left(\sum_{j} m_{j}\right)+1}^{\operatorname{dim} \mathcal{L}} c_{a} w_{a} \mid c_{a} \in \mathbb{R}\right\} \tag{4.22}
\end{equation*}
$$

Now we can construct a hyperplane separating $K$ and $C$. To do this, let us focus on the convex sets $K_{0}$ and $C^{\prime}:=C-A$ instead of $K$ and $C$, which satisfy $K_{0} \cap C^{\prime}=\varnothing$ because of (4.27). We can apply the separating hyperplane theorem (Theorem 11.2 in [49]) for the affine set $K_{0}$ and convex set $C^{\prime}$. There exists a hyperplane $H_{0}$ in $\mathcal{L}$ such that $K_{0}$ and $C^{\prime}$ are contained by $H_{0}$ and one of its associating open half-spaces respectively. That is, there exists $h \in \mathcal{L}$ satisfying

$$
H_{0}=\{\mathrm{B} \in \mathcal{L} \mid\langle\langle\mathrm{B} \mid h\rangle\rangle=0\}
$$

with $K_{0} \subset H_{0}$, and $\left\langle\left\langle\mathrm{C}^{\prime} \mid h\right\rangle\right\rangle<0$ for all $\mathrm{C}^{\prime} \in C^{\prime}$. Let us examine the vector $h$. It satisfies

$$
\left\langle\left\langle w_{a} \mid h\right\rangle\right\rangle=0 \text { for all } a=N\left(\sum_{j} m_{j}\right)+1, \ldots, \operatorname{dim} \mathcal{L}
$$

because $K_{0} \subset H_{0}$ (see (4.22)). Thus, if we write $h$ as $h=\sum_{a=1}^{\operatorname{dim} \mathcal{L}} c_{a} v_{a}$, then we can find that $c_{a}=0$ holds for all $a=N\left(\sum_{j} m_{j}\right)+1, \ldots, \operatorname{dim} \mathcal{L}$. It follows that

$$
h=\sum_{a=1}^{N\left(\sum_{j} m_{j}\right)} c_{a} v_{a}=\sum_{l} \sum_{j} \sum_{x_{j}} c_{l, j, x_{j}} \hat{\varrho}_{l}^{j, x_{j}}
$$

holds, and the hyperplane $H_{0}$ can be written as

$$
H_{0}=\left\{\mathrm{B} \in \mathcal{L} \mid \sum_{l} \sum_{j} \sum_{x_{j}} c_{l, j, x_{j}} \operatorname{Tr}\left[\varrho_{l} \mathrm{~B}_{j}\left(x_{j}\right)\right]=0\right\} .
$$

Then, the hyperplane $H^{\prime}:=\mathrm{A}+H_{0}$, a translation of $H_{0}$, of the form

$$
H^{\prime}=\left\{\mathrm{B} \in \mathcal{L} \mid \sum_{l} \sum_{j} \sum_{x_{j}} c_{l, j, x_{j}} \operatorname{Tr}\left[\varrho_{l} \mathrm{~B}_{j}\left(x_{j}\right)\right]=\delta^{\prime}\right\}
$$

contains the original sets $K$, and satisfy

$$
\sum_{l} \sum_{j} \sum_{x_{j}} c_{l, j, x_{j}} \operatorname{Tr}\left[\varrho_{l} \mathrm{C}_{j}\left(x_{j}\right)\right]<\delta^{\prime}
$$

for all $\mathrm{C} \in C$. We can displace $H^{\prime}$ slightly in the direction of $C$ to obtain a hyperplane $H$ defined as

$$
H=\left\{\mathrm{B} \in \mathcal{L} \mid \sum_{l} \sum_{j} \sum_{x_{j}} c_{l, j, x_{j}} \operatorname{Tr}\left[\rho_{l} \mathrm{~B}_{j}\left(x_{j}\right)\right]=\delta\right\}
$$

which (strongly) separates $H^{\prime}$ (in particular $K$ ) and $C$ because $H^{\prime}$ is closed and $C$ is compact (see Corollary 11.4.2 in [49]]). The claim now follows as $\mathrm{A} \in K$.

### 4.2.2 An upper bound on the incompatibility dimension of observables via incompatibility witness

We can give a better upper bound than ( 4.18 ) for the incompatibiliy dimension by slightly modifing the previous argument in [T7] on incompatibility witness.

## Proposition 4.13

Let $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ be incompatible observables with $m_{1}, \ldots, m_{n}$ outcomes, respectively. Then

$$
\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right) \leqslant \sum_{j=1}^{n} m_{j}-n+1
$$

## Proof

We continue following the same notations as the proof of Proposition 4.12 . Let us assume that the incompatibility of $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ is detected by an incompatibility witness $\xi$. The functional $\xi$ is of the form

$$
\xi(\mathrm{A})=\delta-f(\mathrm{~A})
$$

with a real number $\delta$ and a functional $f$ on $\mathcal{L}$ (see (4.76)). Then, Riesz representation theorem shows that the functional $f$ can be represented as

$$
f(\mathrm{~A})=\sum_{j=1}^{n} \sum_{x_{j}}^{m_{j}}\left\langle F_{j}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S}
$$

with some $F_{j}\left(x_{j}\right) \in \mathcal{L}_{s}(\mathcal{H})\left(j=1, \ldots, n, x_{j}=1, \ldots, m_{j}\right)$. If we define $F_{j}^{\prime}\left(x_{j}\right)=F_{j}\left(x_{j}\right)+\epsilon_{j} \mathbb{1}$, then we find

$$
\xi(\mathrm{A})=\delta+d \sum_{j} \epsilon_{j}-\sum_{j=1}^{n} \sum_{x_{j}=1}^{m_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S} .
$$

We choose $\epsilon_{j}$ so that

$$
\sum_{x_{j}} \operatorname{tr}\left[F_{j}^{\prime}\left(x_{j}\right)\right]=\sum_{x_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathbb{1}\right\rangle_{H S}=0
$$

holds. The choice of $\left\{F_{j}^{\prime}\left(x_{j}\right)\right\}_{j, x_{j}}$ has still some freedom. Each $F_{j}^{\prime}\left(x_{j}\right)$ can be replaced with $F_{j}^{\prime \prime}\left(x_{j}\right)=F_{j}^{\prime}\left(x_{j}\right)+T_{j}$, where $T_{j} \in \mathcal{L}_{s}(\mathcal{H})$ satisfies $\operatorname{tr}\left[T_{j}\right]=$ $\left\langle T_{j} \mid \mathbb{1}\right\rangle_{H S}=0$. In fact, it holds that

$$
\begin{aligned}
\sum_{x_{j}}\left\langle F_{j}^{\prime \prime}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S} & =\sum_{x_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S}+\sum_{x_{j}}\left\langle T_{j} \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S} \\
& =\sum_{x_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S}+\left\langle T_{j} \mid \mathbb{1}\right\rangle_{H S} \\
& =\sum_{x_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S} .
\end{aligned}
$$

We choose $T_{j}$ as $m_{j} T_{j}=-\sum_{x_{j}=1}^{m_{j}} F_{j}^{\prime}\left(x_{j}\right)$ which indeed satisfies

$$
m_{j}\left\langle T_{j} \mid \mathbb{1}\right\rangle_{H S}=-\sum_{x_{j}=1}^{m_{j}}\left\langle F_{j}^{\prime}\left(x_{j}\right) \mid \mathbb{1}\right\rangle_{H S}=0,
$$

i.e., $\operatorname{Tr}\left[T_{j}\right]=0$, to obtain

$$
\sum_{x_{j}} F_{j}^{\prime \prime}\left(x_{j}\right)=0 .
$$

We further choose large numbers $\alpha_{j} \geqslant 0$ so that $G_{j}\left(x_{j}\right):=F_{j}^{\prime \prime}\left(x_{j}\right)+\alpha_{j} \mathbb{1} \geqslant 0$ for all $j$ and $x_{j}$. Now we obtain a representation of the witness which is equivalent to $\xi$ for $n$-tuples of observables as

$$
\xi^{*}(\mathrm{~A})=\delta+d \sum_{j}\left(\epsilon_{j}+\alpha_{j}\right)-\sum_{j} \sum_{x_{j}}\left\langle G_{j}\left(x_{j}\right) \mid \mathrm{A}_{j}\left(x_{j}\right)\right\rangle_{H S},
$$

where positive operators $G_{j}\left(x_{j}\right)$ 's satisfy $\sum_{x_{j}} G_{j}\left(x_{j}\right)=m_{j} \alpha_{j} \mathbb{1}$. Defining density operators $\varrho_{j}\left(x_{j}\right)$ by $\varrho_{j}\left(x_{j}\right)=\frac{G_{j}\left(x_{j}\right)}{\operatorname{tr}\left[G_{j}\left(x_{j}\right)\right]}$, we obtain yet another representation

$$
\xi^{*}(\mathrm{~A})=\delta+d \sum_{j}\left(\epsilon_{j}+\alpha_{j}\right)-\sum_{j} \sum_{x_{j}} \operatorname{tr}\left[G_{j}\left(x_{j}\right)\right] \operatorname{tr}\left[\varrho_{j}\left(x_{j}\right) \mathrm{A}_{j}\left(x_{j}\right)\right]
$$

with $\varrho_{j}\left(x_{j}\right)$ 's satisfying constraints

$$
\begin{equation*}
\sum_{x_{j}} \operatorname{tr}\left[G_{j}\left(x_{j}\right)\right] \varrho_{j}\left(x_{j}\right)=m_{j} \alpha_{j} \mathbb{1} . \tag{4.23}
\end{equation*}
$$

Thus, according to Proposition [.]D, $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ are $\mathcal{S}_{0}$-incompatible with $\mathcal{S}_{0}=\left\{\varrho_{j}\left(x_{j}\right)\right\}_{j, x_{j}}$. To evaluate dimaff $\mathcal{S}_{0}$, we focus on the condition (4.2.3). Introducing parameters $p_{j}\left(x_{j}\right):=\operatorname{tr}\left[G_{j}\left(x_{j}\right)\right] / d m_{j} \alpha_{j}$ such that $\sum_{x_{j}} p_{j}\left(x_{j}\right)=$ 1, we obtain

$$
\sum_{x_{j}} p_{j}\left(x_{j}\right) \varrho_{j}\left(x_{j}\right)=\frac{1}{d} \mathbb{1},
$$

or

$$
\sum_{x_{j}} p_{j}\left(x_{j}\right) \tilde{\varrho}_{j}\left(x_{j}\right)=0,
$$

where $\tilde{\varrho}_{j}\left(x_{j}\right):=\varrho_{j}\left(x_{j}\right)-\frac{1}{d} \mathbb{1}$. It follows that $\left\{\tilde{\varrho}_{j}\left(x_{j}\right)\right\}_{x_{j}}$ are linearly dependent, and thus

$$
\operatorname{dim} \operatorname{span}\left\{\tilde{\varrho}_{j}\left(x_{j}\right)\right\}_{x_{j}} \leqslant m_{1}-1
$$

Similar arguments for the other $j$ 's result in

$$
\operatorname{dim} \operatorname{span}\left\{\tilde{\varrho}_{j}\left(x_{j}\right)\right\}_{j, x_{j}} \leqslant \sum_{j}\left(m_{j}-1\right)=\sum_{j} m_{j}-n
$$

Considering that

$$
\operatorname{dimspan}\left\{\tilde{\varrho}_{j}\left(x_{j}\right)\right\}_{j, x_{j}}=\operatorname{dimaff}\left\{\varrho_{j}\left(x_{j}\right)\right\}_{j, x_{j}}
$$

holds, we can obtain the claim of the proposition.
The bound in Proposition 4.53 is not tight in general since the right-hand side of the inequality can exceed the bound obtained in (4.7). However, for small $n$ and $m_{j}$ 's, the bound can be tight. In fact, while for $n=2$ and
$m_{1}=m_{2}=2$ it gives $\chi_{\text {incomp }}\left(\mathrm{A}_{1}, \mathrm{~A}_{2}\right) \leqslant 3$, we will construct an example which attains this upper bound in the next section.

## 4.3 (In)compatibility dimension for mutually unbiased qubit observables

In this section we study the incompatibility dimension of pairs of unbiased qubit observables introduced in Example 4.J. We concentrate on pairs that are mutually unbiased, i.e., $\operatorname{Tr}\left[A^{a}( \pm) A^{b}( \pm)\right]=1 / 2$ (this terminology originates from the fact that if the observables are sharp, then the respective orthonormal bases are mutually unbiased. In the previously written form the definition makes sense also for unsharp observables [[45]]). The condition of mutual unbiasedness is invariant under a global unitary transformation, hence it is enough to fix the basis $\mathbf{x}=(1,0,0), \mathbf{y}=(0,1,0), \mathbf{z}=(0,0,1)$ in $\mathbb{R}^{3}$ and choose two of these unit vectors. We will study the observables $A^{t \mathbf{x}}$ and $\mathrm{A}^{t \mathbf{y}}$, where $0 \leqslant t \leqslant 1$. The observables are written explicitly as

$$
\mathrm{A}^{t \mathrm{x}}( \pm)=\frac{1}{2}\left(\mathbb{1} \pm t \sigma_{1}\right), \quad \mathrm{A}^{t \mathbf{y}}( \pm)=\frac{1}{2}\left(\mathbb{1} \pm t \sigma_{2}\right) .
$$

The condition (4.2) shows that $A^{t x}$ and $A^{t y}$ are incompatible if and only if $1 / \sqrt{2}<t \leqslant 1$. The choice of having mutually unbiased observables as well as using a single noise parameter instead of two is to simplify the calculations.

We have seen in Example 4.10 that $\chi_{\text {comp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=3$ for all values $t$ for which the pair is incompatible. We have further seen (discussion after Example 4.9) that $\chi_{\text {incomp }}\left(\mathrm{A}^{\mathbf{x}}, \mathrm{A}^{\mathbf{y}}\right)=2$, and from Prop. 4.13 follows that $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right) \leqslant 3$ for all $1 / \sqrt{2}<t \leqslant 1$. The remaining question is then about the exact value of $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)$, which can depend on the noise parameter $t$ and will be in our focus in this section (see Table 4.11).

|  | $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)$ | $\chi_{\text {comp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)$ |
| :---: | :---: | :---: |
| $t \leqslant \frac{1}{\sqrt{2}}$ | - | - |
| $\frac{1}{\sqrt{2}}<t<1$ | 2 or 3 | (Proposition 4.14) |

Table 4.1: $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ for $\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{t \mathrm{y}}\right)$ with $0 \leqslant t \leqslant 1$. For $t \leqslant 1 / \sqrt{2}$ the observables $A^{t x}$ and $\mathrm{A}^{t \mathbf{y}}$ are compatible and $\chi_{\text {incomp }}$ and $\chi_{\text {comp }}$ are not defined.

Let us first make a simple observation that follows from Prop. 4.7. Considering that $\mathrm{A}^{s \mathbf{x}}$ is obtained as a post-processing of $\mathrm{A}^{t \mathbf{x}}$ if and only if $s \leqslant t$,
we conclude that

$$
\chi_{\text {incomp }}\left(\mathrm{A}^{s \mathrm{x}}, \mathrm{~A}^{\text {sy }}\right)=2 \Rightarrow \chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=2 \quad \text { for } \frac{1}{\sqrt{2}}<s \leqslant t
$$

and

$$
\chi_{\text {incomp }}\left(\mathrm{A}^{s^{\prime} \mathbf{x}}, \mathrm{A}^{s^{\prime} \mathbf{y}}\right)=3 \Rightarrow \chi_{\text {incomp }}\left(\mathrm{A}^{t^{\prime} \mathbf{x}}, \mathrm{A}^{t^{\prime} \mathbf{y}}\right)=3 \quad \text { for } s^{\prime} \geqslant t^{\prime}>\frac{1}{\sqrt{2}} .
$$

Interestingly, there is a threshold value $t_{0}$ where the value of $\chi_{\text {incomp }}\left(\mathrm{A}^{\text {tx }}, \mathrm{A}^{\text {ty }}\right)$ changes; this is the content of the following proposition.

## Proposition 4.14

There exists $1 / \sqrt{2}<t_{0}<1$ such that $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{\text {ty }}\right)=3$ for $1 / \sqrt{2}<t \leqslant t_{0}$ and $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{t \mathrm{y}}\right)=2$ for $t_{0}<t \leqslant 1$.

The main line of the lengthy proof of Proposition $\sqrt{4.14}$ is the following. Defining two subsets $L$ and $M$ of $\left(\frac{1}{\sqrt{2}}, 1\right]$ as

$$
\begin{equation*}
L:=\left\{t \mid \chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=2\right\}, \quad M:=\left\{t \mid \chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{~A}^{t \mathrm{y}}\right)=3\right\}, \tag{4.24}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\inf L=\sup M\left(=: t_{0}^{\prime}\right) \tag{4.25}
\end{equation*}
$$

holds unless $L$ and $M$ are empty. By its definition, the number $t_{0}^{\prime}$ satisfies

$$
\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=2 \text { for } t>t_{0}^{\prime}, \quad \chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=3 \text { for } t<t_{0}^{\prime} .
$$

Based on the considerations above, the proof of Proposition 4.14 proceeds as follows. First, in Part 1-3 (Subsection 4.3.1-4.3.3), we prove that $M$ is nonempty while $L$ has already been shown to be nonempty as $t=1 \in L$. It will be found that $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{\text {ty }}\right)=3$ for $t$ sufficiently close to $\frac{1}{\sqrt{2}}$, and thus $t_{0}^{\prime}$ introduced above can be defined successfully. Then, we demonstrate
 claim of Prop. 4.14.

Remark 4.15
In [132] a similar problem to ours was considered. While in that work the focus was on several affine sets, and a threshold value $t_{0}$ was given for each of them by means of their semidefinite programs where observables $\left\{A^{t x}, A^{t y}, A^{t z}\right\}$ become compatible, we are considereding all affine sets with dimension 2.

### 4.3.1 Proof of Proposition 4.14: Part 1

In order to prove that $M$ is nonempty, let us introduce some relevant notions:

$$
\begin{aligned}
& D:=\left\{\mathbf{v}| | \mathbf{v} \mid \leqslant 1, v_{z}=0\right\} \subset B:=\{\mathbf{v}| | \mathbf{v} \mid \leqslant 1\}, \\
& \mathcal{S}_{D}:=\left\{\varrho^{\mathbf{v}} \mid \mathbf{v} \in D\right\} \subset \mathcal{S}=\left\{\varrho^{\mathbf{v}} \mid \mathbf{v} \in B\right\},
\end{aligned}
$$

where $\mathbf{v}=v_{\mathrm{x}} \mathbf{x}+v_{\mathrm{y}} \mathbf{y}+v_{\mathrm{z}} \mathbf{z} \in \mathbb{R}^{3}$, and $\varrho^{\mathbf{v}}:=\frac{1}{2}(\mathbb{1}+\mathbf{v} \cdot \sigma)$. Since $\mathcal{S}_{D}$ is a convex set, we can treat $\mathcal{S}_{D}$ almost like a quantum system. In the following, we will do it without giving precise definitions because they are obvious. For an observable E on $\mathcal{S}$ with effects $\{\mathrm{E}(x)\}_{x}$, we write its restriction to $\mathcal{S}_{D}$ as $\left.\mathrm{E}\right|_{D}$ with effects $\left\{\left.\mathrm{E}(x)\right|_{D}\right\}_{x}$, which is an observable on $\mathcal{S}_{D}$. It is easy to obtain the following Lemma.

## Lemma 4.16

The followings are equivalent:
(i) $\mathrm{A}^{t \mathrm{x}}$ and $\mathrm{A}^{\text {ty }}$ are incompatible (thus $\frac{1}{\sqrt{2}}<t \leqslant 1$ ).
(ii) $\mathrm{A}^{t \mathrm{x}}$ and $\mathrm{A}^{\text {ty }}$ are $\mathcal{S}_{D}$-incompatible.
(iii) $\left.\mathrm{A}^{t \mathbf{x}}\right|_{D}$ and $\left.\mathrm{A}^{\mathrm{ty}}\right|_{D}$ are incompatible as observables on $\mathcal{S}_{D}$.

## Proof

(i) $\Rightarrow$ (iii). Suppose that $\left.A^{t x}\right|_{D}$ and $\left.A^{t y}\right|_{D}$ are compatible in $\mathcal{S}_{D}$. There exists an observable M on $\mathcal{S}_{D}$ whose marginals coincide with $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$. One can extend this M to the whole $\mathcal{S}$ so that it does not depend on z (for example, one can simply regard its effect $c_{0} \mathbb{1}+c_{1} \sigma_{1}+c_{2} \sigma_{2}$ as an effect on $\mathcal{S})$. Since both $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{\text {ty }}\right|_{D}$ also do not depend on z , the extension of M gives a joint observable of $A^{t x}$ and $A^{t x}$.
(iii) $\Rightarrow$ (ii). Suppose that $A^{t x}$ and $A^{t y}$ are $\mathcal{S}_{D}$-compatible. There exists an observable M on $\mathcal{S}$ whose marginals coincide with $\mathrm{A}^{t \mathbf{x}}$ and $\mathrm{A}^{t \mathrm{y}}$ in $\mathcal{S}_{D}$. The restriction of M on $\mathcal{S}_{D}$ proves that (iii) is false.
(ii) $\Rightarrow$ (i). Suppose that $A^{t x}$ and $A^{t y}$ are compatible, then they are $\mathcal{S}_{D^{-}}$ compatible.

This lemma demonstrates that the incompatibility of $A^{t x}$ and $A^{t y}$ means the incompatibility of $\left.\mathrm{A}^{t \mathbf{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathbf{y}}\right|_{D}$. We can present further observations.

## Lemma 4.17

Let us consider two pure states $\varrho^{\mathbf{r}_{1}}$ and $\varrho^{\mathbf{r}_{2}}\left(\mathbf{r}_{1}, \mathbf{r}_{2} \in \partial B, \mathbf{r}_{1} \neq \mathbf{r}_{2}\right)$, and a convex subset $\mathcal{S}_{0}$ of $\mathcal{S}$ generated by them: $\mathcal{S}_{0}:=\left\{p \varrho^{\mathbf{r}_{1}}+(1-p) \varrho^{\mathbf{r}_{2}} \mid 0 \leqslant p \leqslant 1\right\}$. We also introduce an affine projection $P$ by $P \varrho^{\mathbf{v}}=\varrho_{\mathbf{P v}_{\mathbf{v}}}$, where $\varrho^{\mathbf{v}} \in \mathcal{S}$ with $\mathbf{v}=v_{x} \mathbf{x}+v_{y} \mathbf{y}+v_{z} \mathbf{z}$ and $\operatorname{P} \mathbf{v}=v_{x} \mathbf{x}+v_{y} \mathbf{y}$, and extend it affinely. The affine hull of $\mathcal{S}_{0}$ is projected to $\mathcal{S}_{D}$ as

$$
\begin{equation*}
P \mathcal{S}_{0}:=\left\{\lambda P \varrho^{\mathbf{r}_{1}}+(1-\lambda) P \varrho^{\mathbf{r}_{2}} \mid \lambda \in \mathbf{R}\right\} \cap \mathcal{S}_{D} . \tag{4.26}
\end{equation*}
$$

If $\mathrm{A}^{t \mathrm{x}}$ and $\mathrm{A}^{\text {ty }}$ are $\mathcal{S}_{0}$-incompatible, then their restrictions $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$ are $P \mathcal{S}_{0}$-incompatible.

## Proof

Suppose that $A^{t \mathrm{x}}$ and $\mathrm{A}^{t \mathrm{y}}$ are $\mathcal{S}_{0}$-incompatible. It implies $\operatorname{Pr}_{1} \neq \mathrm{Pr}_{2}$, i.e., $P \varrho^{\mathbf{r}_{1}} \neq P \varrho^{\mathbf{r}_{2}}$ (see Example $4 .\left[\begin{array}{l}\text { ( }\end{array}\right)$, and thus $P \mathcal{S}_{0}$ is a segment in $\mathcal{S}_{D}$. If $\left.A^{t \mathbf{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$ are $P \mathcal{S}_{0}$-compatible, then there exists a joint observable M on $\mathcal{S}_{D}$ such that its marginals coincide with $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$ on $P \mathcal{S}_{0} \subset \mathcal{S}_{D}$. This M can be extended to an observable on $\mathcal{S}$ so that the extension does not depend on z. Because

$$
\begin{aligned}
& \operatorname{Tr}\left[\mathrm{A}^{t \mathbf{x}}( \pm) P \varrho^{\mathbf{r}_{1}}\right]=\operatorname{Tr}\left[\mathrm{A}^{t \mathbf{x}}( \pm) \varrho^{\mathbf{r}_{1}}\right] \\
& \operatorname{Tr}\left[\mathrm{A}^{t \mathbf{x}}( \pm) P \varrho^{\mathbf{r}_{2}}\right]=\operatorname{Tr}\left[\mathrm{A}^{t \mathbf{x}}( \pm) \varrho^{\mathbf{r}_{2}}\right]
\end{aligned}
$$

(and their $\mathbf{y}$-counterparts) hold due to the independence of $A^{t x}( \pm)$ from $\sigma_{3}$, the marginals of M coincide with $\mathrm{A}^{\text {tx }}$ and $\mathrm{A}^{\text {ty }}$ on $\mathcal{S}_{0}$. It results in the $\mathcal{S}_{0}$-compatibility of $\mathrm{A}^{\text {tx }}$ and $\mathrm{A}^{\text {ty }}$, which is a contradiction.

It follows from this lemma that $\chi_{\text {incomp }}\left(\left.\mathrm{A}^{t \mathrm{x}}\right|_{D},\left.\mathrm{~A}^{t \mathrm{y}}\right|_{D}\right)$ is two when $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{\text {ty }}\right)$ is two, equivalently $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)$ is three when $\chi_{\text {incomp }}\left(\left.\mathrm{A}^{t \mathbf{x}}\right|_{D},\left.\mathrm{~A}^{t \mathbf{y}}\right|_{D}\right)$ is three (remember that $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{t \mathrm{y}}\right) \leqslant 3$ ). In fact, the converse also holds.

## Lemma 4.18

$\chi_{\text {incomp }}\left(\left.\mathrm{A}^{t \mathbf{x}}\right|_{D},\left.\mathrm{~A}^{t \mathrm{y}}\right|_{D}\right)$ is three when $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{t \mathbf{y}}\right)$ is three.

## Proof

Let $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{t \mathrm{y}}\right)=3$. It follows that for any line $S \subset \mathcal{S}, \mathrm{~A}^{t \mathrm{x}}$ and $\mathrm{A}^{\text {ty }}$ are $S$-compatible. In particular, $\mathrm{A}^{t \mathrm{x}}$ and $\mathrm{A}^{t \mathrm{y}}$ are $S^{\prime}$-compatible for any line $S^{\prime}$ in $\mathcal{S}_{D}$, and thus there is an observable M such that its marginals coincide with $\mathrm{A}^{t \mathrm{x}}$ and $\mathrm{A}^{t y}$ on $S^{\prime}$. It is easy to see that the marginals of $\left.\mathrm{M}\right|_{D}$ coincide with $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$ on $S^{\prime}$, which results in the $S^{\prime}$-compatibility of $\left.\mathrm{A}^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{\mathrm{ty}}\right|_{D}$. Because $S^{\prime}$ is arbitrary, we can conclude $\chi_{\text {incomp }}\left(\left.\mathrm{A}^{t \mathrm{x}}\right|_{D},\left.\mathrm{~A}^{\text {ty }}\right|_{D}\right)=3 . \square$

The lemmas above manifest that if $\mathrm{A}^{t \mathbf{x}}$ and $\mathrm{A}^{t \mathbf{y}}$ are incompatible, then $\left.\mathrm{A}^{t \mathbf{x}}\right|_{D}$ and $\left.\mathrm{A}^{t y}\right|_{D}$ are also incompatible and

$$
\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{~A}^{t \mathbf{y}}\right)=\chi_{\text {incomp }}\left(\left.\mathrm{A}^{t \mathbf{x}}\right|_{D},\left.\mathrm{~A}^{t \mathbf{y}}\right|_{D}\right)
$$

Therefore, in the following, we denote $\left.A^{t \mathrm{x}}\right|_{D}$ and $\left.\mathrm{A}^{t \mathrm{y}}\right|_{D}$ simply by $\mathrm{A}_{D}^{t \mathrm{x}}$ and $A_{D}^{\text {ty }}$ respectively, and focus on the quantity $\chi_{\text {incomp }}\left(A_{D}^{\text {tx }}, A_{D}^{\text {ty }}\right)$ instead of the original $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathbf{x}}, \mathrm{~A}^{\text {ty }}\right)$.

Before proceeding to the next step, let us confirm our strategy in the following parts. In Part 2 (Subsection 4.3 .2 ), we will consider a line (segment) $\mathcal{S}_{1}$ in $\mathcal{S}_{D}$, and consider for $0<t<1$ all pairs of observables $\left(\widetilde{\mathrm{A}}_{1}^{t}, \widetilde{\mathrm{~A}}_{2}^{t}\right)$
on $\mathcal{S}_{D}$ that coincide with $\left(\mathrm{A}_{D}^{\text {tx }}, \mathrm{A}_{D}^{\text {ty }}\right)$ on $\mathcal{S}_{1}$. Then, in Part 3 (Subsection $4.3 .3)$, we will investigate the (in)compatibility of those $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ in order to obtain $\chi_{\text {incomp }}\left(\mathrm{A}_{D}^{\text {tx }}, \mathrm{A}_{D}^{\text {ty }}\right)$. It will be shown that when $t$ is sufficiently small, there exists a compatible pair ( $\widetilde{\mathrm{A}}_{1}^{t}, \widetilde{\mathrm{~A}}_{2}^{t}$ ) for any $\mathcal{S}_{1}$, that is, $\mathrm{A}_{D}^{t \mathrm{x}}$ and $\mathrm{A}_{D}^{\text {ty }}$ are $\mathcal{S}_{1}$-compatible for any line $\mathcal{S}_{1}$. It results in $\chi_{\text {incomp }}\left(\mathrm{A}_{D}^{\text {tx }}, \mathrm{A}_{D}^{t \mathbf{y}}\right)=3$, and thus $M \neq \varnothing$.

### 4.3.2 Proof of Proposition 4.14 : Part 2

Let us consider two pure states $\varrho^{\mathbf{r}_{1}}$ and $\varrho^{\mathbf{r}_{2}}$ with $\mathbf{r}_{1}, \mathbf{r}_{2} \in \partial D\left(\mathbf{r}_{1} \neq \mathbf{r}_{2}\right)$, and a convex set $\mathcal{S}_{1}:=\left\{p \varrho^{\mathbf{r}_{1}}+(1-p) \varrho^{\mathbf{r}_{2}} \mid 0 \leqslant p \leqslant 1\right\}$. We set parameters $\varphi_{1}$ and $\varphi_{2}$ as

$$
\begin{align*}
& \mathbf{r}_{1}=\cos \varphi_{1} \mathbf{x}+\sin \varphi_{1} \mathbf{y},  \tag{4.27}\\
& \mathbf{r}_{2}=\cos \varphi_{2} \mathbf{x}+\sin \varphi_{2} \mathbf{y}, \tag{4.28}
\end{align*}
$$

where $-\pi \leqslant \varphi_{1}<\varphi_{2}<\pi$. By exchanging $\pm$ properly, without loss of generality we can assume the line connecting $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ passes through above the origin (instead of below). In this case, from geometric consideration, we have

$$
\begin{align*}
& 0<\varphi_{2}-\varphi_{1} \leqslant \pi \\
& 0 \leqslant \frac{\varphi_{1}+\varphi_{2}}{2} \leqslant \frac{\pi}{2} \tag{4.29}
\end{align*}
$$

Note that when $\varphi_{2}-\varphi_{1}=\pi, \varrho^{\mathbf{r}_{1}}$ and $\varrho^{\mathbf{r}_{2}}$ are perfectly distinguishable, which results in the $\mathcal{S}_{1}$-compatibility of $\mathrm{A}_{D}^{\text {tx }}$ and $\mathrm{A}_{D}^{t \mathrm{y}}$ (see Example 4.4). On the other hand, when $\frac{\varphi_{1}+\varphi_{2}}{2}=0$ or $\frac{\pi}{2}, \operatorname{Tr}\left[\varrho A_{D}^{t \times}(+)\right]$ or $\operatorname{Tr}\left[\varrho A_{D}^{t \mathrm{y}}(+)\right]$ is constant for $\varrho \in \mathcal{S}_{1}$ respectively, so $A_{D}^{\text {tx }}$ and $A_{D}^{t y}$ are $\mathcal{S}_{1}$-compatible (see Example 4.10). Thus, instead of (4.2.29), we hereafter assume

$$
\begin{align*}
& 0<\frac{\varphi_{2}-\varphi_{1}}{2}<\frac{\pi}{2}, \\
& 0<\frac{\varphi_{1}+\varphi_{2}}{2}<\frac{\pi}{2} . \tag{4.30}
\end{align*}
$$

Next, we consider a binary observable $\widetilde{\mathrm{A}}_{1}^{t}$ on $\mathcal{S}_{D}$ that coincides with $\mathrm{A}_{D}^{t \mathrm{x}}$ on $\mathcal{S}_{1} \subset \mathcal{S}_{D}$. There are many possible $\widetilde{\mathrm{A}}_{1}^{t}$, and each $\widetilde{\mathrm{A}}_{1}^{t}$ is determined completely by its effect $\widetilde{\mathrm{A}}_{1}^{t}(+)$ corresponding to the outcome ' + ' because it is binary. The effect $\widetilde{\mathrm{A}}_{1}^{t}(+)$ is associated with a vector $\mathbf{v}_{1} \in D$ defined as

$$
\begin{equation*}
\mathbf{v}_{1}:=\operatorname{argmax}_{\mathbf{v} \in D} \operatorname{tr}\left[\varrho_{\mathbf{v}} \widetilde{\mathrm{A}}_{1}^{t}(+)\right] . \tag{4.31}
\end{equation*}
$$

Let us introduce a parameter $\xi_{1} \in[-\pi, \pi)$ by

$$
\begin{equation*}
\mathbf{v}_{1}=\cos \xi_{1} \mathbf{x}+\sin \xi_{1} \mathbf{y} \tag{4.32}
\end{equation*}
$$

and express $\widetilde{\mathrm{A}}_{1}^{t}(+)$ as

$$
\begin{equation*}
\widetilde{\mathrm{A}}_{1}^{t}(+)=\frac{1}{2}\left(\left(1+w\left(\xi_{1}\right)\right) \mathbb{1}+\mathbf{m}_{1}\left(\xi_{1}\right) \cdot \sigma\right), \tag{4.33}
\end{equation*}
$$

where we set

$$
\begin{equation*}
\mathbf{m}_{1}\left(\xi_{1}\right)=C_{1}\left(\xi_{1}\right) \mathbf{v}_{1} \quad \text { with } \quad 0 \leqslant C_{1}\left(\xi_{1}\right) \leqslant 1 . \tag{4.34}
\end{equation*}
$$

Because

$$
\begin{aligned}
\operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} A_{D}^{t \mathbf{x}}(+)\right] & =\operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} \widetilde{\mathrm{~A}}_{1}^{t}(+)\right], \\
\operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} \mathrm{~A}_{D}^{t \mathbf{y}}(+)\right] & =\operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} \widetilde{\mathrm{~A}}_{1}^{t}(+)\right],
\end{aligned}
$$

namely

$$
\begin{align*}
& \frac{1}{2}+\frac{t}{2} \cos \varphi_{1}=\frac{1+w_{1}\left(\xi_{1}\right)}{2}+\frac{C_{1}\left(\xi_{1}\right)}{2} \cos \left(\varphi_{1}-\xi_{1}\right), \\
& \frac{1}{2}+\frac{t}{2} \cos \varphi_{2}=\frac{1+w_{1}\left(\xi_{1}\right)}{2}+\frac{C_{1}\left(\xi_{1}\right)}{2} \cos \left(\varphi_{2}-\xi_{1}\right), \tag{4.35}
\end{align*}
$$

hold, we can obtain

$$
\begin{align*}
& C_{1}\left(\xi_{1}\right)=\frac{t\left(\cos \varphi_{1}-\cos \varphi_{2}\right)}{\cos \left(\varphi_{1}-\xi_{1}\right)-\cos \left(\varphi_{2}-\xi_{1}\right)}=\frac{t \sin \varphi_{0}}{\sin \left(\varphi_{0}-\xi_{1}\right)},  \tag{4.36}\\
& w_{1}\left(\xi_{1}\right)=-t\left(\frac{\sin \left(\varphi_{1}-\varphi_{2}\right)}{2 \sin \left(\frac{\varphi_{1}-\varphi_{2}}{2}\right)}\right) \cdot\left(\frac{\sin \xi_{1}}{\sin \left(\varphi_{0}-\xi_{1}\right)}\right)=\frac{-t \cos \psi_{0} \sin \xi_{1}}{\sin \left(\varphi_{0}-\xi_{1}\right)}, \tag{4.37}
\end{align*}
$$

where we set $\varphi_{0}:=\frac{\varphi_{1}+\varphi_{2}}{2}$ and $\psi_{0}:=\frac{\varphi_{2}-\varphi_{1}}{2}\left(0<\varphi_{0}<\frac{\pi}{2}, 0<\psi_{0}<\frac{\pi}{2}\right)$. Note that if $\sin \left(\varphi_{0}-\xi_{1}\right)=0$ or $\cos \left(\varphi_{1}-\xi_{1}\right)-\cos \left(\varphi_{2}-\xi_{1}\right)=0$ holds, then $\cos \varphi_{1}-\cos \varphi_{2}=0$ holds (see (4.36)). It means $\varphi_{0}=0$, which is a contradiction, and thus $\sin \left(\varphi_{0}-\xi_{1}\right) \neq 0$ (that is, $C_{1}\left(\xi_{1}\right)$ and $w_{1}\left(\xi_{1}\right)$ in (4.36), (4.37) are well-defined). Moreover, because $C_{1}\left(\xi_{1}\right) \geqslant 0$, we can see from ( 4.361$)$ that $\sin \left(\varphi_{0}-\xi_{1}\right)>0$ holds, which results in

$$
\begin{equation*}
0 \leqslant \xi_{1}<\varphi_{0} \tag{4.38}
\end{equation*}
$$

or

$$
\begin{equation*}
-\pi+\varphi_{0}<\xi_{1} \leqslant 0 \tag{4.39}
\end{equation*}
$$

In addition, $\xi_{1}$ is restricted also by the condition that $\widetilde{\mathrm{A}}_{1}^{t}( \pm)$ are positive. Since the eigenvalues of $\widetilde{\mathrm{A}}_{1}^{t}( \pm)$ are $\frac{1}{2}\left(\left(1+w_{1}\left(\xi_{1}\right)\right) \pm C_{1}\left(\xi_{1}\right)\right)$, the restriction comes from both

$$
\begin{align*}
& 1+w_{1}\left(\xi_{1}\right)+C_{1}\left(\xi_{1}\right) \leqslant 2, \\
& 1+w_{1}\left(\xi_{1}\right)-C_{1}\left(\xi_{1}\right) \geqslant 0, \tag{4.40}
\end{align*}
$$

equivalently

$$
\begin{align*}
& 1-w_{1}\left(\xi_{1}\right) \geqslant C_{1}\left(\xi_{1}\right)  \tag{4.41}\\
& 1+w_{1}\left(\xi_{1}\right) \geqslant C_{1}\left(\xi_{1}\right) . \tag{4.42}
\end{align*}
$$

When ( 4.39 ) (i.e. $\sin \xi_{1} \leqslant 0$ ) holds, $w_{1}\left(\xi_{1}\right) \geqslant 0$ holds, and thus (4.4]) is sufficient. It is written explicitly as

$$
\sin \left(\varphi_{0}-\xi_{1}\right)+t \sin \xi_{1} \cos \psi_{0} \geqslant t \sin \varphi_{0}
$$

or

$$
\begin{equation*}
\frac{1}{t} \cos \xi_{1}+\frac{1}{t \sin \varphi_{0}}\left(t \cos \psi_{0}-\cos \varphi_{0}\right) \sin \xi_{1} \geqslant 1 \tag{4.43}
\end{equation*}
$$

In order to investigate (4.43), we adopt a geometric method here while it can be solved in an analytic way. Let us define

$$
\begin{equation*}
h_{1}\left(t, \varphi_{0}, \psi_{0}\right)=\frac{1}{t \sin \varphi_{0}}\left(t \cos \psi_{0}-\cos \varphi_{0}\right) . \tag{4.44}
\end{equation*}
$$

Then, we can rewrite (4.43) as

$$
\begin{equation*}
\left(\cos \xi_{1}, \sin \xi_{1}\right) \cdot\left[\left(\frac{1}{t}, h_{1}\right)-\left(\cos \xi_{1}, \sin \xi_{1}\right)\right] \geqslant 0 \tag{4.45}
\end{equation*}
$$

In fact, it can be verified easily that $\left(\frac{1}{t}, h_{1}\right)$ is the intersection of the line $l_{1}:=\left\{\lambda \mathbf{r}_{1}+(1-\lambda) \mathbf{r}_{2} \mid \lambda \in \mathbb{R}\right\}$ and the line $x=\frac{1}{t}$ in $\mathbb{R}^{2}$. Considering this fact, we can find that $\xi_{1}$ satisfies (4.4.5) if and only if

$$
\begin{equation*}
\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant \xi_{1} \leqslant 0, \tag{4.46}
\end{equation*}
$$

where $\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)$ is determined by the condition

$$
\begin{equation*}
\left[\left(\frac{1}{t}, h_{1}\right)-\left(\cos \xi_{1}^{m i n}, \sin \xi_{1}^{\min }\right)\right] \perp\left(\cos \xi_{1}^{\min }, \sin \xi_{1}^{\min }\right) \tag{4.47}
\end{equation*}
$$

(see FIG. [.T1). Analytically, it corresponds to the case when the equality of (4.43) holds:

$$
\begin{equation*}
\frac{1}{t} \cos \xi_{1}^{\min }+\frac{1}{t \sin \varphi_{0}}\left(t \cos \psi_{0}-\cos \varphi_{0}\right) \sin \xi_{1}^{\min }=1 \tag{4.48}
\end{equation*}
$$

or

$$
1-w_{1}\left(\xi_{1}^{\min }\right)=C_{1}\left(\xi_{1}^{\min }\right) .
$$



Figure 4.1: Geometric description of determining $\xi_{1}^{\text {min }}$.

It can be represented explicitly as

$$
\begin{align*}
\left(t^{2} \cos ^{2} \psi_{0}-\right. & \left.2 t \cos \varphi_{0} \cos \psi_{0}+1\right) \sin ^{2} \xi_{1}^{\min } \\
& -2 t \sin \varphi_{0}\left(t \cos \psi_{0}-\cos \varphi_{0}\right) \sin \xi_{1}^{\min }+\left(t^{2}-1\right) \sin ^{2} \varphi_{0}=0 \tag{4.49}
\end{align*}
$$

and $\sin \xi_{1}^{\min }$ is obtained as its negative solution. Note that since the coefficient ( $t^{2} \cos ^{2} \psi_{0}-2 t \cos \varphi_{0} \cos \psi_{0}+1$ ) is strictly positive, the solutions do not show any singular behavior. In summary, we have obtained

$$
\begin{equation*}
\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant \xi_{1} \leqslant 0 \tag{4.50}
\end{equation*}
$$

with $\xi_{1}^{\text {min }}\left(t, \varphi_{0}, \psi_{0}\right)$ uniquely determined for $t, \varphi_{0}$, and $\psi_{0}$ by

$$
\left\{\begin{array}{l}
-\pi+\varphi_{0}<\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant 0  \tag{4.51}\\
1-w_{1}\left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)=C_{1}\left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)
\end{array}\right.
$$

On the other hand, when $\left(\boxed{4.38)}\right.$ ) (i.e. $\left.\sin \xi_{1} \geqslant 0\right)$ holds, ( 4.42 ) is sufficient. It results in a tight condition for $\xi_{1}$ :

$$
\begin{equation*}
0 \leqslant \xi_{1} \leqslant \xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right) \tag{4.52}
\end{equation*}
$$

where $\xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)$ is a constant uniquely determined for $\varphi_{0}$ and $\psi_{0}$ by

$$
\left\{\begin{array}{l}
0 \leqslant \xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)<\varphi_{0}  \tag{4.53}\\
1+w_{1}\left(\xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)\right)=C_{1}\left(\xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)\right)
\end{array}\right.
$$

We remark that this can be obtained by a similar geometric method to the previous case: consider the intersection of the line $l_{1}$ and the line $x=-\frac{1}{t}$ in turn (see FIG. [4.2). Overall, we have demonstrated that $\xi_{1}$ for $\widetilde{\mathrm{A}}_{1}^{t}$ satisfies


Figure 4.2: Geometric description of determining $\xi_{1}^{\max }$.

$$
\begin{equation*}
\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant \xi_{1} \leqslant \xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right) \tag{4.54}
\end{equation*}
$$

where $\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)$ and $\xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)$ are obtained thorough ( 4.57$)$ and (4.53) respectively. Note that $\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)$ and $\xi_{1}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)$ depend continuously on $t$ (and $\varphi_{1}, \varphi_{2}$ through $\varphi_{0}$ and $\psi_{0}$ ).

Similarly, we consider a binary observable $\widetilde{\mathrm{A}}_{2}^{t}$ on $\mathcal{S}_{D}$ which coincides with $\mathrm{A}_{D}^{\text {ty }}$ in $\mathcal{S}_{1}$, and focus on its effect $\widetilde{\mathrm{A}}_{2}^{t}(+)$. We define parameters $\mathbf{v}_{2} \in D$ and $\xi_{2} \in[-\pi, \pi)$ as

$$
\begin{equation*}
\mathbf{v}_{2}=\sin \xi_{2} \mathbf{x}+\cos \xi_{2} \mathbf{y}=\operatorname{argmax}_{\mathbf{v} \in D} \operatorname{tr}\left[\widetilde{\mathrm{~A}}_{2}^{t}(+) \varrho_{\mathbf{v}}\right] . \tag{4.55}
\end{equation*}
$$

$\widetilde{\mathrm{A}}_{2}^{t}(+)$ is represented as

$$
\begin{equation*}
\widetilde{\mathrm{A}}_{2}^{t}(+)=\frac{1}{2}\left(\left(1+w_{2}\left(\xi_{2}\right)\right) \mathbb{1}+\mathbf{m}_{2}\left(\xi_{2}\right)\right) \tag{4.56}
\end{equation*}
$$

with

$$
\mathbf{m}_{2}\left(\xi_{2}\right)=C_{2}\left(\xi_{2}\right) \mathbf{v}_{2} \quad\left(0 \leqslant C_{2}\left(\xi_{2}\right) \leqslant 1\right) .
$$

(4.35) becomes

$$
\begin{align*}
& \frac{1}{2}+\frac{t}{2} \cos \left(\frac{\pi}{2}-\varphi_{1}\right)=\frac{1+x_{2}\left(\xi_{2}\right)}{2}+\frac{C_{2}\left(\xi_{2}\right)}{2} \cos \left(\frac{\pi}{2}-\varphi_{1}-\xi_{1}\right),  \tag{4.57}\\
& \frac{1}{2}+\frac{t}{2} \cos \left(\frac{\pi}{2}-\varphi_{2}\right)=\frac{1+x_{2}\left(\xi_{2}\right)}{2}+\frac{C_{2}\left(\xi_{2}\right)}{2} \cos \left(\frac{\pi}{2}-\varphi_{2}-\xi_{1}\right),
\end{align*}
$$

so defining $\overline{\varphi_{1}}:=\frac{\pi}{2}-\varphi_{1}$ and $\overline{\varphi_{2}}:=\frac{\pi}{2}-\varphi_{2}$, we can obtain similarly to (4.361) and (4.37)

$$
\begin{align*}
& C_{2}\left(\xi_{2}\right)=\frac{t \sin \overline{\varphi_{0}}}{\sin \left(\overline{\varphi_{0}}-\xi_{1}\right)},  \tag{4.58}\\
& w_{2}\left(\xi_{2}\right)=\frac{-t \cos \psi_{0} \sin \xi_{2}}{\sin \left(\overline{\varphi_{0}}-\xi_{2}\right)} \tag{4.59}
\end{align*}
$$

where $\overline{\varphi_{0}}:=\frac{\overline{\varphi_{1}}+\overline{\varphi_{2}}}{2}=\frac{\pi}{2}-\varphi_{0}$. It follows that properties of $\widetilde{\mathrm{A}}_{2}^{t}$ can be obtained just by replacing $\xi_{1}$ and $\varphi_{0}$ exhibited in the argument for $\widetilde{\mathrm{A}}_{1}^{t}$ by $\xi_{2}$ and $\overline{\varphi_{0}}$ respectively. Remark that $0<\overline{\varphi_{0}}<\frac{\pi}{2}$ holds similarly to $\varphi_{0}$, and that the change $\psi_{0} \rightarrow \overline{\psi_{0}}:=\frac{\overline{\bar{\varphi}_{2}}-\overline{\varphi_{1}}}{2}=-\psi_{0}$ does not affect the equations above, so we dismiss it. From ( 4.581 ) and ( 4.5 .9 ), we have

$$
\begin{equation*}
\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant \xi_{2} \leqslant \xi_{2}^{\max }\left(t, \varphi_{0}, \psi_{0}\right) \tag{4.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)=\xi_{1}^{\min }\left(t, \overline{\varphi_{0}}, \psi_{0}\right)=\xi_{1}^{\min }\left(t, \frac{\pi}{2}-\varphi_{0}, \psi_{0}\right) \tag{4.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{2}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)=\xi_{1}^{\max }\left(t, \overline{\varphi_{0}}, \psi_{0}\right)=\xi_{1}^{\max }\left(t, \frac{\pi}{2}-\varphi_{0}, \psi_{0}\right) \tag{4.62}
\end{equation*}
$$

which satisfy

$$
\left\{\begin{array}{l}
-\frac{\pi}{2}+\varphi_{0}<\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant 0  \tag{4.63}\\
1-w_{2}\left(\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)=C_{2}\left(\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
0 \leqslant \xi_{2}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)<\frac{\pi}{2}-\varphi_{0}  \tag{4.64}\\
1+w_{2}\left(\xi_{2}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)\right)=C_{2}\left(\xi_{2}^{\max }\left(t, \varphi_{0}, \psi_{0}\right)\right)
\end{array}\right.
$$

respectively.

### 4.3.3 Proof of Proposition 4.14: Part 3

In this part, we shall consider the (in)compatibility of the observables $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\boldsymbol{A}}_{2}^{t}$ defined in (a) for $t$ close to $\frac{1}{\sqrt{2}}\left(t \sim \frac{1}{\sqrt{2}}\right)$. It is related directly with the $\mathcal{S}_{1}$-(in)compatibility of $A_{D}^{t x}$ and $A_{D}^{t y}$ as we have shown in the beginning of this section. Let us examine the behavior of $\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)$ for $t \sim \frac{1}{\sqrt{2}}$. We denote $\xi_{1}^{\text {min }}\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)$ and $h_{1}\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)$ simply by $\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)$
and $\widehat{h}_{1}\left(\varphi_{0}, \psi_{0}\right)$ respectively. The following lemma is useful.

## Lemma 4.19

With $\varphi_{0}$ fixed, $\hat{\xi}_{1}^{\text {min }}$ is a strictly decreasing function of $\psi_{0}$.

## Proof

The claim can be observed to hold by a geometric consideration in terms of FIG. A. D. In fact, increasing $\psi_{0}$ with $\varphi_{0}$ fixed corresponds to moving the line $l_{1}$ down with its inclination fixed. The movement makes $h_{1}\left(\right.$ or $\left.\widehat{h}_{1}\right)$ and hence $\xi_{1}^{\text {min }}$ (or $\hat{\xi}_{1}^{\text {min }}$ ) smaller, which proves the claim. Here we show an analytic proof of this fact. We can see from (4.44) and (4.48) that

$$
\begin{equation*}
\sqrt{2} \cos \hat{\xi}_{1}^{\min }+\widehat{h}_{1} \sin \hat{\xi}_{1}^{\min }=1 \tag{4.65}
\end{equation*}
$$

i.e.

$$
\hat{h}_{1}=\frac{1}{\sin \hat{\xi}_{1}^{\min }}\left(1-\sqrt{2} \cos \hat{\xi}_{1}^{\min }\right)
$$

holds (note that $\sin \hat{\xi}_{1}^{\text {min }} \neq 0$ because $\sin \hat{\xi}_{1}^{\text {min }}=0$ contradicts (4.651)). Then, the claim follows from the observation that

$$
\frac{d \hat{h}_{1}}{d \hat{\xi}_{1}^{\text {min }}}=\frac{1}{\left(\sin \hat{\xi}_{1}^{\text {min }}\right)^{2}}\left(\sqrt{2}-\cos \hat{\xi}_{1}^{\text {min }}\right)>0,
$$

and $\hat{h}_{1}=\frac{1}{\sin \varphi_{0}}\left(\cos \psi_{0}-\sqrt{2} \cos \varphi_{0}\right)$ is a decreasing function of $\psi_{0}$.
From this lemma, it follows that

$$
\begin{equation*}
\hat{\xi}_{1}^{m i n}\left(\varphi_{0}, \psi_{0}\right)<\lim _{\psi_{0} \rightarrow+0} \hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)=: \Xi_{1}^{\text {min }}\left(\varphi_{0}\right) \tag{4.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)<\Xi_{2}^{\min }\left(\varphi_{0}\right) \tag{4.67}
\end{equation*}
$$

hold for all $\varphi_{0} \in\left(0, \frac{\pi}{2}\right)$ and $\psi_{0} \in\left(0, \frac{\pi}{2}\right)$, where

$$
\begin{align*}
& \hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right):=\xi_{2}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)\left(=\hat{\xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}, \psi_{0}\right)\right),  \tag{4.68}\\
& \Xi_{2}^{\min }\left(\varphi_{0}\right):=\lim _{\psi_{0} \rightarrow+0} \hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)\left(=\Xi_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)\right) .
\end{align*}
$$

We can prove the following lemma.
Lemma 4.20

$$
\Xi_{1}^{\min }\left(\varphi_{0}\right)+\Xi_{2}^{\min }\left(\varphi_{0}\right) \leqslant-\frac{\pi}{2}
$$

holds for all $0<\varphi_{0}<\frac{\pi}{2}$.

## Proof

Let us define

$$
\begin{aligned}
H_{1}\left(\varphi_{0}\right):=\lim _{\psi_{0} \rightarrow+0} \hat{h}_{1}\left(\varphi_{0}, \psi_{0}\right) & =\lim _{\psi_{0} \rightarrow+0} h_{1}\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right) \\
& =\frac{1}{\sin \varphi_{0}}\left(1-\sqrt{2} \cos \varphi_{0}\right) .
\end{aligned}
$$

It holds similarly to (4.6.5) that

$$
\begin{equation*}
\sqrt{2} \cos \Xi_{1}^{\min }+H_{1} \sin \Xi_{1}^{\min }=1 \tag{4.69}
\end{equation*}
$$

Hence, together with $\sin ^{2} \Xi_{1}^{\text {min }}+\cos ^{2} \Xi_{1}^{\text {min }}=1$, we can obtain

$$
\begin{equation*}
\cos \Xi_{1}^{\min }=\frac{1}{\sqrt{2}} \cdot \frac{2+H_{1} \sqrt{2 H_{1}^{2}+2}}{H_{1}^{2}+2} \tag{4.70}
\end{equation*}
$$

or its more explicit form

$$
\begin{equation*}
\cos \Xi_{1}^{\min }=\frac{1}{\sqrt{2}} \cdot \frac{4-3 \sqrt{2} \cos \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}} \tag{4.71}
\end{equation*}
$$

It results in

$$
\begin{equation*}
\Xi_{1}^{\min }\left(\varphi_{0}\right)=-\arccos \left(\frac{1}{\sqrt{2}} \cdot \frac{4-3 \sqrt{2} \cos \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}\right) \tag{4.72}
\end{equation*}
$$

where we follow the convention that arccos: $[-1,1] \rightarrow[0, \pi]$, and thus $\Xi_{1}^{\text {min }} \in$ $\left(-\pi+\varphi_{0}, 0\right]$ is obtained through $-\arccos :[-1,1] \rightarrow[-\pi, 0]$. Because

$$
\frac{d}{d \varphi_{0}}\left(\frac{1}{\sqrt{2}} \cdot \frac{4-3 \sqrt{2} \cos \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}\right)=\frac{\sin \varphi_{0}}{\left(3-2 \sqrt{2} \cos \varphi_{0}\right)^{2}},
$$

and

$$
\sqrt{1-\left(\frac{1}{\sqrt{2}} \cdot \frac{4-3 \sqrt{2} \cos \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}\right)^{2}}=\sqrt{\left(\frac{\sin \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}\right)^{2}}=\frac{\sin \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}
$$

we can observe that

$$
\frac{d \Xi_{1}^{\min }}{d \varphi_{0}}=\left(\frac{\sin \varphi_{0}}{3-2 \sqrt{2} \cos \varphi_{0}}\right)^{-1} \cdot \frac{\sin \varphi_{0}}{\left(3-2 \sqrt{2} \cos \varphi_{0}\right)^{2}}=\frac{1}{3-2 \sqrt{2} \cos \varphi_{0}}
$$

and

$$
\begin{equation*}
\frac{d^{2} \Xi_{1}^{\min }}{d \varphi_{0}^{2}}=\frac{-2 \sqrt{2} \sin \varphi_{0}}{\left(3-2 \sqrt{2} \cos \varphi_{0}\right)^{2}}<0 \tag{4.73}
\end{equation*}
$$

which means $\Xi_{1}^{\text {min }}$ is concave. Therefore, for any $\varphi_{0} \in\left(0, \frac{\pi}{2}\right)$, the concavity results in

$$
\begin{aligned}
\frac{1}{2} \Xi_{1}^{\text {min }}\left(\varphi_{0}\right)+\frac{1}{2} \Xi_{2}^{\text {min }}\left(\varphi_{0}\right) & =\frac{1}{2} \Xi_{1}^{\text {min }}\left(\varphi_{0}\right)+\frac{1}{2} \Xi_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right) \\
& \leqslant \Xi_{1}^{\min }\left(\frac{1}{2} \varphi_{0}+\frac{1}{2}\left(\frac{\pi}{2}-\varphi_{0}\right)\right) \\
& =\Xi_{1}^{\min }\left(\frac{\pi}{4}\right) .
\end{aligned}
$$

Since we can see form (4.72) that $\Xi_{1}^{\min }\left(\frac{\pi}{4}\right)=-\frac{\pi}{4}$,

$$
\Xi_{1}^{\min }\left(\varphi_{0}\right)+\Xi_{2}^{\min }\left(\varphi_{0}\right) \leqslant-\frac{\pi}{2}
$$

holds for any $\varphi_{0} \in\left(0, \frac{\pi}{2}\right)$.
According to Lemma $\mathbb{4 . 1 9}$ and Lemma

$$
\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)<\Xi_{1}^{\text {min }}\left(\varphi_{0}\right)+\Xi_{2}^{\text {min }}\left(\varphi_{0}\right) \leqslant-\frac{\pi}{2},
$$

that is,

$$
\xi_{1}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)<-\frac{\pi}{2}
$$

holds for any $\varphi_{0}$ and $\psi_{0}$ (i.e. for any $\varphi_{1}$ and $\varphi_{2}$ ). However, we cannot conclude that

$$
\begin{equation*}
\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant-\frac{\pi}{2} \tag{4.74}
\end{equation*}
$$

holds for $t \sim \frac{1}{\sqrt{2}}$ : it may fail when

$$
\sup _{\varphi_{0}, \psi_{0}}\left[\xi_{1}^{\text {min }}\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)\right]=-\frac{\pi}{2} .
$$

On the other hand, because we can observe similarly to Lemma 4.19 that $\xi_{1}^{\text {min }}$ is a strictly decreasing function of $\psi_{0}$, it is anticipated that (4.74) holds for $t \sim \frac{1}{\sqrt{2}}$ and for $\psi_{0}$ sufficiently close to $\frac{\pi}{2}$. In fact, for $\psi_{0} \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right)$, we can prove the following proposition.

## Proposition 4.21

There exists a constant $C<-\frac{\pi}{2}$ such that

$$
\widehat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\widehat{\xi}_{2}^{m i n}\left(\varphi_{0}, \psi_{0}\right)<C,
$$

i.e.

$$
\xi_{1}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)<C,
$$

holds for all $\psi_{0} \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right)$ and $\varphi_{0} \in\left(0, \frac{\pi}{2}\right)$.

## Proof

Because

$$
\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)=\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}, \psi_{0}\right),
$$

we can assume without loss of generality that $0<\varphi_{0} \leqslant \frac{\pi}{4}$. Due to Lemma 4.19, it holds for any $\psi_{0} \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right)$ that

$$
\begin{align*}
& \widehat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right) \leqslant \widehat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}=\frac{\pi}{4}\right) \\
& \widehat{\xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}, \psi_{0}\right) \leqslant \widehat{\xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}, \psi_{0}=\frac{\pi}{4}\right) . \tag{4.75}
\end{align*}
$$

${\underset{\sim}{L}}^{\text {Let us denote }} \hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}=\frac{\pi}{4}\right)$ simply by $\widetilde{\Xi}_{1}^{\text {min }}\left(\varphi_{0}\right)$. In order to investigate $\widetilde{\Xi}_{1}^{\min }\left(\varphi_{0}\right)$ and $\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)$, we have to recall ( 4.65$)$. Similarly to $(4.6 .9)$ and ( 4.7010 ) in the proof of Lemma 4.201 , it results in

$$
\begin{equation*}
\cos \widetilde{\Xi}_{1}^{\min }=\frac{1}{\sqrt{2}} \cdot \frac{2+\widetilde{H}_{1} \sqrt{2 \widetilde{H}_{1}^{2}+2}}{\widetilde{H}_{1}^{2}+2} \tag{4.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{H}_{1}\left(\varphi_{0}\right)=\widehat{h}_{1}\left(\varphi_{0}, \psi_{0}=\frac{\pi}{4}\right)=\frac{1}{\sin \varphi_{0}}\left(\frac{1}{\sqrt{2}}-\sqrt{2} \cos \varphi_{0}\right) . \tag{4.77}
\end{equation*}
$$

Note that in this case we cannot apply a similar method to the one in Lemma 4.20 because $\widetilde{\Xi}_{1}^{\min }$ does not have a clear form like ( 4.72 ). Alternatively, we focus on the following monotone relations between $\widetilde{\Xi}_{1}^{\text {min }}, \widetilde{H}_{1}$, and $\varphi_{0}$ (referring to the proof of Lemma 4.19 may be helpful):

$$
\begin{equation*}
\frac{d \widetilde{\Xi}_{1}^{\text {min }}}{d \widetilde{H}_{1}}>0, \quad \frac{d \widetilde{H}_{1}}{d \varphi_{0}}>0 \quad\left(\text { thus } \frac{d \widetilde{\Xi}_{1}^{\text {min }}}{d \varphi_{0}}>0\right) \tag{4.78}
\end{equation*}
$$

From these relations, it can be seen that our restriction $0<\varphi_{0} \leqslant \frac{\pi}{4}$ is equivalent to the condition $\widetilde{H}_{1} \leqslant 1-\sqrt{2}$ since $\widetilde{H}_{1}(0)=-\infty$ and $\widetilde{H}_{1}\left(\frac{\pi}{4}\right)=$ $1-\sqrt{2}$. The claim of the proposition can be shown easily when $\widetilde{H}_{1} \leqslant-1$ (or $0<\varphi_{0} \leqslant \varphi^{*}:=\arccos \frac{2+\sqrt{10}}{6}$, where $\widetilde{H}_{1}\left(\varphi^{*}\right)=-1$ ). In fact,


Figure 4.3: Geometric description of $\widetilde{\Xi}_{1}^{\text {min }}$. It can be observed that $\widetilde{\Xi}_{1}^{\text {min }}=-\frac{\pi}{2}$ when $\widetilde{H}_{1}=-1$.

$$
\widetilde{\Xi}_{1}^{\text {min }}\left(\varphi_{0}\right) \leqslant \widetilde{\Xi}_{1}^{\text {min }}\left(\varphi^{*}\right)=-\frac{\pi}{2}
$$

and

$$
\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)<\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}\right)=-\arccos \frac{2 \sqrt{2}+\sqrt{3}}{5}
$$

hold (see FIG. 4.3 and ( 4.76$)$ ), and thus we can conclude

$$
\widetilde{\Xi}_{1}^{\min }\left(\varphi_{0}\right)+\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)<C_{1},
$$

where

$$
C_{1}=-\frac{\pi}{2}-\arccos \frac{2 \sqrt{2}+\sqrt{3}}{5}\left(<-\frac{\pi}{2}\right) .
$$

When $-1<\widetilde{H}_{1} \leqslant 1-\sqrt{2}$ ( or $\varphi^{*}<\varphi_{0} \leqslant \frac{\pi}{4}$ ), we need a bit complicated evaluations. It holds similarly to the previous calculations that

$$
\begin{aligned}
& \widetilde{\Xi}_{1}^{\min }\left(\varphi_{0}\right) \leqslant \widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{4}\right) \\
& \widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)<\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi^{*}\right) .
\end{aligned}
$$

Since

$$
\widetilde{\Xi}_{1}^{\text {min }}=-\frac{\pi}{4} \Longleftrightarrow \widetilde{H}_{1}=0 \Longleftrightarrow \varphi_{0}=\frac{\pi}{3},
$$

$\widetilde{\Xi}_{1}^{\text {min }}\left(\frac{\pi}{4}\right)<-\frac{\pi}{4}=\widetilde{\Xi}_{1}^{\text {min }}\left(\frac{\pi}{3}\right)$ holds due to the monotone relations (4.78). On the other hand, we have

$$
\cos \varphi^{*}-\cos \frac{\pi}{6}=\frac{2+\sqrt{10}}{6}-\frac{\sqrt{3}}{2}=-0.0056 \ldots<0
$$

that is,

$$
\varphi^{*}>\frac{\pi}{6}
$$

It follows that $\frac{\pi}{2}-\varphi^{*}<\frac{\pi}{3}$, and thus $\widetilde{\Xi}_{1}^{\text {min }}\left(\frac{\pi}{2}-\varphi_{0}\right)<-\frac{\pi}{4}$. Therefore, we can conclude also in this case

$$
\widetilde{\Xi}_{1}^{\min }\left(\varphi_{0}\right)+\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi_{0}\right)<C_{2}
$$

where

$$
C_{2}=\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{4}\right)+\widetilde{\Xi}_{1}^{\min }\left(\frac{\pi}{2}-\varphi^{*}\right)\left(<-\frac{\pi}{2}\right) .
$$

Overall, we have obtained

$$
\widetilde{\Xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)+\widetilde{\Xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)<\max \left\{C_{1}, C_{2}\right\}\left(<-\frac{\pi}{2}\right)
$$

for all $\varphi_{0} \in\left(0, \frac{\pi}{2}\right)$ and $\psi_{0} \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right)$.
By virtue of this proposition, for $t$ sufficiently close to $\frac{1}{\sqrt{2}}$,

$$
\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant-\frac{\pi}{2}
$$

follows from the continuity of $\xi_{1}^{\min }$ and $\xi_{2}^{\min }$ with respect to $t$ when $\frac{\pi}{4} \leqslant$ $\psi_{0}<\frac{\pi}{2}$. It means that there always exist $\xi_{1}^{\star} \geqslant \xi_{1}^{\text {min }}$ and $\xi_{2}^{\star} \geqslant \xi_{2}^{\text {min }}$ for such $t$ and for any $\varphi_{1}$ and $\varphi_{2}$ satisfying $\xi_{1}^{\star}+\xi_{2}^{\star}=-\frac{\pi}{2}$. For these $\xi_{1}^{\star}$ and $\xi_{2}^{\star}$, $\mathbf{v}_{1}=-\mathbf{v}_{2}$ holds, and thus $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ are compatible, i.e. $\mathrm{A}_{D}^{t \mathrm{x}}$ and $\mathrm{A}_{D}^{t \mathrm{y}}$ are $\mathcal{S}_{1}$-compatible.

On the other hand, when $0<\psi_{0}<\frac{\pi}{4}$, it may not hold for $t \sim \frac{1}{\sqrt{2}}$ that $\xi_{1}^{\text {min }}\left(t, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right) \leqslant-\frac{\pi}{2}$, and thus we cannot apply the same argument. Nevertheless, we can demonstrate that there exist $\xi_{1}$ and $\xi_{2}$ such that $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ are compatible even when $0<\psi_{0}<\frac{\pi}{4}$. To see this, let us assume $0<\psi_{0}<\frac{\pi}{4}$ and apply the necessary and sufficient condition for (in)compatibility. According to the result proven in [146, [147, [148], $\widetilde{A}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ with (4.33) and ( 4.561$)$ respectively are compatible if and only if

$$
\begin{equation*}
\left(1-F_{1}^{2}-F_{2}^{2}\right)\left(1-\frac{w_{1}^{2}}{F_{1}^{2}}-\frac{w_{2}^{2}}{F_{2}^{2}}\right) \leqslant\left(\mathbf{m}_{1} \cdot \mathbf{m}_{2}-w_{1} w_{2}\right)^{2} \tag{4.79}
\end{equation*}
$$

holds, where

$$
\begin{align*}
& F_{1}:=\frac{1}{2}\left(\sqrt{\left(1+w_{1}\right)^{2}-C_{1}^{2}}+\sqrt{\left(1-w_{1}\right)^{2}-C_{1}^{2}}\right)  \tag{4.80}\\
& F_{2}:=\frac{1}{2}\left(\sqrt{\left(1+w_{2}\right)^{2}-C_{2}^{2}}+\sqrt{\left(1-w_{2}\right)^{2}-C_{2}^{2}}\right) . \tag{4.81}
\end{align*}
$$

For $\xi_{1}^{\text {min }}$ and $\xi_{2}^{\text {min }}$, since it holds that

$$
\begin{align*}
& 1-w_{1}\left(\xi_{1}^{\min }\right)=C_{1}\left(\xi_{1}^{\min }\right),  \tag{4.82}\\
& 1-w_{2}\left(\xi_{2}^{\text {min }}\right)=C_{2}\left(\xi_{2}^{\text {min }}\right), \tag{4.83}
\end{align*}
$$

they become

$$
\begin{equation*}
F_{1}=\sqrt{w_{1}\left(\xi_{1}^{m i n}\right)}, \quad F_{2}=\sqrt{w_{2}\left(\xi_{2}^{m i n}\right)} \tag{4.84}
\end{equation*}
$$

Therefore, (4.79) can be rewritten as

$$
\begin{align*}
& {\left[\left(1-\sin \left(\xi_{1}^{\min }+\xi_{2}^{\min }\right)\right) w_{1}\left(\xi_{1}^{m i n}\right) w_{2}\left(\xi_{2}^{\min }\right)\right.} \\
& \left.\quad \quad-\left(1+\sin \left(\xi_{1}^{m i n}+\xi_{2}^{\text {min }}\right)\right)\left(1-w_{1}\left(\xi_{1}^{\min }\right)-w_{2}\left(\xi_{2}^{m i n}\right)\right)\right]  \tag{4.85}\\
& \quad \cdot\left[\left(1-w_{1}\left(\xi_{1}^{\text {min }}\right)\right)\left(1-w_{2}\left(\xi_{2}^{\text {min }}\right)\right)\left(1-\sin \left(\xi_{1}^{\text {min }}+\xi_{2}^{\text {min }}\right)\right)\right] \geqslant 0 .
\end{align*}
$$

If $1-\sin \left(\xi_{1}^{m i n}+\xi_{2}^{m i n}\right)=0$, then (4.8.5) holds, that is, $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ for $\xi_{1}^{\text {min }}$ and $\xi_{2}^{\min }$ respectively are compatible. Therefore, we hereafter assume $1-$ $\sin \left(\xi_{1}^{\min }+\xi_{2}^{\text {min }}\right)>0$, and rewrite (4.8.5) as (note that $0<w_{1}\left(\xi_{1}^{\text {min }}\right)<1$, $\left.0<w_{2}\left(\xi_{2}^{\min }\right)<1\right)$

$$
\begin{align*}
\left(1+\sin \left(\xi_{1}^{m i n}+\xi_{2}^{m i n}\right)\right. & )\left(1-w_{1}\left(\xi_{1}^{m i n}\right)-w_{2}\left(\xi_{2}^{m i n}\right)\right) \\
& \leqslant\left(1-\sin \left(\xi_{1}^{\min }+\xi_{2}^{\min }\right)\right) w_{1}\left(\xi_{1}^{\min }\right) w_{2}\left(\xi_{2}^{\min }\right) \tag{4.86}
\end{align*}
$$

In other words, $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ with respect to $\xi_{1}^{\text {min }}$ and $\xi_{2}^{\text {min }}$ are incompatible if and only if

$$
\begin{align*}
\left(1+\sin \left(\xi_{1}^{m i n}+\xi_{2}^{m i n}\right)\right. & )\left(1-w_{1}\left(\xi_{1}^{m i n}\right)-w_{2}\left(\xi_{2}^{m i n}\right)\right)  \tag{4.87}\\
& >\left(1-\sin \left(\xi_{1}^{m i n}+\xi_{2}^{m i n}\right)\right) w_{1}\left(\xi_{1}^{m i n}\right) w_{2}\left(\xi_{2}^{m i n}\right)
\end{align*}
$$

holds. In order to investigate whether (4.87) holds, it is helpful to introduce a function $Z$ defined as

$$
\begin{align*}
& Z\left(t, \varphi_{0}, \psi_{0}\right):= {\left[1+\sin \left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)\right] } \\
& {\left[1+w_{1}\left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)+w_{2}\left(\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)\right] } \\
&-\left[1-\sin \left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)+\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right)\right] \\
& w_{1}\left(\xi_{1}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\xi_{2}^{\min }\left(t, \varphi_{0}, \psi_{0}\right)\right) . \tag{4.88}
\end{align*}
$$

Because

$$
\begin{aligned}
\left(1+\sin \left(\xi_{1}^{\min }+\right.\right. & \left.\left.\xi_{2}^{\text {min }}\right)\right)\left(1-w_{1}\left(\xi_{1}^{\min }\right)-w_{2}\left(\xi_{2}^{\text {min }}\right)\right) \\
& <\left(1+\sin \left(\xi_{1}^{\text {min }}+\xi_{2}^{\text {min }}\right)\right)\left(1+w_{1}\left(\xi_{1}^{\text {min }}\right)+w_{2}\left(\xi_{2}^{\text {min }}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
Z\left(t, \varphi_{0}, \psi_{0}\right)>0 \tag{4.89}
\end{equation*}
$$

holds if $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ with respect to $\xi_{1}^{\text {min }}$ and $\xi_{2}^{\text {min }}$ are incompatible. Let us focus on the case when $t=\frac{1}{\sqrt{2}}$ (i.e. $\xi_{1}^{\text {min }}=\widehat{\xi}_{1}^{\text {min }}$ ). If a pair $\left(\varphi_{0}, \psi_{0}\right)$ satisfies $\hat{\xi}_{1}^{m i n}\left(\varphi_{0}, \psi_{0}\right) \leqslant-\frac{\pi}{2}$ or $\widehat{\xi}_{2}^{m i n}\left(\varphi_{0}, \psi_{0}\right) \leqslant-\frac{\pi}{2}$, then

$$
\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)<C
$$

with

$$
C=-\frac{\pi}{2}+\lim _{\substack{\varphi_{0} \rightarrow \frac{\pi}{2}-0 \\ \psi_{0} \rightarrow+0}} \hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)=-\frac{\pi}{2}-\arccos \left(\frac{2 \sqrt{2}}{3}\right)<-\frac{\pi}{2}
$$

holds due to similar monotone relations to ( 4.78 ) between $\varphi_{0}, \psi_{0}$, and $\hat{\xi}_{1}^{\text {min }}$ (remember that $\left.\widehat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)=\widehat{\xi}_{1}^{\text {min }}\left(\frac{\pi}{2}-\varphi_{0}, \psi_{0}\right)\right)$. Therefore, in this case, we can apply the same argument as Proposition 4.21 , which results in the compatibility of $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ for $t \sim \frac{1}{\sqrt{2}}$. On the other hand, let us examine the case when $\left(\varphi_{0}, \psi_{0}\right)$ satisfies $\psi_{0} \in\left(0, \frac{\pi}{4}\right)$, and $\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)>-\frac{\pi}{2}$ and $\widehat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)>-\frac{\pi}{2}$. Because $\psi_{0} \in\left(0, \frac{\pi}{4}\right)$, we obtain for general $t$ (see (4.37))

$$
\begin{equation*}
w_{1}\left(\xi_{1}^{\text {min }}\right)>-\frac{t}{\sqrt{2}} \frac{\sin \xi_{1}^{\text {min }}}{\sin \left(\varphi_{0}-\xi_{1}^{\text {min }}\right)} \geqslant \frac{t}{\sqrt{2}}\left(-\sin \xi_{1}^{\text {min }}\right) \tag{4.90}
\end{equation*}
$$

For $t=\frac{1}{\sqrt{2}}$, since

$$
-\frac{\pi}{2}<\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)<\lim _{\substack{\varphi_{0} \rightarrow \frac{\pi}{2}-0 \\ \psi_{0} \rightarrow+0}} \hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)
$$

it gives a bound

$$
\begin{equation*}
w_{1}\left(\xi_{1}^{\min }\right)>\frac{1}{2} \sin \hat{\xi}_{0} \tag{4.91}
\end{equation*}
$$

where we define

$$
\widehat{\xi}_{0}=-\lim _{\substack{\varphi_{0} \rightarrow \frac{\pi}{2}-0 \\ \psi_{0} \rightarrow+0}} \hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)=\arccos \left(\frac{2 \sqrt{2}}{3}\right) .
$$

Let $\varepsilon$ be a positive constant satisfying $\varepsilon<\frac{1}{16}\left(\sin \hat{\xi}_{0}\right)^{2}$. Due to the continuity of sine, there exists a positive constant $\delta$ such that $\sin x \in(-1,-1+\varepsilon)$ whenever $x \in\left(-\frac{\pi}{2}-\delta,-\frac{\pi}{2}\right)$. If $\left(\varphi_{0}, \psi_{0}\right)$ satisfies $\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\widehat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right) \leqslant$ $-\frac{\pi}{2}-\delta$, then it again leads to the same argument as Proposition 4.2 Z , and we can see that $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ for this $\left(\varphi_{0}, \psi_{0}\right)$ are compatible. Conversely, if
$\left(\varphi_{0}, \psi_{0}\right)$ satisfies $-\frac{\pi}{2}-\delta<\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)<-\frac{\pi}{2}$ (remember Lemma 4.20 ), then

$$
-1<\sin \left(\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)\right)<-1+\varepsilon
$$

follows from the definition of $\delta$. Therefore, by virtue of (4.88), we have

$$
\begin{aligned}
& Z\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)= {\left[1+\sin \left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)\right] } \\
& {\left[1+w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)+w_{2}\left(\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)\right] } \\
&-\left[1-\sin \left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)+\widehat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)\right] \\
& w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) \\
&<\varepsilon\left[1+w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)+w_{2}\left(\widehat{\xi_{2}^{m i n}}\left(\varphi_{0}, \psi_{0}\right)\right)\right] \\
&-(2-\varepsilon) w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) \\
&= \varepsilon\left[1+w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)\right]\left[1+w_{2}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right)\right] \\
&-2 w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) \\
&<4 \varepsilon-2 w_{1}\left(\hat{\xi}_{1}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\hat{\xi}_{2}^{\text {min }}\left(\varphi_{0}, \psi_{0}\right)\right) .
\end{aligned}
$$

Because

$$
\begin{aligned}
4 \varepsilon-2 w_{1}\left(\hat{\xi}_{1}^{\min }\left(\varphi_{0}, \psi_{0}\right)\right) w_{2}\left(\hat{\xi}_{2}^{\min }\left(\varphi_{0}, \psi_{0}\right)\right) & <\frac{1}{4}\left(\sin \hat{\xi}_{0}\right)^{2}-\frac{1}{2}\left(\sin \hat{\xi}_{0}\right)^{2} \\
& =-\frac{1}{4}\left(\sin \hat{\xi}_{0}\right)^{2},
\end{aligned}
$$

it holds that

$$
Z\left(t=\frac{1}{\sqrt{2}}, \varphi_{0}, \psi_{0}\right)<-\frac{1}{4}\left(\sin \hat{\xi}_{0}\right)^{2}<0
$$

Therefore, for $t \sim \frac{1}{\sqrt{2}}, Z\left(t, \varphi_{0}, \psi_{0}\right) \leqslant 0$ holds, that is, $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ with respect to $\xi_{1}^{\text {min }}$ and $\xi_{2}^{\text {min }}$ are compatible. Overall, we have demonstrated that when $t \sim \frac{1}{\sqrt{2}}$, there exist compatible observables $\widetilde{\mathrm{A}}_{1}^{t}$ and $\widetilde{\mathrm{A}}_{2}^{t}$ for any line $\mathcal{S}_{1} \subset \mathcal{S}_{D}$ such that they agree with $A_{D}^{t \mathrm{x}}$ and $\mathrm{A}_{D}^{\text {ty }}$ on $\mathcal{S}_{1}$ respectively. That is, when $t \sim \frac{1}{\sqrt{2}}, \mathrm{~A}_{D}^{t \mathrm{x}}$ and $\mathrm{A}_{D}^{\mathrm{ty}}$ are $\mathcal{S}_{1}$-compatible for any line $\mathcal{S}_{1} \subset \mathcal{S}_{D}$. Therefore, we can conclude that $\chi_{\text {incomp }}\left(\mathrm{A}_{D}^{\text {tx }}, \mathrm{A}_{D}^{\mathrm{ty}}\right)=3$ for $t \sim \frac{1}{\sqrt{2}}$, and thus the set $M$ in (4.24) is nonempty.

### 4.3.4 Proof of Proposition 4.14: Part 4

In this part, we shall show that

$$
t_{0}^{\prime}:=\inf L=\sup M \in M,
$$

where $L$ and $M$ are defined in (4.24). In order to prove this, we will see that if $t \in L$, then $t-\delta \in L$ for sufficiently small $\delta>0$, that is, $t_{0}^{\prime} \notin L$.

Let us focus again on a system described by a two-dimensional disk state space $\mathcal{S}_{D}$. It is useful to identify this system with the system of a quantum bit with real coefficients by replacing $\left\{\sigma_{1}, \sigma_{2}\right\}$ with $\left\{\sigma_{3}, \sigma_{1}\right\}$. Then, defining $\mathcal{E}_{D}$ as the set of all effects on $\mathcal{S}_{D}$, we can see that any $E \in \mathcal{E}_{D}$ can be expressed as a real-coefficient positive matrix smaller than $\mathbb{1}$. We also define $O_{D}(2) \subset \mathcal{E}_{D} \times \mathcal{E}_{D}$ as the set of all binary observables on $\mathcal{S}_{D}$, which is isomorphic naturally to $\mathcal{E}_{D}$ since a binary observable A is completely specified by its effect $\mathrm{A}(+) \in \mathcal{E}_{D}$. With introducing a topology (e.g. norm topology) on $\mathcal{E}_{D}$, it also can be observed that $O_{D}(2)$ is homeomorphic to $\mathcal{E}_{D}$. Note that because the system is described by finite-dimensional matrices, any (natural) topology (norm topology, weak topology, etc.) coincides with each other. For a pair of states $\left\{\varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right\}$ in $\mathcal{S}_{D}$, and a binary observable $\mathrm{A} \in O_{D}(2)$, we define a set of observables $C\left(\mathrm{~A}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{\mathbf{2}}}\right)$ as the set of all binary observables $\widetilde{\mathrm{A}} \in O_{D}(2)$ such that

$$
\begin{aligned}
\operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} \tilde{\mathrm{~A}}( \pm)\right] & =\operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} \mathrm{~A}( \pm)\right], \\
\operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} \widetilde{\mathrm{~A}}( \pm)\right] & =\operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} \mathrm{~A}( \pm)\right] .
\end{aligned}
$$

It can be confirmed easily that $C\left(\mathrm{~A}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right)$ is closed in $O_{D}(2) \simeq \mathcal{E}_{D}$. Let us denote by $O_{D}(4)$ the set of all observables with four outcomes, which is a compact (i.e. bounded and closed) subset of $\mathcal{E}_{D}^{4}$. For each $\mathrm{M}=\{\mathrm{M}(x, y)\} \in$ $O_{D}(4)$, we can introduce a pair of binary observables by

$$
\pi_{1}(\mathrm{M})=\left\{\sum_{y} \mathrm{M}(x, y)\right\}_{x}, \pi_{2}(\mathrm{M})=\left\{\sum_{x} \mathrm{M}(x, y)\right\}_{y} .
$$

Since $\pi_{j}: O_{D}(4) \rightarrow O_{D}(2)$ is continuous, the set of all compatible binary observables denoted by

$$
J M(2,2):=\left\{\left(\pi_{1}(\mathrm{M}), \pi_{2}(\mathrm{M})\right) \mid \mathrm{M} \in O_{D}(4)\right\}
$$

is compact in $O_{D}(2) \times O_{D}(2) \simeq \mathcal{E}_{D} \times \mathcal{E}_{D}$ as well. As we have seen in the previous part, $\chi_{\text {incomp }}\left(\mathrm{A}^{t \mathrm{x}}, \mathrm{A}^{t \mathbf{y}}\right)=2$ (i.e. $\chi_{\text {incomp }}\left(\mathrm{A}_{D}^{t \mathbf{x}}, \mathrm{~A}_{D}^{t \mathbf{y}}\right)=2$ ) if and only if there exists a pair of vectors $\mathbf{r}_{1}, \mathbf{r}_{2} \in \partial D$ such that

$$
\left(C\left(\mathrm{~A}_{D}^{t \mathbf{x}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right) \times C\left(\mathrm{~A}_{D}^{t \mathbf{y}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right)\right) \cap J M(2: 2)=\varnothing .
$$

Let us examine concrete representations of the sets. Each effect $E \in \mathcal{E}_{D}$ is written as $E=\frac{1}{2}\left(e_{0} \mathbb{1}+\mathbf{e} \cdot \sigma\right)=\frac{1}{2}\left(e_{0} \mathbb{1}+e_{1} \sigma_{1}+e_{2} \sigma_{2}\right)$ with $\left(e_{0}, \mathbf{e}\right)=$ $\left(e_{0}, e_{1}, e_{2}\right) \in \mathbb{R}^{3}$ satisfying $0 \leqslant e_{0} \pm|\mathbf{e}| \leqslant 2$.

If we consider another effect $F=\frac{1}{2}\left(f_{0} \mathbb{1}+\mathbf{f} \cdot \sigma\right)$, the operator norm of $E-F$ is calculated as

$$
\begin{equation*}
\|E-F\|=\frac{1}{2}\left(\left|e_{0}-f_{0}\right|+|\mathbf{e}-\mathbf{f}|\right) . \tag{4.92}
\end{equation*}
$$

We may employ this norm to define a topology on $\mathcal{E}_{D}$ and $O_{D}(2) \simeq \mathcal{E}_{D}$. On the other hand, each state in $\mathcal{S}_{D}$ is parameterized as $\varrho^{\mathbf{r}_{1}}=\frac{1}{2}\left(\mathbb{1}+x_{1} \sigma_{1}+y_{1} \sigma_{2}\right)$, where $\mathbf{r}_{1}=\left(x_{1}, y_{1}\right)$ satisfies $\left|\mathbf{r}_{1}\right| \leqslant 1$. For an effect $E$ and a state $\varrho^{\mathbf{r}_{1}}$, we have $\operatorname{tr}\left[\varrho^{\mathbf{r}_{1}} E\right]=\frac{1}{2}\left(e_{0}+\mathbf{r}_{1} \cdot \mathbf{e}\right)$. In particular, when considering $\mathrm{A}^{t \mathbf{x}}( \pm)=\frac{1}{2}\left(\mathbb{1} \pm t \sigma_{1}\right)$, a binary observable $C$ determined by the effect $\mathrm{C}(+)=\frac{1}{2}\left(c_{0} \mathbb{1}+\mathbf{c} \cdot \sigma\right)=$ $\frac{1}{2}\left(c_{0} \mathbb{1}+c_{1} \sigma_{1}+c_{2} \sigma_{2}\right)$ satisfies $\mathrm{C} \in C\left(\mathrm{~A}^{\text {tx }}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right)$ if and only if

$$
\begin{aligned}
& \operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} A^{t \mathbf{x}}(+)\right]=\operatorname{Tr}\left[\varrho^{\mathbf{r}_{1}} C(+)\right], \\
& \operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} A^{t \mathbf{x}}(+)\right]=\operatorname{Tr}\left[\varrho^{\mathbf{r}_{2}} C(+)\right],
\end{aligned}
$$

i.e.

$$
\begin{aligned}
& 1+t x_{1}=c_{0}+\mathbf{r}_{1} \cdot \mathbf{c}=c_{0}+x_{1} c_{1}+y_{1} c_{2} \\
& 1+t x_{2}=c_{0}+\mathbf{r}_{2} \cdot \mathbf{c}=c_{0}+x_{2} c_{1}+y_{2} c_{2}
\end{aligned}
$$

hold, where we set $\mathbf{r}_{2}=\left(x_{2}, y_{2}\right)$. The set of their solutions for $\left(c_{0}, \mathbf{c}\right)$ is represented as

$$
\left(c_{0}, \mathbf{c}\right)=(1, t, 0)+\lambda^{\prime}\left(-\frac{x_{1} y_{2}-y_{1} x_{2}}{x_{1}-x_{2}},-\frac{y_{1}-y_{2}}{x_{1}-x_{2}}, 1\right)
$$

with $\lambda^{\prime} \in \mathbb{R}$. Let us define a vector $\mathbf{n} \in \mathbb{R}^{2}$ such that

$$
(1, \mathbf{n}) \cdot\left(1, \mathbf{r}_{1}\right)=(1, \mathbf{n}) \cdot\left(1, \mathbf{r}_{2}\right)=0
$$

(i.e. $\mathbf{n} \cdot \mathbf{r}_{1}=\mathbf{n} \cdot \mathbf{r}_{2}=-1$ ). It is easy to see that

$$
\left(-\frac{x_{1} y_{2}-y_{1} x_{2}}{x_{1}-x_{2}},-\frac{y_{1}-y_{2}}{x_{1}-x_{2}}, 1\right) \propto(1, \mathbf{n}),
$$

and thus the set of solutions can be rewritten as

$$
\begin{equation*}
\left(c_{0}, \mathbf{c}\right)=(1, t, 0)+\lambda(1, \mathbf{n}) \tag{4.93}
\end{equation*}
$$

with $\lambda \in \mathbb{R}$. Note that because we are interested in the case when $A_{D}^{t x}$ and $\mathrm{A}_{D}^{t y}$ are $\mathcal{S}_{1}$-incompatible, we do not consider the case when $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ are parallel or when $x_{1}=x_{2}$ corresponding to $\psi_{0}=\frac{\pi}{2}$ or $\varphi_{0}=0$ in Part 1 respectively. Therefore, the vector $\mathbf{n}=\left(n_{x}, n_{y}\right)$ can be defined successfully, and it is easy to verify that $|\mathbf{n}|=\sqrt{n_{x}^{2}+n_{y}^{2}}>1$. Moreover, because $\varphi_{0}$ is


Figure 4.4: Geometric description of $\mathbf{n}$ : we can observe that it lies in the third quadrant.
supposed to be $0<\varphi_{0}<\frac{\pi}{2}$ as shown in Part 1 , we can assume without loss of generality that its components $n_{x}$ and $n_{y}$ are negative (see FIG. 4.4). In order for C to be an element of $C\left(\mathrm{~A}^{t \mathbf{x}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right)$, (4.93) should also satisfy

$$
0 \leqslant 1+\lambda \pm|(t, 0)+\lambda \mathbf{n}| \leqslant 2
$$

i.e.

$$
1+\lambda-|(t, 0)+\lambda \mathbf{n}| \geqslant 0, \quad 1+\lambda+|(t, 0)+\lambda \mathbf{n}| \leqslant 2
$$

It can be reduced to

$$
\begin{equation*}
\lambda_{1}^{t} \leqslant \lambda \leqslant \lambda_{2}^{t} \tag{4.94}
\end{equation*}
$$

with

$$
\begin{align*}
& \lambda_{1}^{t}=\frac{1-n_{x} t-\sqrt{\left(1-n_{x} t\right)^{2}+\left(|\mathbf{n}|^{2}-1\right)\left(1-t^{2}\right)}}{|\mathbf{n}|^{2}-1} \\
& \lambda_{2}^{t}=\min \left\{1, \frac{-1-n_{x} t+\sqrt{\left(1+n_{x} t\right)^{2}+\left(|\mathbf{n}|^{2}-1\right)\left(1-t^{2}\right)}}{|\mathbf{n}|^{2}-1}\right\}, \tag{4.95}
\end{align*}
$$

where we used $|\mathbf{n}|>1$ and $n_{x}<0$ (see FIG. [.5). Overall, $C\left(\mathrm{~A}_{D}^{t \mathbf{x}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right)$ is isomorphic to the set parameterized as

$$
\begin{equation*}
\left\{(1, t, 0)+\lambda(1, \mathbf{n}) \mid \lambda_{1}^{t} \leqslant \lambda \leqslant \lambda_{2}^{t}\right\} \tag{4.96}
\end{equation*}
$$

where $\lambda_{1}^{t}$ and $\lambda_{2}^{t}$ are shown in (4.9.7). Remark that the same argument can be applied for $C\left(\mathrm{~A}^{\text {ty }}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{\mathbf{2}}}\right)$.

We shall now prove $t_{0}^{\prime}=\inf L \notin L$. Suppose that $t \in L$, i.e. $\chi_{\text {incomp }}\left(\mathrm{A}_{D}^{\text {tx }}, \mathrm{A}_{D}^{\mathrm{ty}}\right)=$


Figure 4.5: Solutions for $\lambda$.
2. It follows that there exist $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in $\partial D$ such that

$$
\left(C\left(\mathrm{~A}_{D}^{t \mathbf{x}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{2}}\right) \times C\left(\mathrm{~A}_{D}^{\mathrm{ty}}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{\mathbf{2}}}\right)\right) \cap J M(2: 2)=\varnothing .
$$

Denoting $C\left(\mathrm{~A}_{D}^{\text {tx }}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{\mathbf{2}}}\right)$ and $C\left(\mathrm{~A}_{D}^{\text {ty }}: \varrho^{\mathbf{r}_{1}}, \varrho^{\mathbf{r}_{\mathbf{2}}}\right)$ simply by $X^{t}$ and $Y^{t}$ respectively, we can rewrite it as

$$
X^{t} \times Y^{t} \cap J M(2: 2)=\varnothing
$$

We need the following lemma.

## Lemma 4.22

Let $\delta>0$. There exists $\Delta>0$ such that for all $\tau \in[0, \Delta]$ and for all $\mathrm{C} \in X^{t-\tau}$, there exists $\mathrm{A} \in X^{t}$ satisfying

$$
d(\mathrm{C}, \mathrm{~A}):=\|\mathrm{C}(+)-\mathrm{A}(+)\|<\delta
$$

where $d$ is a metric on $O_{D}(2)$ defined through the operator norm $\|\cdot\|$ on $\mathcal{E}_{D} \simeq O_{D}(2)$.

## Proof

By its definition, $X^{t}$ is a convex set of $O_{D}(2)$, and thus for all $\mathrm{E} \in O_{D}(2)$ we can define successfully the distance between E and $X^{t}$ :

$$
d\left(\mathrm{E}, X^{t}\right)=\min _{\mathrm{F} \in X^{t}} d(\mathrm{E}, \mathrm{~F}) .
$$

In particular, for $\mathrm{E}^{\prime} \in X^{t-\Delta^{\prime}} \subset O_{D}(2)$ with $\Delta^{\prime}>0$ and $\mathrm{E}^{\prime}(+)=\frac{1}{2}\left(e_{0}^{\prime} \mathbb{1}+\mathbf{e}^{\prime} \cdot \sigma\right)$, it becomes

$$
\begin{equation*}
d\left(\mathrm{E}^{\prime}, X^{t}\right)=\min _{\mathrm{F} \in X^{t}} d\left(\mathrm{E}^{\prime}, \mathrm{F}\right)=\min _{\mathrm{F} \in X^{t}} \frac{1}{2}\left(\left|e_{0}^{\prime}-f_{0}\right|+|\mathbf{e}-\mathbf{f}|\right), \tag{4.97}
\end{equation*}
$$

where $\mathbf{F}(+)=\frac{1}{2}\left(f_{0} \mathbb{1}+\mathbf{f} \cdot \sigma\right)($ see $(4.92))$. Since, in terms of $(4.966), \mathrm{E}^{\prime} \in X^{t-\Delta^{\prime}}$
and $\mathrm{F} \in X^{t}$ imply

$$
\left(e_{0}^{\prime}, \mathbf{e}^{\prime}\right)=\left(1, t-\Delta^{\prime}, 0\right)+\lambda^{\prime}(1, \mathbf{n})
$$

with $\lambda_{1}^{t-\Delta^{\prime}} \leqslant \lambda^{\prime} \leqslant \lambda_{2}^{t-\Delta^{\prime}}$ and

$$
\left(f_{0}, \mathbf{f}\right)=(1, t, 0)+\lambda(1, \mathbf{n})
$$

with $\lambda_{1}^{t} \leqslant \lambda \leqslant \lambda_{2}^{t}$ respectively, (4.97) can be rewritten as

$$
2 d\left(\mathrm{E}^{\prime}, X^{t}\right)=\min _{\lambda \in\left[\lambda_{1}^{t}, \lambda_{2}^{t}\right]}\left(\left|\lambda^{\prime}-\lambda\right|+\left|\left(-\Delta^{\prime}, 0\right)+\left(\lambda^{\prime}-\lambda\right) \mathbf{n}\right|\right) .
$$

It follows that

$$
\begin{equation*}
2 d\left(\mathrm{E}^{\prime}, X^{t}\right) \leqslant \Delta^{\prime}+\min _{\lambda \in\left[\lambda_{1}^{t}, \lambda_{2}^{t}\right]}\left|\lambda^{\prime}-\lambda\right|(1+|\mathbf{n}|) . \tag{4.98}
\end{equation*}
$$

Let us evaluate its right hand side. It is easy to see that

$$
\min _{\lambda \in\left[\lambda_{1}^{t}, \lambda_{2}^{t}\right]}\left|\lambda^{\prime}-\lambda\right|=\left\{\begin{array}{cl}
\lambda_{1}^{t}-\lambda^{\prime} & \left(\lambda^{\prime}<\lambda_{1}^{t}\right) \\
0 & \left(\lambda_{1}^{t} \leqslant \lambda^{\prime} \leqslant \lambda_{2}^{t}\right) . \\
\lambda^{\prime}-\lambda_{2}^{t} & \left(\lambda^{\prime}>\lambda_{2}^{t}\right)
\end{array} .\right.
$$

Suppose that $\lambda^{\prime}<\lambda_{1}^{t}$ holds, for example. In this case, because $\lambda_{1}^{t-\Delta^{\prime}} \leqslant \lambda^{\prime}$, we can obtain

$$
\lambda_{1}^{t}-\lambda^{\prime} \leqslant \lambda_{1}^{t}-\lambda_{1}^{t-\Delta^{\prime}}
$$

In a similar way, it can be demonstrated that

$$
\sup _{\lambda^{\prime} \in\left[\lambda_{1}^{t-\Delta^{\prime}}, \lambda_{2}^{\left.t-\Delta^{\prime}\right]}\right.} \min _{\lambda \in\left[\lambda_{1}^{t},,_{2}^{t}\right]}\left|\lambda^{\prime}-\lambda\right|=\max \left\{\lambda_{1}^{t}-\lambda_{1}^{t-\Delta^{\prime}}, 0, \lambda_{2}^{t-\Delta^{\prime}}-\lambda_{2}^{t}\right\} .
$$

By virtue of (4.95), the right hand side converges to 0 as $\Delta^{\prime} \rightarrow 0$, and thus we can see from (4.98) that

$$
\sup _{\mathrm{E}^{\prime} \in X^{t-\Delta^{\prime}}} d\left(\mathrm{E}^{\prime}, X^{t}\right) \underset{\Delta^{\prime} \rightarrow 0}{\longrightarrow} 0
$$

It results in that there exists $\Delta>0$ such that for all $\tau \in[0, \Delta]$,

$$
\sup _{\mathrm{E}^{\prime} \in X^{t-\tau}} d\left(\mathrm{E}^{\prime}, X^{t}\right)<\delta
$$

holds, that is, $d\left(\mathrm{C}, X^{t}\right)<\delta$ holds for any $\mathrm{C} \in X^{t-\tau}$. Moreover, because $X^{t}$ is convex, there exists $\mathrm{A} \in X^{t}$ satisfying $d\left(\mathbf{C}, X^{t}\right)=d(\mathbf{C}, \mathbf{A})$, which proves the claim of the lemma.

Note that a similar statement also holds for $Y^{t}$ : there exists $\widetilde{\Delta}>0$ such that for all $\widetilde{\tau} \in[0, \widetilde{\Delta}]$ and for all $\mathrm{D} \in Y^{t-\tilde{\tau}}$, there exists $\mathrm{B} \in Y^{t}$ satisfying $d(\mathrm{D}, \mathrm{B})<\delta$. Let $V:=O_{D}(2) \times O_{D}(2)\left(\simeq \mathcal{E}_{D} \times \mathcal{E}_{D}\right)$ and let $d_{V}$ be a product metric on $V$ defined as

$$
d_{V}((\mathrm{~A}, \mathrm{~B}),(\mathrm{C}, \mathrm{D}))=\max \{d(\mathrm{~A}, \mathrm{C}), d(\mathrm{~B}, \mathrm{D})\} .
$$

According to Lemma $4.2 \pi$ and its $Y^{t}$-counterpart, if we take $\Delta_{0}=\min \{\Delta, \widetilde{\Delta}\}(>$ $0)$, then there exists $(\mathrm{A}, \mathrm{B}) \in X^{t} \times Y^{t}$ for all $(\mathrm{C}, \mathrm{D}) \in X^{t-\Delta_{0}} \times Y^{t-\Delta_{0}}$ such that $d_{V}((\mathrm{~A}, \mathrm{~B}),(\mathrm{C}, \mathrm{D}))<\delta$. On the other hand, as we have seen, it holds that

$$
X^{t} \times Y^{t} \cap J M(2: 2)=\varnothing
$$

Since $X^{t} \times Y^{t}$ and $J M(2: 2)$ are closed in $V$, and $V$ is a metric space, we can apply Urysohn's Lemma [62]. It follows that there exists a continuous (in fact uniformly continuous since $V$ is compact) function $f: V \rightarrow[0,1]$ satisfying $f(U)=0$ for any $U \in X^{t} \times Y^{t}$ and $f(W)=1$ for any $W \in J M(2: 2)$. The uniform continuity of $f$ implies that for some $\varepsilon \in(0,1)$, there is $\delta>0$ such that

$$
\begin{equation*}
d_{V}\left(\left(\mathrm{E}^{\prime}, \mathrm{F}^{\prime}\right),(\mathrm{E}, \mathrm{~F})\right)<\delta \Rightarrow\left|f\left(\left(\mathrm{E}^{\prime}, \mathrm{F}^{\prime}\right)\right)-f((\mathrm{E}, \mathrm{~F}))\right|<\varepsilon \tag{4.99}
\end{equation*}
$$

holds for any $(E, F) \in V$. For this $\delta$, we can apply the argument above: we can take $\Delta_{0}>0$ such that for any $(C, D) \in X^{t-\Delta_{0}} \times Y^{t-\Delta_{0}}$, there exists $(\mathrm{A}, \mathrm{B}) \in X^{t} \times Y^{t}$ satisfying $d_{V}((\mathrm{~A}, \mathrm{~B}),(\mathrm{C}, \mathrm{D}))<\delta$. Because $f((\mathrm{~A}, \mathrm{~B}))=0$, we have $f((\mathrm{C}, \mathrm{D}))<\varepsilon<1($ see $(\mathbb{4} 9 \mathrm{P}))$, and thus $(\mathrm{C}, \mathrm{D}) \notin J M(2: 2)$. It indicates that $X^{t-\Delta_{0}} \times Y^{t-\Delta_{0}} \cap J M(2: 2)=\varnothing$, that is, there is $\Delta_{0}>0$ for any $t \in L$ satisfying $t-\Delta_{0} \in L$. Therefore, $t_{0}^{\prime}=\inf L \notin L$ can be concluded.

## Chapter 5

## Thermodynamical entropy of mixing in regular polygon theories

The concept of entropy plays an important role in thermodynamics [ [149, [150]. It is possible to calculate the thermodynamical entropy of a mixture of classically different kinds of particles (such as a mixture of nitrogens and oxygens), and similar ideas were applied by von Neumann to the case when the system was composed of particles with different quantum internal states [5]. Similarly to the previous parts, it is expected that generalizing the notion of entropy to GPTs will help us to understand how entropy can affect our world. In fact, there have been researches which aim to introduce and investigate the concept of entropy in GPTs from informational perspectives [61, $151, \llbracket 52, \llbracket 53]$. In those researches, some kinds of entropy were defined in all theories of GPTs and their information-theoretical properties were investigated. Meanwhile, there have been also researches referring to the thermodynamical entropy in terms of the microcanonical or canonical formulation in GPTs [154, [15.5], and researches referring to the thermodynamical entropy of mixing in GPTs [[14, [156]. However, in those works, the entropy was only defined in or applied to some restricted theories of GPTs with special assumptions such as the existence of a spectral decomposition for any state into perfectly distinguishable pure states. In particular, it can be found that regular polygon theories do not always satisfy those assumptions, and thus entropy in regular polygon has never been investigated although they can be regarded as intermediate theories of a classical trit system and a qubit-like system, where entropy is defined successfully. It seems natural to ask how entropy of mixing behaves in regular polygon theories.

In this part, we consider thermodynamical entropy of mixing in regular
polygon theories. It is proven that the operationally natural thermodynamical entropy of a mixture of ideal particles with different internal states described by a regular polygon theory exists if and only if the state space of theory is triangle-shaped or disc-shaped, i.e., the theory is either classical or quantum-like. More precisely, we demonstrate that the thermodynamical entropy of mixing satisfying conditions imposed in [TI], where the concrete operational construction of the entropy was given as von Neumann did under the assumption of the existence of semipermeable membranes, does not exist in all the regular polygon theories except for classical and quantum-like ones.

This part is organized as follows. In Section 5.7], we present a generalization of thermodynamically natural entropy of mixing in GPTs. We will see that the notion of perfect distinguishability plays an important role to define entropy also in GPTs. Then, we demonstrate our main theorem and its proof in Section 5.2.

### 5.1 Entropy of mixing in GPTs

In this section, we introduce the thermodynamically consistent definition of entropy of mixing in GPTs based on the notion of perfect distinguishability.

### 5.1.1 Perfect distinguishablity for regular polygon theories

We recall that a family of states $\left\{\omega_{i}\right\}_{i}$ is called perfectly distinguishable if there exists an observable $\left\{e_{i}\right\}_{i}$ such that $e_{i}\left(\omega_{j}\right)=\delta_{i j}$. Let us characterize perfectly distinguishable states in regular polygon theories. We first consider the regular polygon theory with $n$ sides, where $n$ is an even number greater than two. Calculating the Euclidean inner product (denoted by $(\cdot, \cdot)$ here) of pure effects and pure states in Subsection [2.5.3], we obtain

$$
\left(e_{i}^{n}, \omega_{i}^{n}\right)=\left(e_{i}^{n}, \omega_{i-1}^{n}\right)=1, \quad\left(e_{i}^{n}, \omega_{i+\frac{n}{2}-1}^{n}\right)=\left(e_{i}^{n}, \omega_{i+\frac{n}{2}}^{n}\right)=0 .
$$

These equations indicate that any state in $\Omega_{n}^{[i-1, i]}$ is perfectly distinguishable from any state in $\Omega_{n}^{\left[i+\frac{n}{2}-1, i+\frac{n}{2}\right]}$, where we define

$$
\Omega_{n}^{[k-1, k]}=\left\{\omega \in \Omega_{n} \mid \omega=p \omega_{k-1}^{n}+(1-p) \omega_{k}^{n}, 0 \leqslant p \leqslant 1\right\},
$$

since the measurement $\left\{e_{i}^{n}, u-e_{i}^{n}\right\}$ distinguishes perfectly those two states. For odd $n(\geqslant 3)$, we obtain

$$
\left(e_{i}^{n}, \omega_{i}^{n}\right)=1, \quad\left(e_{i}^{n}, \omega_{i+\frac{n-1}{2}}^{n}\right)=\left(e_{i}^{n}, \omega_{i+\frac{n+1}{2}}^{n}\right)=0 .
$$

Hence, $\omega_{i}^{n}$ and an arbitrary state in $\Omega_{n}^{\left[i+\frac{n-1}{2}, i+\frac{n+1}{2}\right]}$ are perfectly distinguishable. Finally, when $n=\infty$,

$$
\left(e_{\theta}^{\infty}, \omega_{\theta}^{\infty}\right)=1, \quad\left(e_{\theta}^{\infty}, \omega_{\theta+\pi}^{\infty}\right)=0 .
$$

hold, so there is only one perfectly distinguishable state for each pure state (see Figure 5.7).


Figure 5.1: Pairs of perfectly distinguishable states in the $n$-gon state space.

### 5.1.2 Entropy of mixing in GPTs

In this part, we consider the thermodynamical entropy of mixing in a system composed of ideal gases with different internal degrees of freedom described by a GPT. In thermodynamics, it is well known that a mixture of several classically distinct ideal gases, such like a mixture of ideal hydrogens and nitrogens, causes an increase of entropy. The amount of increase by the mixture can be calculated under the assumption of the existence of semipermeable membranes which distinguish perfectly those particles. We assume in a similar way that if the internal states $\omega_{1}, \omega_{2}, \cdots, \omega_{l}$ described by a GPT are perfectly distinguishable, then there exist semipermeable membranes which can identify completely a state among them without disturbing every $\omega_{j}(j=1,2, \cdots, l)$.

We consider ideal gases in thermal equilibrium with its temperature $T$, volume $V$, and $N$ particles, and do not focus on the mechanical part of the particles in the following. All of these $N$ particles are in the same internal state $\omega=\sum_{i=1}^{l} p_{i} \omega_{i}$, where $\left\{\omega_{1}, \omega_{2}, \cdots, \omega_{l}\right\}$ is a perfectly distinguishable set of states, and $\forall i, p_{i} \geqslant 0$, and $\sum_{i=1}^{l} p_{i}=1$, meaning that this system is composed of the mixture of $l$ different kinds of particles whose internal states are $\omega_{1}, \omega_{2}, \cdots, \omega_{l}$ with a probability weight $\left\{p_{1}, p_{2}, \cdots, p_{l}\right\}$. We note again that in this chapter, classical species of particles are also regarded as
the internal states of them. In classical thermodynamics, thermodynamical entropy is calculated by constructing concrete thermodynamical operations such as isothermal or adiabatic quasistatic operations. We follow this doctrine of thermodynamics also in GPTs that thermodynamical entropy, especially thermodynamical entropy of mixing, should be operationally-derived quantity. In fact, as shown in [IT4], our assumption of the existence of semipermeable membranes makes it possible to realize concrete thermodynamical operations to calculate the thermodynamical entropy of mixing of the system mentioned above in the same way as von Neumann did when the internal degrees of freedom were quantum [5]. Strictly speaking, it has been demonstrated operationally in [II4] that the thermodynamical entropy of mixing in the system is

$$
\begin{equation*}
S(\omega)=\sum_{i=1}^{l} p_{i} S\left(\omega_{i}\right)-\sum_{i=1}^{l} p_{i} \log p_{i} \tag{5.1}
\end{equation*}
$$

where $S(\sigma)$ means the per-particle thermodynamical entropy of mixing in the system which consists of particles in the same state $\sigma$, and we set the Boltzmann constant $k_{\mathrm{B}}=1$ (also $0 \log 0=0$ ). In the process of deriving (5.2), the additivity and extensivity of the thermodynamical entropy, and the continuity of $S$ with respect to states are assumed. The latter one is needed in order to apply (5.2) to arbitrary states with an arbitrary probability weight, while its operational derivation has been given only when each $p_{i} N$ is the number of particles in the state $\omega_{i}$ and thus each $p_{i}$ is rational. We impose additional assumption that the entropy of any pure state equals to zero, that is, $S(\sigma)=0$ whenever $\sigma$ is a pure state.

### 5.2 Main result

Our main result is in the following form.

## Theorem 5.1

Consider a system in thermal equilibrium composed of ideal gases whose internal states are described an element of the state space $\Omega_{n}$ of the regular polygon theory with $n$ sides $(n \geqslant 3)$. The (per-particle) thermodynamical entropy of mixing $S: \Omega_{n} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
S(\omega)=\sum_{i=1}^{l} p_{i} S\left(\omega_{i}\right)-\sum_{i=1}^{l} p_{i} \log p_{i} \tag{5.2}
\end{equation*}
$$

where $\left\{\omega_{i}\right\}_{i}$ is a family of perfectly distinguishable states, exists if and only if $n=3$ or $\infty$, that is, the state space is classical or quantum-like.

## Proof

For $n=3$, because it is a classical system, any $\omega \in \Omega_{3}$ is decomposed uniquely into perfectly distinguishable pure states as $\omega=p \omega_{0}^{3}+q \omega_{1}^{3}+(1-p-$ q) $\omega_{2}^{3}$, where $\omega_{i}^{3}(i=0,1,2)$ are the three pure states in $\Omega_{3}$ and $\{p, q, 1-p-q\}$ is a probability weight. In this settings, we define $S$ as

$$
S(\omega)=-p \log p-q \log q-(1-p-q) \log (1-p-q) .
$$

This $S$ gives the well-defined entropy satisfying (5.2). Similarly, when $n=$ $\infty$, any state has only one decomposition into perfectly distinguishable (pure) states except for the central state of $\Omega_{\infty}$ (the maximally mixed state). For states that are not maximally mixed, we define $S$ as

$$
S(\omega)=H(p),
$$

where we decompose a non-maximally-mixed $\omega \in \Omega_{\infty}$ as $\omega=p \omega_{\theta}^{\infty}+(1-$ p) $\omega_{\theta+\pi}^{\infty}(0 \leqslant p \leqslant 1)$ and $H(p)=-p \log p-(1-p) \log (1-p)$ is the 1 -bit Shannon entropy. We can apply this $S$ to the maximally mixed state, for the probability weight does not depend on the way of decompositions and they are always $\left\{\frac{1}{2}, \frac{1}{2}\right\}$. Therefore, we can define successfully the thermodynamical entropy $S$ which meets (5.2) for $n=3, \infty$. In the following, we prove the only if part.


Figure 5.2: Illustration of the state $\omega_{\mathrm{P}}$.
The case when $n=4$ was proven in [IT4], so we only consider $n \geqslant 5$. At first, we assume $n$ is an even number, and consider the state $\omega_{\mathrm{P}}$ represented in Figure [.2.2, that is,

$$
\omega_{\mathrm{P}}=\frac{y}{x+y} \omega_{i}^{n}+\frac{x}{x+y} \omega_{i+\frac{n}{2}}^{n}=\frac{t}{s+t} \omega_{i+1}^{n}+\frac{s}{s+t} \omega_{i+\frac{n}{2}+2}^{n},
$$

where $x, y, s, t$ are all nonnegative, and $x \leqslant y$ and $s \leqslant t$ as shown in Figure
5.2. Note that $\left\{\omega_{i}^{n}, \omega_{i+\frac{n}{2}}^{n}\right\}$ and $\left\{\omega_{i+1}^{n}, \omega_{i+\frac{n}{2}+2}^{n}\right\}$ are two perfectly distinguishable pairs of pure states. From the observations in the previous section, we obtain two forms of the thermodynamical entropy of mixing:

$$
\begin{equation*}
S\left(\omega_{\mathrm{P}}\right)=H\left(\frac{x}{x+y}\right)=H\left(\frac{s}{s+t}\right) \tag{5.3}
\end{equation*}
$$

which means

$$
\frac{x}{x+y}=\frac{s}{s+t}
$$

because $x \leqslant y$ and $s \leqslant t$. On the other hand, applying sine theorem to Figure 5.2 we can see that

$$
\frac{x}{\sin \left(\frac{\pi}{2}-\frac{2 \pi}{n}\right)}=\frac{s}{\sin \left(\frac{\pi}{2}-\frac{\pi}{n}\right)}, \quad \frac{y}{\sin \left(\frac{\pi}{2}-\frac{\pi}{n}\right)}=\frac{t}{\sin \left(\frac{\pi}{2}-\frac{2 \pi}{n}\right)},
$$

namely

$$
\frac{s}{s+t}=\frac{x}{x+\left(\frac{\cos \frac{2 \pi}{\cos } \frac{\pi}{n}}{\cos }\right)^{2} y}
$$

holds. It follows from these two equations that

$$
\left(\frac{\cos \frac{2 \pi}{n}}{\cos \frac{\pi}{n}}\right)^{2}=1
$$

and because for even $n$, this equation holds if and only if $n=\infty\left(\cos \left(\frac{\pi}{n}\right)=1\right)$, the entropy in (5.3) has been proven to be ill-defined.

Next, we consider the case when $n$ is an odd number greater than three. We define the state $\omega_{\mathrm{A}}$ as $\omega_{\mathrm{A}}=\frac{1}{2}\left(\omega_{i+\frac{n-1}{2}}^{n}+\omega_{i+\frac{n+1}{2}}^{n}\right)$, and consider two states $\omega_{\mathrm{Q}}$ and $\omega_{\mathrm{R}}$ shown in Figure [5.3, where $j=\frac{n^{2}+1}{4}$ or $\frac{n-1}{4}$ corresponding to the case when $n \equiv 3$ or $n \equiv 1(\bmod 4)$ respectively. Note that $\left\{\omega_{i}^{n}, \omega_{\mathrm{A}}\right\}$ and $\left\{\omega_{i+1}^{n}, \omega_{i+\frac{n+1}{2}}^{n}\right\}$ in Figure 5.3.3, and $\left\{\omega_{i+j}^{n}, \omega_{i+(n-j)}^{n}\right\}$ in Figure 5.3D are perfectly distinguishable pairs of states. Then,

$$
S\left(\omega_{\mathrm{Q}}\right)=\frac{p}{p+q} S\left(\omega_{\mathrm{A}}\right)+H\left(\frac{p}{p+q}\right)=H\left(\frac{u}{u+v}\right),
$$

and

$$
S\left(\omega_{\mathrm{R}}\right)=\frac{w}{w+z} S\left(\omega_{\mathrm{A}}\right)+H\left(\frac{w}{w+z}\right)=H\left(\frac{1}{2}\right)
$$

hold. We assume that the entropies of the two states $\omega_{\mathrm{Q}}, \omega_{\mathrm{R}}$ are well-defined


Figure 5.3: Illustration of the states $\omega_{\mathrm{Q}}$ and $\omega_{\mathrm{R}}$.
(so is $\omega_{\mathrm{A}}$ ). Then,

$$
\begin{align*}
S\left(\omega_{\mathrm{A}}\right) & =\frac{p+q}{p}\left\{H\left(\frac{u}{u+v}\right)-H\left(\frac{p}{p+q}\right)\right\}  \tag{5.4}\\
& =\frac{w+z}{w}\left\{H\left(\frac{1}{2}\right)-H\left(\frac{w}{w+z}\right)\right\} \tag{5.5}
\end{align*}
$$

holds. Let us give the explicit expressions of (5.5). From Figure [5.4, we obtain


Figure 5.4: The decomposition for $\omega_{Q}$.

$$
\frac{u}{v}=\frac{r_{n} \sin \left(\frac{n-2}{n} \pi\right)}{r_{n} \sin \frac{\pi}{n}}=\frac{\sin \frac{2 \pi}{n}}{\sin \frac{\pi}{n}}=2 \cos \frac{\pi}{n}
$$

and by sine theorem,

$$
\frac{p}{\sin \left(\frac{\pi}{2}-\frac{\pi}{2 n}\right)}=\frac{u}{\sin \left(\frac{\pi}{2}-\frac{\pi}{n}\right)}, \quad q=v \cos \frac{3 \pi}{2 n}
$$

hold. Therefore,

$$
\begin{aligned}
\frac{q}{p} & =\frac{v}{u} \cdot \frac{\cos \frac{\pi}{n} \cdot \cos \frac{3 \pi}{2 n}}{\cos \frac{\pi}{2 n}} \\
& =\frac{\cos \frac{3 \pi}{2 n}}{2 \cos \frac{\pi}{2 n}} \\
& =\frac{1}{2}\left(4 \cos ^{2} \frac{\pi}{2 n}-3\right) \\
& =\frac{1}{2}\left(2 \cos \frac{\pi}{n}-1\right) .
\end{aligned}
$$

On the other hand, from Figure 5.3D, we obtain

$$
\begin{align*}
\frac{z}{w} & =\frac{2 r_{n} \cos ^{2} \frac{\pi}{2 n}-2 r_{n} \cos ^{2}\left(\frac{n-2 j}{2 n} \pi\right)}{2 r_{n} \cos ^{2}\left(\frac{n-2 j}{2 n} \pi\right)}  \tag{5.6}\\
& =\frac{\cos ^{2} \frac{\pi}{2 n}-\sin ^{2} \frac{j \pi}{n}}{\sin ^{2} \frac{j \pi}{n}} \quad \text { for } \quad j=\frac{n \pm 1}{4}
\end{align*}
$$

Since

$$
\begin{align*}
\sin ^{2} \frac{j \pi}{n} & =\frac{1}{2}\left(1-\cos \frac{2 j \pi}{n}\right) \\
& =\frac{1}{2}\left(1-\cos \frac{(n \pm 1) \pi}{2 n}\right)  \tag{5.7}\\
& =\frac{1}{2}\left(1 \pm \sin \frac{\pi}{2 n}\right)
\end{align*}
$$

the equation above can be written as

$$
\begin{aligned}
\frac{z}{w} & =\frac{2\left(1+\sin \frac{\pi}{2 n}\right)\left(1-\sin \frac{\pi}{2 n}\right)-\left(1 \pm \sin \frac{\pi}{2 n}\right)}{1 \pm \sin \frac{\pi}{2 n}} \\
& =1 \mp 2 \sin \frac{\pi}{2 n}
\end{aligned}
$$

where the double sign corresponds to the ones in (5.6) and (5.7), and the upper and lower sign correspond to the case of $n \equiv 3$ and $n \equiv 1(\bmod 4)$ respectively. Substituting these results to (5.4) and (5.5), we obtain

$$
\begin{aligned}
S\left(\omega_{\mathrm{A}}\right) & =\left(\frac{2 \cos \frac{\pi}{n}+1}{2}\right)\left\{H\left(\frac{1}{2 \cos \frac{\pi}{n}+1}\right)-H\left(\frac{2}{2 \cos \frac{\pi}{n}+1}\right)\right\} \\
& =\left(2 \mp 2 \sin \frac{\pi}{2 n}\right)\left\{H\left(\frac{1}{2}\right)-H\left(\frac{1}{2 \mp 2 \sin \frac{\pi}{2 n}}\right)\right\} .
\end{aligned}
$$



Figure 5.5: The difference between (5.8) and (5.4).
By letting $\alpha=\sin \frac{\pi}{2 n}$, it can be rewritten as

$$
\begin{align*}
S\left(\omega_{\mathrm{A}}\right) & =2 \alpha^{2} \log 2+\frac{1-4 \alpha^{2}}{2} \log \left(1-4 \alpha^{2}\right)-\left(1-2 \alpha^{2}\right) \log \left(1-2 \alpha^{2}\right)  \tag{5.8}\\
& =(1 \mp 2 \alpha) \log (1 \mp 2 \alpha)-(2 \mp 2 \alpha) \log (1 \mp \alpha), \tag{5.9}
\end{align*}
$$

where the upper and lower signs correspond to the case of $n \equiv 3$ and $n \equiv 1$ $(\bmod 4)$ respectively. The differences between (5.8) and (5.7) in the case of $n \equiv 3$ and $n \equiv 1$ are displayed in Figures 5.5 and $5.5 b$ respectively, and we can see that the two forms of $S\left(\omega_{\mathrm{A}}\right)$ shown in (5.8) and ( $5 . .4$ ) do not agree with each other. In conclusion, it has been proven that if $n \neq 3, \infty$, then there exists some state whose thermodynamical entropy of mixing is ill-defined.

We can see the ill-defined values of entropy become well-defined if $n=3, \infty$ in our proof. For example, when $n$ is an odd number, $\alpha=\sin \frac{\pi}{2 n}$ equals to $\frac{1}{2}$ or 0 if $n$ equals to three or infinite, respectively, and two values (5.8) and (5.7) coincide with each other in these cases (see Figure 5.5).

## Remark 5.2

Similar results were obtained in [114], where it was assumed that any state could be represented as a convex combination of perfectly distinguishable pure states. However, a state of a regular polygon theory is not always represented by a convex combination of perfectly distinguishable pure states. For instance, we can see from Figure 5.1] that the state $\omega_{\mathrm{A}}$ in Figure 5.3a or Figure 5.3 b can not be decomposed into perfectly distinguishable pure states. Thus, regular polygon theories generally do not satisfy the assumption in the previous study [T14], and our result is the one about the exsistence of well-defined thermodynamical entropy in such a broader class of theories where "spectral decompositions" of states are not generally possible.

## Chapter 6

## Summary

In this thesis, we have studied the notion of uncertainty in quantum theory via convexity. We focused on three expressions of uncertainty: uncertainty relations, incompatibility, and thermodynamical entropy. Our establishments were based on the idea that to see quantum uncertainty from a broader point of view makes it possible to understand its essence. In fact, in each chapter, we considered uncertainty relations and thermodynamical entropy in a broader class of theories than quantum theory, and investigated quantum incompatibility, which is a broader notion than uncertainty.

In Chapter [J, we introduced the mathematical framework of GPTs. We saw that GPTs are constructed by requiring only primitive convexity originating from probability mixtures, and thus in this sense, they are the most general description of nature (in particular, broader than quantum theory). There were proven that GPTs can be expressed mathematically in terms of ordered Banach spaces, and that it indeed reproduce the usual formulation of quantum theory.

In Chapter 3], several generalizations of uncertainty relations such as entropic uncertainty relations were considered in a class of GPTs which can be considered as generalized theories of quantum theory. It was revealed that similar quantitative relations between preparation and measurement uncertainty to quantum case hold also in GPTs although only theories with transitivity and self-duality with respect to a certain inner product were considered. We also gave concrete calculations of our results for regular polygon theories. What is also specific to theorems is that they were obtained without considering entanglement or even composite systems while the quantum results of the previous studies were based on the "ricochet" property of maximally entangled states. It may be indicated that some of the characteristics of quantum theory can be obtained without entanglement. Future research should reveal the relations between the maximal entanglement and self-duality, which will be a key to generalizing our theorems to infinite-dimensional cases (remember that the maximally entangled
states cannot be defined in infinite-dimensional quantum theories such as $\mathcal{H}=L^{2}(\mathbb{R})$ ). To find information-theoretic applications of our results is also left for future work.

In Chapter 四, we focused on incompatibility in quantum theory, and introduced the notions of compatibility and incompatibility dimensions for collections of quantum devices. They describe the minimum number of states which are needed to detect incompatibility and the maximum number of states on which incompatibility vanishes, respectively. We have not only presented general properties of those quantities but also examined concrete behaviors of them for a pair of unbiased qubit observables. We have proven that even for this simple pair of incompatible observables there exist two types of incompatibility with different incompatibility dimensions which cannot be observed if we focus only on robustness of incompatibility under noise. We expect that it is possible to apply this difference to some quantum protocols such as quantum cryptography. Future work will be needed to investigate whether similar results can be obtained for observables in higher dimensional Hilbert space or other quantum devices. As the definitions apply to devices in GPTs, an interesting task is further to see how quantum incompatibility dimension differs from incompatibility dimension in general.

In Chapter 回, we returned to GPTs and considered theremodynamical entropy in regular polygon theories. We showed that only classical and quantum-like theories (i.e. the triangle and disc theories respectively) allow the operationally natural entropy to be consistent. Further research is required to reveal if we can obtain the same results in higher dimensional cases. Moreover, the proof of our main theorem indicates that the entropy discussed above is defined successfully in other theories where the probability coefficients obtained when a state is decomposed into perfectly distinguishable states are unique even though the state space is neither classical nor quantum. This means that we need to impose additional conditions on the entropy to remove those"unreasonable" theories, which is also a future problem.
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## Appendix

## A Proof of Proposition [2.50]

In this part, we give a proof of Proposition [2.50]. We need the following proposition, which holds without the assumption of the transitivity of $\Omega$.

## Proposition A. 1

For a state space $\Omega$, define a linear map $P_{M}: V \rightarrow V$ by

$$
P_{M} x=\int_{G L(\Omega)} T x d \mu(T) .
$$

Then, $P_{M}$ is an orthogonal projection with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, i.e.

$$
P_{M}=P_{M}^{2} \quad \text { and } \quad\left\langle P_{M} x, y\right\rangle_{G L(\Omega)}=\left\langle x, P_{M} y\right\rangle_{G L(\Omega)} \text { for all } x, y \in V .
$$

## Proof

We denote the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ simply by $\langle\cdot, \cdot\rangle$ in this proof.
Let $V_{M}:=\{x \in V \mid T x=x$ for all $T \in G L(\Omega)\}$ be the set of all fixed points with respect to $G L(\Omega)$. Then, it is easy to see that $P_{M} x_{M}=x_{M}$ for any $x_{M} \in V_{M}$ and $V_{M}=\operatorname{Im} P_{M}$ (in particular $V_{M}$ is a subspace of $V$ ). Therefore,

$$
P_{M}^{2} x=P_{M}\left(P_{M} x\right)=P_{M} x
$$

holds for any $x \in V$, and thus $P_{M}^{2}=P_{M}$. On the other hand, we can observe

$$
\begin{align*}
\left\langle P_{M} x, y\right\rangle & =\int_{G L(\Omega)} d \mu(T)\left(T P_{M} x, T y\right)_{E} \\
& =\int_{G L(\Omega)} d \mu(T)\left(P_{M} x, T y\right)_{E} \\
& =\int_{G L(\Omega)} d \mu(T)\left(\int_{G L(\Omega)} d \mu(S) S x, T y\right)_{E} . \tag{A.1}
\end{align*}
$$

Let us fix an orthonormal basis $\left\{w_{i}\right\}_{i=1}^{N+1}$ of $V$ compatible with the standard

Euclidean inner product of $V$, i.e.

$$
\left(w_{i}, w_{j}\right)_{E}=\delta_{i j} .
$$

We can consider representing the vector $\int_{G L(\Omega)} d \mu(S) S x \in V$ by means of the orthonormal basis $\left\{w_{i}\right\}_{i}$ as

$$
\int_{G L(\Omega)} d \mu(S) S x=\sum_{i}\left(w_{i}, \int_{G L(\Omega)} d \mu(S) S x\right)_{E} w_{i} .
$$

In fact, the " $i$ th-element" $\left(w_{i}, \int_{G L(\Omega)} d \mu(S) S x\right)_{E}$ is given by (see [1.57] for more details)

$$
\left(w_{i}, \int_{G L(\Omega)} d \mu(S) S x\right)_{E}=\int_{G L(\Omega)} d \mu(S)\left(w_{i}, S x\right)_{E} .
$$

It results in

$$
\begin{aligned}
\left(\int_{G L(\Omega)} d \mu(S) S x, T y\right)_{E} & =\sum_{i}\left[\int_{G L(\Omega)} d \mu(S)\left(w_{i}, S x\right)_{E}\right]\left(w_{i}, T y\right)_{E} \\
& =\int_{G L(\Omega)} d \mu(S)\left[\sum_{i}\left(S x, w_{i}\right)_{E}\left(w_{i}, T y\right)_{E}\right] \\
& =\int_{G L(\Omega)} d \mu(S)(S x, T y)_{E} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
& \int_{G L(\Omega)} d \mu(T)\left(\int_{G L(\Omega)} d \mu(S) S x, T y\right)_{E} \\
&= \int_{G L(\Omega)} d \mu(T)\left[\int_{G L(\Omega)} d \mu(S)(S x, T y)_{E}\right] \\
&= \int_{G L(\Omega)} d \mu(S)\left[\int_{G L(\Omega)} d \mu(T)(S x, T y)_{E}\right] \\
&=\int_{G L(\Omega)} d \mu(S)\left(S x, \int_{G L(\Omega)} d \mu(T) T y\right)_{E},
\end{aligned}
$$

where we use Fubini's theorem for the finite Haar measure $\mu$ on $G L(\Omega)$. We can conclude together with (ㅅ․ I) that

$$
\left\langle P_{M} x, y\right\rangle=\left\langle x, P_{M} y\right\rangle
$$

holds.
Proposition A. 1 enables us to give an orthogonal decomposition of a
vector $x \in V$ such that

$$
\begin{equation*}
x=\left(\mathbb{1}-P_{M}\right) x+P_{M} x, \tag{A.2}
\end{equation*}
$$

where $\left(\mathbb{1}-P_{M}\right) x \in V_{M}^{\perp}$ and $P_{M} x \in V_{M}$. When the transitivity of $\Omega$ is assumed, ( $\boxed{\boxed{A} .2}$ ) is reduced to Proposition [2.50].

## Proposition [2.50]

For a transitive state space $\Omega$, there exists a basis $\left\{v_{l}\right\}_{l=1}^{N+1}$ of $V$ orthonormal with respect to the inner product $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ such that $v_{N+1}=\omega_{M}$ and

$$
x \in a f f(\Omega) \Longleftrightarrow x=\sum_{l=1}^{N} a_{l} v_{l}+v_{N+1}=\sum_{l=1}^{N} a_{l} v_{l}+\omega_{M}\left(a_{1}, \cdots, a_{N} \in \mathbb{R}\right) .
$$

## Proof

Since we set $\operatorname{dim} \operatorname{aff}(\Omega)=N$, there exists a set of $N$ linear independent vectors $\left\{v_{l}\right\}_{l=1}^{N} \subset\left[a f f(\Omega)-\omega_{M}\right]$ which forms a basis of the $N$-dimensional vector subspace $\left[\right.$ aff $\left.(\Omega)-\omega_{M}\right] \subset V$, and we can assume by taking an orthonormalization that they are orthonormal with respect to the inner product $\langle\cdot, \cdot\rangle$. Hence, $x \in \operatorname{aff}(\Omega)$ if and only if it is represented as

$$
\begin{equation*}
x=\sum_{l=1}^{N} a_{l} v_{l}+\omega_{M} \quad\left(a_{1}, \cdots, a_{N} \in \mathbb{R}\right) . \tag{A.3}
\end{equation*}
$$

Moreover, because of the definition of aff $(\Omega)$, for every $v_{l} \in\left[\operatorname{aff}(\Omega)-\omega_{M}\right]$ there exist $k \in \mathbb{N}$, real numbers $\left\{b_{i}\right\}_{i=1}^{k}$ satisfying $\sum_{i=1}^{k} b_{i}=1$, and states $\left\{\omega_{i}\right\}_{i=1}^{k}$ such that $v_{l}=\sum_{i=1}^{k} b_{i} \omega_{i}-\omega_{M}$. By means of Proposition [2.4.1, we obtain for all $l=1,2, \cdots, N$

$$
\begin{align*}
P_{M} v_{l} & =\sum_{i=1}^{k} b_{i} P_{M} \omega_{i}-P_{M} \omega_{M} \\
& =\sum_{i=1}^{k} b_{i} \omega_{M}-\omega_{M}=0 . \tag{A.4}
\end{align*}
$$

Therefore, because of Proposition A. D

$$
\begin{aligned}
\left\langle\omega_{M}, v_{l}\right\rangle & =\left\langle P_{M} \omega_{M}, v_{l}\right\rangle \\
& =\left\langle\omega_{M}, P_{M} v_{l}\right\rangle \\
& =0
\end{aligned}
$$

holds for all $l=1,2, \cdots, N$, and we can conclude together with the unit norm of $\omega_{M}$ that $\left\{v_{1}, \cdots, v_{N}, \omega_{M}\right\}$ in (A.3) forms an orthonormal basis of the $(N+1)$-dimensional vector space $V$ with respect to $\langle\cdot, \cdot\rangle$ and Proposition
$\boxed{2.50]}$ is proven (we can also find that ( $\boxed{A} .3)$ ) corresponds to ( $(\mathbb{A} .2)$ ).

## B Proof of Proposition [2.52]

In this part, we prove Proposition [2.52]. As we have so far, we let $\Omega$ be a state space, $V_{+}$be the positive cone generated by $\Omega$, and $G L(\Omega)$ be the set of all state automorphisms on $\Omega$ in the following.

## Lemma B. 1

 all $T \in G L(\Omega)$.

## Proof

Let $w \in V_{+\langle\cdot \cdot\rangle_{G L(\Omega)}}^{* i n t}$. It holds that $\langle w, v\rangle_{G L(\Omega)} \geqslant 0$ for all $v \in V_{+}$. Because any $T \in G L(\Omega)$ is an orthogonal transformation with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, we obtain

$$
\langle T w, v\rangle_{G L(\Omega)}=\left\langle w, T^{-1} v\right\rangle_{G L(\Omega)} \geqslant 0
$$

for all $v \in V_{+}$. Therefore, $T V_{+\langle\cdot ;\rangle\rangle_{G L(\Omega)}^{* i n t}}^{*} \subset V_{+\langle\cdot,\rangle_{G L(\Omega)}}^{* i n t}$ holds, and a similar argument for $T^{-1} \in G L(\Omega)$ proves the lemma.

## Lemma B. 2

Let $(\cdot, \cdot)$ be an arbitrary inner product on $V . V_{+}$is self-dual if and only if there exists a linear map $J: V \rightarrow V$ such that $J$ is strictly positive with respect to $(\cdot, \cdot)$, i.e. $(x, J y)=(J x, y)$ for all $x, y \in V$ and $(x, J x)>0$ for all $x \in V$, and $J\left(V_{+}\right)=V_{+(\cdot, \cdot)}^{* i n t}$.

## Proof

If part: We introduce an inner product $(\cdot, \cdot)_{J}=(\cdot, J \cdot) . V_{+(\cdot, \cdot) J}^{* i n}$ is written as

$$
\begin{aligned}
V_{+(\cdot, \cdot)_{J}}^{* i n i t} & =\left\{v \mid(v, w)_{J} \geqslant 0,{ }^{\forall} w \in V_{+}\right\} \\
& =\left\{v \mid(v, J w) \geqslant 0,{ }^{\forall} w \in V_{+}\right\} \\
& =\left\{v \mid(J v, w) \geqslant 0,{ }^{\forall} w \in V_{+}\right\} .
\end{aligned}
$$

Thus, $v \in V_{+(\cdot,)_{J}}^{* i \text { int }}$, is equivalent to $J v \in V_{+(\cdot, \cdot)}^{* i n t}$. It concludes $V_{+\left((,,)_{J}\right.}^{* i n t}=$ $J^{-1}\left(V_{+(\stackrel{*}{*},)}^{* i n t}\right)=V_{+}$。
Only if part: Let $V_{+}$be self-dual with respect to an inner product $\langle\cdot, \cdot\rangle$. There exists some $K: V \rightarrow V$ strictly positive with respect to $(\cdot, \cdot)$ such that $\langle\cdot, \cdot\rangle=(\cdot, K \cdot)$. We obtain

$$
\begin{aligned}
V_{+}=V_{+\langle\cdot \cdot\rangle}^{* i n t} & =\left\{v \mid\langle v, w\rangle \geqslant 0, \quad{ }^{\forall} w \in V_{+}\right\} \\
& =\left\{v \mid(v, K w) \geqslant 0, \quad \forall w \in V_{+}\right\} \\
& =\left\{v \mid(K v, w) \geqslant 0, \quad \forall w \in V_{+}\right\}
\end{aligned}
$$

Thus, $v \in V_{+}=V_{+\langle\cdot,\rangle}^{* i n t}$ is equivalent to $K v \in V_{+(\cdot,)}^{* i n t}$, i.e. $K V_{+}=V_{+(\cdot, \cdot)}^{* i n t}$. Define $J=K$.

In Lemma $\mathbb{B} .2$, we gave a necessary and sufficient condition for $V_{+}$with an inner product $(\cdot, \cdot)$ to be self-dual. The condition was the existence of a strictly positive map $J$ satisfying $J\left(V_{+}\right)=V_{+(\cdot, \cdot)}^{* i n t}$. This map $J$ may not be unique. For instance, let us consider a classical system in $\mathbb{R}^{2}$ whose extreme points are two points $(1,1)$ and $(1,-1)$. The positive cone is a "forward lightcone" $V_{+}=\left\{\left(x_{0}, x_{1}\right) \mid x_{0} \geqslant 0, x_{0}^{2}-x_{1}^{2} \geqslant 0\right\}$. It is easy to see that $V_{+}=V_{+(\cdot, \cdot) E}^{* i n t}$ with the standard Euclidean inner product $(\cdot, \cdot)_{E}$. However, if we choose an orthogonal basis $\left\{v_{0}, v_{1}\right\}$ of $\mathbb{R}^{2}$ given by $v_{0}=(1,1)$ and $v_{1}=(1,-1)$, then every linear map of the form

$$
\binom{v_{0}}{v_{1}} \mapsto\binom{\lambda_{0} v_{0}}{\lambda_{1} v_{1}}
$$

for $\lambda_{0}, \lambda_{1}>0$ (which contains "Lorentz transformations" in $1+1$ dimension) is strictly positive and makes $V_{+}$invariant. Nevertheless, when $\left|\Omega^{\text {ext }}\right|<\infty$, we can demonstrate that such strictly positive maps are "equivalent" to each other .

## Lemma B. 3

Let $\left|\Omega^{\mathrm{ext}}\right|<\infty$. If a linear map $J: V \rightarrow V$ is strictly positive with respect to an inner product $(\cdot, \cdot)$, i.e. $(x, J y)=(J x, y)$ for all $x, y \in V$ and $(x, J x)>0$ for all $x \in V$, and satisfies $J\left(V_{+}\right)=V_{+}$, then for each $\omega^{\mathrm{ext}} \in \Omega^{\mathrm{ext}}$ there exists $\mu\left(\omega^{\mathrm{ext}}\right)>0$ such that $J\left(\omega^{\mathrm{ext}}\right)=\mu\left(\omega^{\mathrm{ext}}\right) \omega^{\mathrm{ext}}$.

Proof
Any $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ is represented as $\omega^{\text {ext }}=c\left(\omega^{\text {ext }}\right) w$ with $c\left(\omega^{\text {ext }}\right):=\left\|\omega^{\text {ext }}\right\|=$ $\left(\omega^{\text {ext }}, \omega^{\text {ext }}\right)^{1 / 2}$ and $w$ satisfying $\|w\|=1$. Suppose that there exists a family

$$
\left\{\omega_{k}^{\mathrm{ext}}\right\}_{k=1}^{Z}=\left\{c\left(\omega_{k}^{\mathrm{ext}}\right) w_{k}\right\}_{k=1}^{Z} \subset \Omega^{\mathrm{ext}}
$$

such that there is no $\mu\left(\omega_{k}^{\text {ext }}\right)>0$ for every $k=1,2, \cdots, Z$ satisfying $J\left(\omega_{k}^{\text {ext }}\right)=\mu\left(\omega_{k}^{\text {ext }}\right) \omega_{k}^{\text {ext }}$, and define $W:=\left\{w_{k}\right\}_{k=1}^{Z}$. Since $J$ maps each extreme ray of $V_{+}$to an extreme ray of $V_{+}, J\left(w_{k}\right)$ with $w_{k} \in W$ is proportional to some $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ (remember that an extreme ray of $V_{+}$is the set of positive scalar multiples of an extreme point of $\Omega)$. We can see that $J\left(w_{k}\right)$ is proportional to some $w_{p} \in W$ with $p \neq k$ considering that $J\left(J\left(w_{k}\right)\right)=\mu J\left(w_{k}\right)$ holds if and only if $J\left(w_{k}\right)=\mu w_{k}$ holds.

We shall show in the following that there is a $w_{q} \in W$ such that $J\left(w_{q}\right) \notin$ $W$ despite of the argument above. To prove the claim, let us diagonalize $J$. It is written as $J=\sum_{n=1}^{M} \tau_{n} R_{n}$, where $\tau_{1}>\tau_{2}>\cdots>\tau_{M}>0$ and $\left\{R_{n}\right\}_{n=1}^{M}$ are orthogonal projections. We choose $w_{1}$ so that $0 \neq\left(w_{1}, R_{1} w_{1}\right) \geqslant\left(w_{k}, R_{1} w_{k}\right)$
for all $w_{k} \in W$. Although such $w_{1}$ may not be unique, the following argument does not depend on the choice. If it happens that $\left(w_{k}, R_{1} w_{k}\right)=0$ for all $w_{k} \in W$, we choose $w_{1}$ so that $0 \neq\left(w_{1}, R_{2} w_{1}\right) \geqslant\left(w_{k}, R_{2} w_{k}\right)$ for all $w_{k} \in W$. If still $\left(w_{k}, R_{2} w_{k}\right)=0$ for all $w_{k} \in W$, we repeat the argument for $R_{3}, R_{4}, \cdots$. For simplicity, we assume hereafter that $\left(w_{1}, R_{1} w_{1}\right) \neq 0$ holds. The general cases can be treated similarly. Let $r_{1}:=R_{1} w_{1} /\left\|R_{1} w_{1}\right\| \neq 0$, then $J$ is written as

$$
J=\tau_{1}\left|r_{1} \nmid r_{1}\right|+\tau_{1}\left(R_{1}-\left|r_{1} \nmid r_{1}\right|\right)+\sum_{n \geqslant 2} \tau_{n} E_{n}=\tau_{1} \hat{R}_{0}+\tau_{1} \hat{R}_{1}+\sum_{n \geqslant 2} \tau_{n} \hat{R}_{n}
$$

where we define $\hat{R}_{0}:=\left|r_{1}\right\rangle\left\langle r_{1}\right|, \hat{R}_{1}:=R_{1}-\left|r_{1} \backslash r_{1}\right|$ and $\hat{R}_{n}:=R_{n}$ for $n \geqslant 2$ satisfying $\hat{R}_{a} \hat{R}_{b}=\delta_{a b} \hat{R}_{a}$ for $a, b=0,1, \cdots, M$. Now we consider a vector

$$
\frac{J\left(w_{1}\right)}{\left\|J\left(w_{1}\right)\right\|}=\frac{\tau_{1} \hat{R}_{0} w_{1}+\tau_{1} \hat{R}_{1} w_{1}+\sum_{n \geqslant 2} \tau_{n} \hat{R}_{n} w_{1}}{\left(\tau_{1}^{2}\left(w_{1}, \hat{R}_{0} w_{1}\right)+\tau_{1}^{2}\left(w_{1}, \hat{R}_{1} w_{1}\right)+\sum_{n \geqslant 2} \tau_{n}^{2}\left(w_{1}, \hat{R}_{n} w_{1}\right)\right)^{1 / 2}}
$$

which must coincide with some $w_{p} \in W$. Its " $\hat{R}_{0}$-element" can be calculated as

$$
\begin{align*}
\left(\frac{J\left(w_{1}\right)}{\left\|J\left(w_{1}\right)\right\|}\right. & \left., \hat{R}_{0} \frac{J\left(w_{1}\right)}{\left\|J\left(w_{1}\right)\right\|}\right) \\
& =\frac{\tau_{1}^{2}\left(w_{1}, \hat{R}_{0} w_{1}\right)}{\tau_{1}^{2}\left(w_{1}, \hat{R}_{0} w_{1}\right)+\tau_{1}^{2}\left(w_{1}, \hat{R}_{1} w_{1}\right)+\sum_{n \geqslant 2} \tau_{n}^{2}\left(w_{1}, \hat{R}_{n} w_{1}\right)} \\
& =\frac{\left(w_{1}, \hat{R}_{0} w_{1}\right)}{\left(w_{1}, \hat{R}_{0} w_{1}\right)+\left(w_{1}, \hat{R}_{1} w_{1}\right)+\sum_{n=2}^{M} \frac{\tau_{n}^{2}}{\tau_{1}^{2}}\left(w_{1}, \hat{R}_{n} w_{1}\right)} . \tag{B.1}
\end{align*}
$$

On the other hand, we can obtain that

$$
\begin{aligned}
\left(w_{1}, \hat{R}_{0} w_{1}\right) & +\left(w_{1}, \hat{R}_{1} w_{1}\right)+\sum_{n=2}^{M} \frac{\tau_{n}^{2}}{\tau_{1}^{2}}\left(w_{1}, \hat{R}_{n} w_{1}\right) \\
< & \left(w_{1}, \hat{R}_{0} w_{1}\right)+\left(w_{1}, \hat{R}_{1} w_{1}\right)+\sum_{n=2}^{M}\left(w_{1}, \hat{R}_{n} w_{1}\right)=1
\end{aligned}
$$

because there exists a $n \geqslant 2$ such that $\left(w_{1}, \hat{R}_{n} w_{1}\right) \neq 0$ (otherwise $w_{1}=$ $\left(\hat{R}_{0}+\hat{R}_{1}\right) w_{1}=R_{1} w_{1}$ and thus $J\left(w_{1}\right)=\tau_{1} w_{1}$ hold, which contradicts $w_{1} \in$ $W)$. Therefore, (B.]) results in

$$
\left(\frac{J\left(w_{1}\right)}{\left\|J\left(w_{1}\right)\right\|}, \hat{R}_{0} \frac{J\left(w_{1}\right)}{\left\|J\left(w_{1}\right)\right\|}\right)>\left(w_{1}, \hat{R}_{0} w_{1}\right) .
$$

This observation concludes a contradiction to $J\left(w_{1}\right) /\left\|J\left(w_{1}\right)\right\|=w_{p} \in W$
because $w_{1}$ satisfies $\left(w_{1}, \hat{R}_{0} w_{1}\right) \geqslant\left(w_{k}, \hat{R}_{0} w_{k}\right)$ for all $w_{k} \in W$. Overall, we find that every $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ has some $\mu\left(\omega^{\text {ext }}\right)>0$ such that $J\left(\omega^{\text {ext }}\right)=\mu\left(\omega^{\text {ext }}\right) \omega^{\text {ext }}$.

## Lemma B. 4

Let $\left|\Omega^{\text {ext }}\right|<\infty$, and suppose that linear maps $J$ and $K$ strictly positive with respect to an inner product $(\cdot, \cdot)$ satisfy $J\left(V_{+}\right)=K\left(V_{+}\right)=V_{+(\cdot,)}^{* i n t}$ (in particular, $V_{+}$is self-dual). Then, there exists a $\mu\left(\omega^{\mathrm{ext}}\right)>0$ for each $\omega^{\mathrm{ext}} \in$ $\Omega^{\text {ext }}$ such that $K\left(\omega^{\text {ext }}\right)=\mu\left(\omega^{\text {ext }}\right) J\left(\omega^{\text {ext }}\right)$ holds.

## Proof

As was seen in Lemma $\mathbb{B} .2$, the inner products $(\cdot, \cdot)_{J}:=(\cdot, J \cdot)$ and $(\cdot, \cdot)_{K}:=$ $(\cdot, K \cdot)$ satisfy $V_{+(\cdot, \cdot)_{J}}^{* i n t}=V_{+}$and $V_{+(\cdot,)_{K}}^{* i n t}=V_{+}$respectively. Because $(\cdot, \cdot)_{K}$ is represented as $(\cdot, \cdot)_{K}=(\cdot, L \cdot)_{J}$ with some linear map $L$ strictly positive with respect to $(\cdot, \cdot)_{J}$, we have for arbitrary $v, w \in V$

$$
(v, w)_{K}=(v, K w)=(v, L w)_{J}=(v, J L w),
$$

and thus $L=J^{-1} \circ K$ holds. On the other hand, $L$ satisfies

$$
\begin{aligned}
V_{+(, \cdot)_{K}}^{* i n t} & =\left\{v \mid(v, w)_{K} \geqslant 0,{ }^{\forall} w \in V_{+}\right\} \\
& =\left\{v \mid(v, L w)_{J} \geqslant 0,{ }^{\forall} w \in V_{+}\right\} \\
& =\left\{v \mid(L v, w)_{J} \geqslant 0,{ }^{\forall} w \in V_{+}\right\}=L^{-1}\left(V_{+(\cdot,)_{J}}^{* i n t}\right) .
\end{aligned}
$$

That is, $L\left(V_{+}\right)=V_{+}$holds. Therefore, we can apply Lemma $\mathbb{B} .3$ to $L$, and conclude that

$$
L\left(\omega^{\mathrm{ext}}\right)=\mu\left(\omega^{\mathrm{ext}}\right) \omega^{\mathrm{ext}}=J^{-1}\left(K\left(\omega^{\mathrm{ext}}\right)\right),
$$

i.e. $K\left(\omega^{\mathrm{ext}}\right)=\mu\left(\omega^{\mathrm{ext}}\right) J\left(\omega^{\mathrm{ext}}\right)$ holds.

## Proposition [2.52]

Let $\Omega$ be transitive with $\left|\Omega^{\mathrm{ext}}\right|<\infty$ and $V_{+}$be self-dual with respect to some inner product. There exists a linear bijection $\Xi: V \rightarrow V$ such that $\Omega^{\prime}:=\Xi \Omega$ is transitive and the generating positive cone $V_{+}^{\prime}$ is self-dual with respect to $\langle\cdot, \cdot\rangle_{G L\left(\Omega^{\prime}\right)}$, i.e. $V_{+}^{\prime}=V_{+\langle\cdot ;\rangle_{G L\left(\Omega^{\prime}\right)}^{\prime} * i n t}$.

## Proof

Because of the transitivity of $\Omega$, we can adopt the orthogonal coordinate system of $V$ introduced in Proposition [2.50]. Since $V_{+}$is self-dual, there exists a linear map $J: V \rightarrow V$ strictly positive with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ such that $\left.J\left(V_{+}\right)=V_{+\langle\cdot,\rangle}^{* i n t}\right\rangle_{G L(\Omega)}($ Lemma $\mathbb{B} .2)$. We can assume without loss of generality that $J$ satisfies $\left\langle\omega_{M}, J \omega_{M}\right\rangle_{G L(\Omega)}=1$. Let us introduce

$$
\Omega^{*}:=V_{+\langle\cdot \cdot,\rangle_{G L(\Omega)}^{* i n t}}^{*} \cap[z=1]=\left\{v \in V_{+\langle\cdot,\rangle_{G L(\Omega)}^{* i n t}}^{*} \mid\left\langle v, \omega_{M}\right\rangle_{G L(\Omega)}=1\right\},
$$

where we identify the " $\omega_{M}$-coordinate" with " $z$-coordinate" in $V$ and define $[z=1]:=\left\{x \in V \mid\left\langle x, \omega_{M}\right\rangle_{G L(\Omega)}=1\right\}(=\operatorname{aff}(\Omega))$ (see Proposition [2.50). Note that since both $V_{+\langle\cdot,\rangle_{G L(\Omega)}^{* i n t}}^{*}$ and $[z=1]$ are $G L(\Omega)$-invariant, $\Omega^{*}$ is also $G L(\Omega)$-invariant. It is easy to demonstrate that $\Omega^{*}$ is convex (and compact), and we denote by $\Omega^{* e x t}$ the set of all extreme points of $\Omega^{*}$. We can also see that $\Omega^{* e x t}$ generates the extreme rays of $V_{+\langle;,\rangle_{G L(\Omega)}^{*}}^{* i n t}$. Because $J$ satisfying $J\left(V_{+}\right)=V_{+\langle\cdot,\rangle_{G L(\Omega)}}^{* i n t}$ is bijective and maps extreme rays of $V_{+}$to extreme rays of $V_{+\langle; ;\rangle_{G L(\Omega)}}^{* i n t}$, it holds that $\left|\Omega^{* e x t}\right|=\left|\Omega^{\text {ext }}\right|$. Thus, there exists a bijection $f: \Omega^{\text {ext }} \rightarrow \Omega^{* e x t}$ and $\beta\left(\omega^{\text {ext }}\right)>0$ for each $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ satisfying $J\left(\omega^{\mathrm{ext}}\right)=\beta\left(\omega^{\mathrm{ext}}\right) f\left(\omega^{\mathrm{ext}}\right)$.

For each $T \in G L(\Omega)$, we introduce $J_{T}:=T^{-1} \circ J \circ T$. It is easy to see that $J_{T}$ satisfies $J_{T}\left(V_{+}\right)=V_{+\langle\cdot,\rangle_{G L(\Omega)}}^{* i \operatorname{tint}}$ by virtue of Lemma B.]. Furthermore, $J_{T}$ is shown to be strictly positive with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ because $T \in G L(\Omega)$ is an orthogonal transformation with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$. Therefore, applying Lemma $\mathbb{B} .4$ to $J$ and $J_{T}$, there exists $\mu_{T}: \Omega^{\text {ext }} \rightarrow \mathbf{R}_{>0}$ such that $J_{T}\left(\omega^{\text {ext }}\right)=$ $\mu_{T}\left(\omega^{\text {ext }}\right) J\left(\omega^{\text {ext }}\right)$ for $\omega^{\text {ext }} \in \Omega^{\text {ext }}$, that is,

$$
\begin{aligned}
J_{T}\left(\omega^{\mathrm{ext}}\right) & =\mu_{T}\left(\omega^{\mathrm{ext}}\right) J\left(\omega^{\mathrm{ext}}\right) \\
& =\mu_{T}\left(\omega^{\mathrm{ext}}\right) \beta\left(\omega^{\mathrm{ext}}\right) f\left(\omega^{\mathrm{ext}}\right) \\
& =: \beta_{T}\left(\omega^{\mathrm{ext}}\right) f\left(\omega^{\mathrm{ext}}\right),
\end{aligned}
$$

where we define $\beta_{T}\left(\omega^{\text {ext }}\right):=\mu_{T}\left(\omega^{\text {ext }}\right) \beta\left(\omega^{\text {ext }}\right)$. We calculate this $\beta_{T}\left(\omega^{\text {ext }}\right)$. It holds that

$$
\begin{aligned}
J_{T}\left(\omega^{\mathrm{ext}}\right) & =T^{-1} \circ J\left(T \omega^{\mathrm{ext}}\right) \\
& =T^{-1}\left(\beta\left(T \omega^{\mathrm{ext}}\right) f\left(T \omega^{\mathrm{ext}}\right)\right) \\
& =\beta\left(T \omega^{\mathrm{ext}}\right) T^{-1} f\left(T \omega^{\mathrm{ext}}\right) \\
& =\beta_{T}\left(\omega^{\mathrm{ext}}\right) f\left(\omega^{\mathrm{ext}}\right) .
\end{aligned}
$$

This relation shows that $T^{-1} f\left(T \omega^{\mathrm{ext}}\right)$ is proportional to $f\left(\omega^{\mathrm{ext}}\right)$. Considering that the $z$-coordinates of $f\left(T \omega^{\text {ext }}\right)$ and $f\left(\omega^{\text {ext }}\right)$ are 1 and that $T^{-1}$ preserves $z$-coordinates, we find that $T^{-1} f\left(T \omega^{\mathrm{ext}}\right)=f\left(\omega^{\mathrm{ext}}\right)$ (equivalently, $f\left(T \omega^{\mathrm{ext}}\right)=$ $\left.T f\left(\omega^{\mathrm{ext}}\right)\right)$ holds. Consequently, we obtain

$$
J_{T}\left(\omega^{\mathrm{ext}}\right)=\beta\left(T \omega^{\mathrm{ext}}\right) f\left(\omega^{\mathrm{ext}}\right)
$$

Now we introduce

$$
J_{a v}:=\frac{1}{|G L(\Omega)|} \sum_{T \in G L(\Omega)} J_{T} .
$$

We note that $|G L(\Omega)|<\infty$ when $\left|\Omega^{\text {ext }}\right|<\infty$ because $|G L(\Omega)| \leqslant\left|\Omega^{\text {ext }}\right|$ !. $J_{a v}$
acts on $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ as

$$
J_{a v}\left(\omega^{\mathrm{ext}}\right)=\frac{1}{|G L(\Omega)|} \sum_{T \in G L(\Omega)} \beta\left(T \omega^{\mathrm{ext}}\right) \cdot f\left(\omega^{\mathrm{ext}}\right)=: C f\left(\omega^{\mathrm{ext}}\right),
$$

where $C:=\frac{1}{|G L(\Omega)|} \sum_{T \in G L(\Omega)} \beta\left(T \omega^{\mathrm{ext}}\right)$ is a positive constant which does not depend on the choice of $\omega^{\text {ext }} \in \Omega^{\text {ext }}$ because of the transitivity of $\Omega$. Thus, the map satisfies $J_{a v}\left(V_{+}\right)=V_{+\langle\cdot,\rangle_{G L(\Omega)}^{*}}^{* i n t}$ since $J_{a v}\left(\Omega^{\text {ext }}\right)=C \Omega^{* \text { ext }}$, and is strictly positive with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$ since it is a summation of the strictly positive operators $\left\{J_{T}\right\}_{T \in G L(\Omega)}$. Moreover, it satisfies

$$
J_{a v} \circ T=T \circ J_{a v} .
$$

for any $T \in G L(\Omega)$. We thus find that $J_{a v} \circ P_{M}=P_{M} \circ J_{a v}$ holds for the orthogonal projection $P_{M}$ introduced in Proposition A.D. In fact,

$$
\begin{aligned}
J_{a v}\left(P_{M} x\right) & =\frac{1}{|G L(\Omega)|} J_{a v}\left(\sum_{T \in G L(\Omega)} T x\right) \\
& =\frac{1}{|G L(\Omega)|} \sum_{T \in G L(\Omega)} T\left(J_{a v} x\right) \\
& =P_{M}\left(J_{a v} x\right)
\end{aligned}
$$

holds for all $x \in V$. Therefore, $J_{a v}$ is decomposed into two parts as

$$
\begin{equation*}
J_{a v}=P_{M} \circ J_{a v} \circ P_{M}+P_{M}^{\perp} \circ J_{a v} \circ P_{M}^{\perp}, \tag{B.2}
\end{equation*}
$$

where $P_{M}^{\perp}=\mathbb{1}-P_{M}$. We note that $V_{M}^{\perp}=\operatorname{Im} P_{M}^{\perp}=\left[\operatorname{aff}(\Omega)-\omega_{M}\right]=\mathbb{R}^{N}$ and $\operatorname{dim} V_{M}=\operatorname{dim} \operatorname{Im} P_{M}=1$ hold by virtue of Proposition [2.50. Therefore, the first part of $(\mathbb{B} .2])$ is proportional to $\mathbb{1}_{V_{M}}=\mathbb{1}_{z}=P_{M}$, and because we set $\left\langle\omega_{M}, J \omega_{M}\right\rangle_{G L(\Omega)}=1$ and thus

$$
\begin{aligned}
\left\langle\omega_{M}, P_{M} \circ J_{a v} \circ P_{M} \omega_{M}\right\rangle_{G L(\Omega)} & =\left\langle\omega_{M}, J_{a v} \omega_{M}\right\rangle_{G L(\Omega)} \\
& =\left\langle\omega_{M}, P_{M} J \omega_{M}\right\rangle_{G L(\Omega)} \\
& =\left\langle\omega_{M}, J \omega_{M}\right\rangle_{G L(\Omega)} \\
& =1 \\
& =\left\langle\omega_{M}, P_{M} \omega_{M}\right\rangle_{G L(\Omega)}
\end{aligned}
$$

holds, it is proven that

$$
P_{M} \circ J_{a v} \circ P_{M}=P_{M} .
$$

Let us examine the second part. Suppose that there exists a nonzero $x \in V_{M}^{\perp}$
such that $T x=x$ for all $T \in G L(\Omega)$. Then, $P_{M} x=x \neq 0$ holds, and it contradicts to ( $\overline{4.4})$. Thus, we can find that $G L(\Omega)$ acts irreducibly on $V_{M}^{\perp}$, that is, only $\{0\}$ and $V_{M}^{\perp}=\mathbb{R}^{N}$ itself are invariant subspaces. It concludes that $P_{M}^{\perp} J_{a v} P_{M}^{\perp}$, which commutes with every element in $G L(\Omega)$, is proportional to $\mathbb{1}_{V_{M}}=\mathbb{1}_{\mathbb{R}^{N}}=P_{M}^{\perp}$ due to Schur's lemma. Consequently, we obtain for some $\xi>0$

$$
J_{a v}=P_{M}+\xi P_{M}^{\perp},
$$

and thus

$$
\begin{equation*}
J_{a v}\left(V_{+}\right)=\left(P_{M}+\xi P_{M}^{\perp}\right)\left(V_{+}\right)=V_{+\langle\cdot ;\rangle_{G L(\Omega)}^{* i n t}}^{*} . \tag{B.3}
\end{equation*}
$$

Let us introduce a linear bijection

$$
\Xi:=\sqrt{J_{a v}}=P_{M}+\sqrt{\xi} P_{M}^{\perp},
$$

strictly positive with respect to $\langle\cdot, \cdot\rangle_{G L(\Omega)}$, and define $\Omega^{\prime}:=\Xi \Omega$. It is easy to check that the positive cone $V_{+}^{\prime}$ generated by $\Omega^{\prime}$ is given by $V_{+}^{\prime}=\Xi V_{+}$, and $G L\left(\Omega^{\prime}\right)=\Xi G L(\Omega) \Xi^{-1}=G L(\Omega)$ (moreover, the unique maximally mixed state of $\Omega^{\prime}$ is still $\left.\omega_{M}\right)$. In addition, we can find that

$$
\begin{aligned}
V_{+\langle\cdot ;\rangle_{G L\left(\Omega^{\prime}\right)}^{\prime} * i n t} & =\left\{v \mid\left\langle v, w^{\prime}\right\rangle_{G L(\Omega)} \geqslant 0,{ }^{\forall} w^{\prime} \in V_{+}^{\prime}\right\} \\
& =\left\{v \mid\langle v, \Xi w\rangle_{G L(\Omega)} \geqslant 0,{ }^{\forall} w \in V_{+}\right\} \\
& =\Xi^{-1} V_{+\leftharpoonup \cdot ;\rangle\rangle_{G L(\Omega)}}^{* i n t} .
\end{aligned}
$$

holds. Since (조.3) can be rewritten as

$$
\Xi V_{+}=\Xi^{-1} V_{+\langle\cdot \cdot\rangle_{G L(\Omega)}^{*}}^{* i \text { int }}
$$

we can conclude

$$
V_{+}^{\prime}=V_{+\lessdot ; \cdot\rangle_{G L\left(\Omega^{\prime}\right)}^{\prime} ; i^{\prime}}
$$

## Remark

In the case of $\left|\Omega^{\text {ext }}\right|=\infty$, there exists a counterexample of Lemma $\mathbb{B} .3$. Let us consider a state space

$$
\Omega=\left\{{ }^{t}(1, \boldsymbol{x})=\left.{ }^{t}\left(1, x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{4}| | \boldsymbol{x}\right|^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leqslant 1\right\}
$$

(the Bloch ball). $\Omega$ defines a corresponding positive cone $V_{+}$as

$$
V_{+}=\left\{x \in \mathbb{R}^{4}\left|x_{0}^{2}-|\boldsymbol{x}|^{2} \geqslant 0, x_{0} \geqslant 0\right\},\right.
$$

which can be identified with a forward light cone of a Minkowski spacetime. We examine a pure Lorentz transformation $\Lambda$ defined for $\lambda \in \mathbb{R}$ as

$$
\Lambda=\left[\begin{array}{cccc}
\cosh \lambda & \sinh \lambda & 0 & 0 \\
\sinh \lambda & \cosh \lambda & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

It is easy to prove that this $\Lambda$ is strictly positive. Since the pure Lorentz transformation preserves the Minkowski metric, it satisfies $\Lambda\left(V_{+}\right)=V_{+}$. However, $\Lambda$ transforms an extreme point $x={ }^{t}(1,0,1,0)$ to

$$
\Lambda(x)={ }^{t}(\cosh \lambda, \sinh \lambda, 1,0),
$$

which is not proportional to $x$. Investigating whether Proposition $[2.52$ still holds when $\left|\Omega^{\text {ext }}\right|=\infty$ is a future problem.
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[^0]:    ${ }^{1}$ For historical review of GPTs, we recommend [30, 38].

[^1]:    ${ }^{2}$ In [38], this primitive assumption of physics is called the statistical causality.

[^2]:    ${ }^{3}$ From an operational viewpoint, it seems unnatural to consider mixtures with irrational ratios because we can only conduct a finite number of experiments. However, in this thesis, we focus on theories with the completeness assumption (see Mathematical assumption (I), so at this point assume implicitly that mixtures with irrational ratios are admitted for simplicity.

[^3]:    ${ }^{4}$ For infinite countable mixtures of effects，see footnote $\square$ ．

[^4]:    ${ }^{5}$ A subset $A$ of a vector space $L$ is called convex if $\lambda x+(1-\lambda) y \in A$ whenever $x, y \in A$ and $\lambda \in(0,1)$, and a vector sum $\sum_{i=1}^{n} \lambda_{i} x_{i}$ for $x_{1}, \ldots, x_{n} \in A$ is called a convex combination if $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a probability weight. For a more detailed description of convex sets, see [49, 50]
    ${ }^{6}$ In [38], $\tilde{e}$ is called an experimental proposition, while the term "effect" (also called experimental function) is used for the induced affine functional $\tilde{e}^{\circ}$.

[^5]:    ${ }^{7}$ For a subset $A$ of a vector space $W$, its affine hull aff $(A)$ and linear span span $(A)$ are defined as $\operatorname{aff}(A):=\left\{\sum_{i=1}^{n} \lambda_{i} a_{i} \mid a_{i} \in A, \lambda_{i} \in \mathbb{R}, \sum_{i} \lambda_{i}=1, n\right.$ : finite $\}$ and $\operatorname{span}(A):=$ $\left\{\sum_{i=1}^{n} \lambda_{i} a_{i} \mid a_{i} \in A, \lambda_{i} \in \mathbb{R}, n\right.$ : finite $\}$ respectively.

[^6]:    ${ }^{8} \mathrm{~A}$ binary relation $\leqslant$ on a set $X$ is called a preorder if it is reflexive, i.e., $x \leqslant x(x \in X)$, and transitive, i.e., $x \leqslant y$ and $y \leqslant z$ implies $x \leqslant z(x, y, z \in X)$. A preorder $\leqslant$ is called a partial order if it is antisymmetric, i.e., $x \leqslant y$ and $y \leqslant x$ implies $x=y(x, y \in X)$. We remark that some authors use the term "partial order" to represent a preorder here [57].

[^7]:    ${ }^{9}$ A subset $U$ of a vector space $L$ (assumed to be on the field $F=\mathbb{R}$ or $\mathbb{C}$ ) is radial if for any $x \in L$ there exists $\lambda_{0} \in F$ such that $|\lambda| \geqslant\left|\lambda_{0}\right|$ implies $x \in \lambda U$, and is circled if $\lambda U \subset U$ for any $\lambda$ with $|\lambda| \leqslant 1$ [50].
    ${ }^{10}$ It is not difficult to see that $p_{D}$ is a norm if and only if $D=\operatorname{conv}(B \cup-B)$ is linearly bounded, i.e., $M \cap D$ is a bounded subset of $L$ whenever $M$ is a one-dimensional subspace [56].

[^8]:    ${ }^{11}$ For a Banach space $X$ and its Banach dual $X^{*}$, the weak topology of $X$ often dented by $\sigma\left(X, X^{*}\right)$ is the weakest topology on $X$ which makes all $f \in X^{*}$ continuous, and the weak ${ }^{*}$ topology of $X^{*}$ often dented by $\sigma\left(X^{*}, X\right)$ is the weakest topology on $X^{*}$ which makes all $x \in X \subset X^{* *}$ continuous [50, 58].
    ${ }^{12}$ Clearly, $L_{+}^{*}$ satisfies $L_{+}^{*}=\bigcap_{x \in L_{+}}\left\{f \in L^{*} \mid f(x) \geqslant 0\right\}$, and thus is weakly* closed. On the other hand, let $\left\{f_{n}\right\}$ ba a Cauchy sequence in $L_{+}^{*}$ which converges to $f \in L^{*}$ in the norm topology, and suppose that there is $x_{0} \in L_{+}$such that $f\left(x_{0}\right)<0$. If we set $\varepsilon=\left|\frac{f\left(x_{0}\right)}{\left\|x_{0}\right\|}\right|$, then for large $n$ we have $\sup _{x \in L} \frac{\left|f(x)-f_{n}(x)\right|}{\|x\|}<\varepsilon$, and thus $\frac{\left|f\left(x_{0}\right)-f_{n}\left(x_{0}\right)\right|}{\left\|x_{0}\right\|}<\varepsilon$. It implies $f_{n}(x)<0$, which is a contradiction. Thus, $f(x) \geqslant 0$ for all $x \in L_{+}$.

[^9]:    ${ }^{13}$ Observables can be introduced also in terms of the abstract description of convex structures [43], but in this thesis, we present the definition of observables after embedding them into vector spaces for simplicity.

[^10]:    ${ }^{14}$ For an affine set $A$ of a finite-dimensional vector space $L$, its $\operatorname{dimension} \operatorname{dim} A$ is defined as the dimension of the set $A-a_{0}\left(a_{0} \in A\right)$ as a vector subspace of $L$.
    ${ }^{15}$ Although the dual space $V^{*}$ of $V$ is isomorphic to $\mathbb{R}^{N+1}$, we do not identify them here (see Subsection [2.4.2).
    ${ }^{16}$ For a convex subset $C$ in a vector space, $x \in C$ is called an extreme point of $C$ if $x=\lambda y+(1-\lambda) z$ with $y, z \in C$ and $0<\lambda<1$ implies $y=z=x$.
    ${ }^{17}$ Therefore, the effect space $\mathcal{E}_{\Omega}$ is closed under infinite countable mixtures.

[^11]:    ${ }^{18} \mathrm{~A}$ ray $P \subset V_{+}^{*}$ is called an extremal ray of $V_{+}^{*}$ if $x \in P$ and $x=y+z$ with $y, z \in V_{+}^{*}$ imply $y, z \in P$.

[^12]:    ${ }^{19}$ A triple $\left(V, V_{+}, u\right)$, where $V$ is a finite-dimensional ordered vector space with a closed positive cone $V_{+}$and $u \in V^{*}$ is a strictly positive functional on $V$, is sometimes called an abstract state space [2.9]. The subset $V_{+} \cap u^{-1}(1)$ in this formulation corresponds to a state space in our formulation.

[^13]:    ${ }^{20}$ For the description of multipartite systems, see [29, BT].

[^14]:    ${ }^{21}$ How the no-signaling principle is formulated in GPTs is explained in detail in [四].

[^15]:    ${ }^{22}$ We can also eliminate a finite-dimensional quantum theory over a quaternionic Hilbert space by a similar observation [75].

[^16]:    ${ }^{23}$ It is sometimes more convenient to consider a linear map $T: V_{1} \rightarrow V_{2}$ satisfying $T\left(\left(V_{1}\right)_{+}\right) \subset T\left(\left(V_{2}\right)_{+}\right)$and $u_{2}(T(\omega)) \leqslant 1\left(\omega \in \Omega_{1}\right)$, where $u_{2}$ is the unit effect for $\Omega_{2}$, as representing a transformation of states. Such positive and normalization-nonincreasing maps in GPTs correspond to the notion of operations in quantum theory [ [78], although operations in quantum theory are sometimes assumed also to be completely positive [76].

[^17]:    ${ }^{24}$ Vectors $v_{0}, v_{1}, \ldots, v_{n}$ in a vector space $V$ are called affinely independent if the vectors $v_{1}-v_{0}, \ldots, v_{n}-v_{0}$ are linearly independent.

[^18]:    ${ }^{25}$ In the field of GPTs，effects are often defined as elements of $V=\mathbb{R}^{N+1}$ through the identification $V^{*}=V_{+(\cdot, \cdot)}^{* i n t}$ ，and the action of effects on states is represented via the inner product $(\cdot, \cdot)$ ．

