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Abstract

Automatic speech recognition (ASR) systems are widely used as an aid and basis for
speech-based human-human and human-robot communications. ASR systems
need to achieve high accuracy with small latency, and they should be customized
for the application domains and topics. Thanks to the development of deep
neural networks (DNNs), end-to-end ASR models have been intensively investigated
recently. The end-to-end ASR models convert speech into words faster with a
simpler architecture than the conventional models. However, they require a large
amount of paired data of speech and transcription for training.

To alleviate this problem, this thesis addresses data augmentation for the
ASR model using a text-to-speech (TTS) system. In this framework, artificial
speech data are generated from text-only data using a TTS system to prepare
pseudo paired datasets. In the naive implementation, however, we observe that
the improvement of ASR performance is limited compared to the case using real
speech data. This is because there are serious mismatches between synthesized
data and real data. In this study, we investigate three data augmentation
approaches to solve the problem.

In Chapter 3, we adopt a waveform-based approach. In general, a TTS
system is composed of two models: a text-to-mel network to generate log Mel-
scale filterbank (Imfb) features and a vocoder network to convert the generated
Imfb features into a waveform. We observe that the Imfb feature produced
by the text-to-mel model is blurry, particularly on the time dimension. This
problem is mitigated by introducing the vocoder to generate speech of better
quality or spectrogram of better time-resolution. This makes it possible to train
waveform-input end-to-end ASR. Here we use CNN filters and apply a masking

method similar to SpecAugment. We compare the waveform-input model with



two kinds of Imfb-input models: (1) Imfb features are directly generated by
TTS, and (2) Imfb features are converted from the waveform generated by TTS.
Experimental evaluations show the effectiveness of the combination of waveform-
output TTS and the waveform-input end-to-end ASR model for improving the
ASR performance.

In Chapter 4, we propose a data augmentation approach via a discrete speech
representation. In general TTS, a text-to-mel network predicts continuous value
(Imfb features), which is not an easy task. It is also not guaranteed that the
generated Imfb features exist in the real world. In this work, we introduce
a discrete speech representation, which TTS model predicts instead of Imfb
features. We expect that the use of the discrete representation based on vg-
wav2vec not only makes TTS training easier but also mitigates the mismatch
with real data. The ASR model also uses the discrete representation as its input.
Experimental evaluations show that the proposed method outperforms the data
augmentation method using the conventional TTS. We found that it reduces
speaker dependency, and the generated features are distributed more closely to
the real features.

In Chapter 5, we propose a phone-informed post-processing network that
refines Imfb features without using the vocoder. The widely-used procedure,
as presented in Chapter 3, first generates an Imfb feature from text data, then
converts it into a waveform, and converts it again to an Imfb feature. These
conversions take a long time and are not necessary for data augmentation.
In this work, we propose a mel-to-mel network that directly refines the Imfb
features. The proposed network consumes not only Imfb features but also phone
information for refinement. This approach takes less time than converting to the
waveform domain. Experimental evaluations in domain adaptation show that
the proposed network achieves better improvement of ASR performance than
using the vocoder network with much faster processing time. It is also shown
that the use of phone information is critical for the improvement.

Chapter 6 concludes this thesis with a comparison of the three works, investi-

gation on mismatch of TTS, and a brief look at future work.
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Chapter 1

Introduction

1.1 Background

Speech is one of the fundamental ways of human communication. The recent
prevalence of social media and online meeting tools makes it easier to com-
municate with each other even in distance. In particular, under the pandemic,
these tools become essential for work, education, and even daily lives. They
include text-based communication and speech-based communication functions
(e.g., Zoom and WebEx). For work and education, speech is still essential for
communicating smoothly. During meetings and lectures, people often need
transcription or captions to understand easily. Transcribing these speeches by
humans requires an abundant amount of effort and cost, and thus the automatic
transcription is required. On the other hand, speech is used for communica-
tion not only with other people but also with machines. Voice assistants for a
smartphone (e.g., Siri and Cortana) and smart speakers (e.g., Google Home and
Amazon Alexa) have been widely used. People generally use their speech to make
a simple command or query for these assistants. Moreover, social communication
robots are being developed to conduct not only simple commands but also
general conversations. These robots need to recognize natural human speech.
In summary, to recognize or transcribe human speech is necessary for many
applications in human-to-human and human-to-robot communication.
Automatic speech recognition (ASR) systems are increasingly becoming a vital

module in satisfying these social needs. We need high-performance ASR since
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CHAPTER 1. INTRODUCTION

the ASR performance affects the downstream tasks such as natural language
understanding, translation, and dialogue. In the several downstream tasks,
recognizing domain-specific words is critical. For example, a dialogue system
needs to recognize the name of the place for smooth communication when a
speaker talks about travel. Therefore, we need to customize the ASR system
for the target domain task (e.g., change the training dataset and architecture).
Moreover, low latency of the ASR is often required for interaction and real-time

applications.

1.2 Task Formulation

Before moving on to problems to be addressed in this thesis, we formulate two
fundamental tasks for speech processing: automatic speech recognition (ASR)
and text-to-speech (TTS).

1.2.1 Automatic Speech Recognition (ASR)

Automatic speech recognition (ASR) is a task to transcribe speech into text. Thus,
it can be called speech-to-text. The ASR task is a many-to-one mapping problem.
The input has various kinds of speech (e.g., recording environments, speaker
attributes, emotion) when a speaker utters the same text, and the ASR systems
need to recognize them correctly. The ASR systems have been investigated
for many decades [1-4]. The initial studies of the ASR systems were based on
pattern matching such as dynamic programming (DP), and the effective acoustic
teatures were investigated. However, these methods were not sufficient to model
speech diversity such as gender, age, and so on. Then statistical models such as
Hidden Markov model (HMM) model have been introduced. Gaussian mixture
models (GMM) were used to model each state of acoustic patterns in the HMM.
The acoustic model (AM) is combined with another statistical model called the
language model (LM). The AM maps acoustic features into a phone sequence,
while the LM learns a prior probability of a word sequence. Using the deep neural

networks (DNNSs) instead of GMM has drastically improved the performance of
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1.2. TASK FORMULATION

AM. In addition to AM, introducing the DNN improves the ASR performance
in LM. These hybrid systems are widely used for many applications. However,
we must carefully design AM, LM, and a pronunciation dictionary module to
achieve high performance, and each module is optimized independently.
Recently, end-to-end architecture has been investigated thanks to the progress
of DNN and computing resources. The end-to-end model directly converts the
acoustic feature into a word or subword sequence. While the hybrid model needs
to train the AM and LM separately, end-to-end models unify these models in a
single neural network architecture, which can decode the speech rapidly. It learns
the ASR task efficiently as the whole model is optimized based on the unified
criterion. Actually, the end-to-end models have realized better performance
than the conventional hybrid systems when a large amount of training data is

available.

1.2.2 Text-to-Speech (TTS)

Text-to-speech (TTS) is a task to generate natural-sounding artificial speech from
a given text. The TTS systems also have a lot of applications (e.g., readout of
news articles and response for the robot). They have been investigated for many
decades, as in the ASR. Since the 1990s, unit selection synthesis has been widely
used [5,6]. In inference, the unit selection synthesis searches for the speech
segments stored in database that match a given text and produces speech by
concatenating these segments together. While it can generate high intelligible
speech, it requires huge recording database and the generated speech is natural
but discontinuous.

A statistical parametric synthesis is investigated to address the drawbacks of
the unit selection synthesis [7,8]. It first generates the acoustic parameters that
are necessary to produce speech and then synthesizes speech from the generated
acoustic parameters. The statistical parametric synthesis needs to learn common
characteristics of speech from various kinds of speech samples. It models the
acoustic parameters using HMMs. Compared with the unit selection synthesis,

the statistical parametric synthesis can generate speech with prosody and the
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CHAPTER 1. INTRODUCTION

model can be trained with a small amount of data. However, the generated
speech has low intelligibility and we need highly technical knowledge to compose
the model.

With the recent development of DNNs, TTS can also be realized with simple
models referred to as end-to-end TTS without relying on complex feature
engineering. They achieve speech quality close to natural human speech [9]. The
end-to-end TTS systems generally have two components: text-to-mel network
and vocoder (mel-to-waveform). The text-to-mel network generates log Mel-filter
bank (Imfb) features as acoustic features from a given text. The vocoder converts

the generated Imfb feature into a waveform that people can hear or evaluate.

1.3 Problems of End-to-End ASR Models

The end-to-end model realizes high performance ASR and faster inference.

However, there are problems which are described below.

1.3.1 Need for a Large Amount of Paired Data of Speech and
Transcription

First, we need to prepare pair data of speech and transcription, as the end-to-end
ASR model is trained with acoustic features and its corresponding word or
subword labels. In other words, it is necessary to transcribe the speeches for
training data. Although the AM of the hybrid ASR model also needs the paired
data, we do not need to prepare such a large amount of data compared to the
end-to-end model. This is because the network size of AM is small, and the AM
can be trained with a large amount of target label samples since each acoustic
frame has one target label. On the other hand, the end-to-end model needs a
rich profusion of the paired data since the network size is large. Moreover, in an
end-to-end manner, certain lengths of acoustic features have one target label. As
a result, a large amount of training data is required for the end-to-end model to
achieve sufficient performance. For example, the end-to-end ASR model trained

using the JNAS dataset [10] that has 40-hour speech and transcriptions yields
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1.4. DATA AUGMENTATION USING SPEECH-ONLY OR TEXT-ONLY DATA

much worse ASR performance than the hybrid DNN-HMM model. When using
the CSJ dataset [11] with 600-hour paired data, the ASR performance of the
end-to-end model is better than that of the DNN-HMM model. In practice, we
must prepare over 100 hours of paired data at least. It is not easy to prepare such
a large amount of data for spontaneous speech such as meetings since it costs a

lot of manual works.

1.3.2 Data Sparseness and Uneven Distributions

Second, we suffer from data sparseness and uneven distributions in several
aspects. In general, text data is available easier than speech data. The end-to-end
model needs to learn acoustic and linguistic patterns, but it learns just the latter
when using text-only data. It results in a high dependency on the LM function.

Moreover, the word or subwords have a large number of classes, and the dis-
tribution is biased toward common words, and other words are used infrequently.
The critical words (e.., technical words) for the downstream task are generally
uncommon words, and it is not easy to prepare the data including these words.

Preparing the paired data of the readout speech is readily available since the
text is prepared in advance and a speaker speaks following the text. On the other
hand, it is difficult to prepare the paired data for more natural speeches such as
conversations or lectures because we must manually transcribe the speech after
recording. As a result, the domain of the paired data is biased toward readout
data.

1.4 Data Augmentation Using Speech-only or Text-
only Data

To solve these problems of the end-to-end ASR model, the use of unpaired
data has received much attention since developing the end-to-end models. To
utilize speech-only data, unsupervised learning or semi-supervised approaches
have been attractive. We can train an unsupervised model using contrastive

representation learning [12] and variational autoencoder (VAE) [13] and extract
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CHAPTER 1. INTRODUCTION

an acoustic feature from raw waveform (only) data. Wav2vec 2.0 [14] achieves
higher performance than a conventional ASR model using about 60,000 hours
of speech data. In semi-supervised approaches, a teacher ASR model generates
labels for the speech-only data and then a student ASR model can be trained
by using them [15,16]. Noisy students [17] also improved the end-to-end ASR
performance. However, we need a large amount of speech-only data and training

these models is slow because there is no supervision labels.

On the other hand, we can easily train an external language model by using
the text-only data. Given a previous label sequence, the language model predicts
a target linguistic label at the next timestep. It can be trained using text-only data,
and we have two approaches to use it for the ASR model. First, we apply the
external language model with shallow fusion [18]. We calculate the final score
based on not only the probability of the ASR but also that of the LM. Second,
we apply the external language model for rescoring. In this approach, the ASR
model generate several candidates from a given speech. The external LM then
calculates the probabilities of these candidates and selects the best one. As the
ASR model finishes initial decoding and the LM can consider a bidirectional
context, we can apply the bidirectional LM such as BERT [19]. Although these
methods do not have to change the ASR architecture, the performance gain is
limited by the baseline ASR candidates. Moreover, for enhancing ASR models, it
is not easy to recognize unknown words because the probabilities of these words

tend to be low.

1.5 Data Augmentation for ASR Using TTS

Recently there are also studies on the use of the text-to-speech (TTS) model. One
of them is to integrate the ASR and TTS models [20, 21] referred to as speech
chain. Given the unlabeled speech features, ASR transcribes the unlabeled input
speech, while TTS reconstructs the original speech waveform based on the output
text from ASR. Given only the text input, TTS generates speech waveform, while

ASR also reconstructs the original text transcription given the synthesized speech.
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1.5. DATA AUGMENTATION FOR ASR USING TTS

This method improves the ASR performance when the speakers are specific and
training data is small. However, it is not suitable for general ASR settings since
the model must train both ASR and TTS. Moreover, it must be noted that TTS and
ASR are not cyclic but should be rather adversarial in that TTS should generate a
variety of speech data that the baseline ASR cannot cope with.

In this thesis, we focus on the data augmentation that generates speech data
using a text-to-speech (TTS) model from the text-only data and train the ASR
model with the generated data [22-32]. In this framework, we prepare not only
the ASR system but also the TTS system. The TTS model generates speech data

from the arbitrary unpaired text, which can be used as training data of ASR.

This framework has several advantages compared with other approaches.

e Simple: firstly, we do not have to consider the difference between the
generated data format and the natural speech data format. We can assume
both data as acoustic features, and we do not need the additional function to
bridge the discrepancy between different modalities.

e Direct: secondly, the ASR models can directly learn the acoustic patterns
and vocabulary of the target domain when the data are generated from the
text of the target domain.

e Independency: finally, we can design the ASR and TTS system indepen-
dently. It is often necessary to compose the ASR model for each target

domain, and the ASR system will need to be tuned several times.

We observe that this framework yields the ASR performance improvement on
several tasks. However, the improvement is limited, particularly when compared
to using real speech. There are mismatches between the synthesized and real
features. The synthesized feature is much less diverse than the real feature. For
instance, while a TTS system generates the exact same speech given the same text,
a human speaks differently even when he or she reads the same text. Moreover,
the TTS system sometimes fails to generate speech at all, preventing the ASR

model from correctly learning the acoustic patterns.
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CHAPTER 1. INTRODUCTION

1.6 Approaches

In this thesis, we present three data augmentation approaches for ASR using
TTS.

1.6.1 Synthesizing Waveform as Training Data for ASR

In Chapter 3, we present a waveform-based data augmentation approach which
uses waveform domain for both ASR and TTS. We found the quality of speech data
generated by TTS is not realistic; we observe the spectrum is blurry, particularly
on the time dimension. It is likely to make the improvement of ASR limited.
Actually, the time resolution of the artificial spectrum is not sufficient because the
TTS model generates the spectrum of several contiguous frames at one decoding
step for stable training and fast inference. While it is not easy to fix this problem
on the text-to-mel network side, we can generate a high-quality speech waveform
with a state-of-the-art vocoder. This waveform-based data augmentation scheme
allows for another option of designing a complete end-to-end ASR model from
waveform to a word sequence. Here, we introduce CNN-based feature extraction
as a front-end. It is compared with the Imfb-based ASR systems, where (1) Imfb
is generated from the waveform, and (2) Imfb is generated by the text-to-mel
network. This comparison of the waveform-based model and the two kinds of
the Imfb-based model is a major contribution of this Chapter. As data masking
methods such as SpecAugment [17] significantly affect the Imfb-based ASR
systems, we also design a masking method in the waveform-based end-to-end
ASR.

1.6.2 Generating ASR Features via Discrete IDs

In Chapter 4, we present a data augmentation approach via a discrete speech
representation. It has been found that the synthesized Imfb features have a
serious mismatch with the real speech features. One reason is difficulty in
predicting the continuous value of Imfb features. Moreover, it is not guaranteed

that the generated Imfb features exist in real because the end-to-end TTS model

8



1.7. ORGANIZATION OF THIS THESIS

aims to minimize the L1 loss between predicted and ground-truth Imfb features.
In this work, the TTS model predicts discrete ID sequences instead of Imfb
features, and the ASR also uses the ID sequences as training data. We expect
that using a discrete representation based on vg-wav2vec makes TTS training

easier and mitigates the mismatch with real data.

1.6.3 Mel-to-Mel Network to Refine Generated Spectral Fea-
tures

In Chapter 5, we present a post-processing network that refines Imfb features
without using the vocoder. In Chapter 3, we first generate an Imfb feature from
text data, then converts it into a waveform, and converts it again to an Imfb feature.
The vocoder is used to alleviate the difference between real and synthesized
speech, but it requires a huge amount of runtime. Moreover, the waveform is not
necessary for the data augmentation itself. We propose the mel-to-mel network
that directly refines Imfb features, which takes much less time than converting
to the waveform domain. General speech enhancement, which is also (not Mel)
spectrogram-to-spectrogram model, can be improved given phone information
of the speech which is available in TTS and data augmentation tasks. In this
work, we also add text information of the speech for phone-informed refinement.
We experimentally show that the proposed network achieves better WERs than
the vocoder network in a domain adaptation task in a much smaller amount of

data generation time.

1.7 Organization of this Thesis

The organization of this thesis is outlined in Fig. 1.1. Chapter 2 provides literature
review about ASR and TTS methods. Chapter 3 (blue arrow) presents data
augmentation for ASR using TTS and waveform-based data augmentation. We
use a vocoder to convert the generated Imfb features into a waveform and also
design a waveform-input ASR model. Chapter 4 (yellow arrow) presents a data

augmentation via a discrete representation. The TTS model predicts a discrete
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CHAPTER 1. INTRODUCTION

(1) Synthesizing waveform as training data for ASR (Chapter 3)

Waveform-input
End-to-end ASR

(2) Generating ASR features via discrete IDs (Chapter 4)

Endto-end ASR [120, 130, ..

Using Discrete Discrete IDs
——— TTS Y "
Q (text-to-mel) 1!2!1[: 80 » »

Log Mel-filter bank feature waveform

End-to-end ASR ]-—/

(0) Naive method

Mel-to-mel network

End-to-end ASR
) ]

O N

Refined Log Mel-filter bank feature
(3) Mel-to-mel network to refine generated speech (Chapter5)

Figure 1.1: Organization of this thesis. In Chapter 3 (blue arrow), we generate
the Imfb feature and then convert the Imfb feature into a waveform. We also
design a waveform-input ASR model. In Chapter 4 (yellow arrow), we generate
a discrete representation instead of a continuous value of Imfb features. We
also design the end-to-end ASR model, which consumes the discrete ID-based
acoustic feature. In Chapter 5 (green arrow), we compose a mel-to-mel network
to refine the generated Imfb features without relying on a vocoder.

representation instead of Imfb features, and the ASR model also uses the discrete
representation-based feature. Chapter 5 (green arrow) presents a mel-to-mel
network to refine generated speech. We comprise a mel-to-mel network to refine

the Imfb features generated by the text-to-mel network.
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Chapter 2

Review of Automatic Speech
Recognition and Text-to-Speech

This chapter reviews the literature related to ASR and TTS systems. Section 2.1
describes DNN-HMM hybrid ASR systems and Section 2.2 describes end-to-end
ASR systems. Let X = (x, ..., ) denote an acoustic feature of lengths 7', and let
y = (v1, ..., yr) denote a target label sequence of lengths L, where y; € {1, ..., K'}

and K is the number of target labels.

2.1 DNN-HMM Hybrid ASR Systems

DNN-HMM hybrid ASR systems have been used for many practical applications.
They have two separate modules to recognize speech. One is an acoustic
model (AM). The other is a language model (LM). In the conventional ASR
systems, a word sequence Y ssr is decoded for a given acoustic feature sequence

X with the maximum a posterior decision and the Bayes’ theorem as follows:
argmax p(Yasr|X) = argmax p(Y asr)p(X|Y asr) (2.1)

Moreover, a word is divided into phones Y pone and we can rewrite equation
(2.1) as follows:

P(Yasr)P(X[Yasr) =~ max P(Yasr)P(X|Yphone) (2.2)

phone

where p(X|Y phone) and p(Y asr) are the probability of acoustic model and language

model respectively. The acoustic model learns the distribution of acoustic
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teatures by DNN and the latent state transition by HMM. The language model
estimates the probability of a word occurrence given a context. It conventionally
uses an N-gram model, and the integration of N-gram and RNN achieves the
improvement [33]. In this manner, this hybrid ASR system is split into two
disjoint modules and trained separately with different criteria. In addition,
pronunciation dictionary that defines mapping from a word to a phone sequence

is needed, and it often requires phonological knowledge.

2.2 End-to-End Architecture for ASR

The hybrid ASR systems train the AM and LM separately. Integrating the
functions of AM and LM has been investigated thanks to the recent devel-
opment of DNN, referred to as end-to-end speech recognition. We directly
compute p(Yasr|X) in the end-to-end model. In practice, we split Y agg into
subwords to reduce the vocabulary size of the end-to-end model and recog-
nize the unknown words. To make subwords, we use sentencepiece [34] or
byte-pair-encoding (BPE) [35]. End-to-end speech recognition has four types
of architecture: connectionist temporal classification (CTC) [4,36], transducer

model, attention-based encoder decoder model, and Transformer-based model.

2.2.1 Connectionist Temporal Classification

Connectionist temporal classification (CTC) is a kind of objective function for
labeling a sequence problem. Generally, the time length of X is much longer than
that of Y asg. The CTC-based model introduces a special label called "blank" (¢) in
addition to subword labels. In this model, these outputs define the probabilities of
all possible ways of aligning all possible label sequences with the input sequence.
The total probability of one label can be calculated by summing the probabilities

of its different alignment.

12
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Training
The CTC loss is defined based on the minimum log-likelihood criterion.
LCTC(X7 YASR) = — 10g P(YA5R|X) (23)

The key to compute P(Y asr|X) is allow the model to output blank (¢) labels.
P(Y asr|X) is marginalized using the probabilities of all possible alignment in
Q(YASR) as:

p(YaseX) = D plxfx) = Z H (me|x¢) (2.4)

7EQ(Y AsR)

where 7w = (my, ..., mp) is an output sequences over the target label 7, € {1, ..., K }U
{¢} and the posterior probabilities p (7;|x;) are modeled with a recurrent neural
network N, : R™7T — R"™7 guch as LSTM which maps an input acoustic
sequence X into a m-dimensional continuous value. The CTC loss and its
gradient with respect to the network parameters are efficiently computed with
the forward-backward algorithm. Usually CTC-based model learns a monotonic
alignment. It is advantageous for speech recognition because the output label
sequence is monotonic in speech recognition. However, they do not explicitly
learn the internal relationship at different times since they assume that the

probability of each label is independent of others as in equation (2.4).

Inference and Forced Alignment

In inference, we remove all repeating labels and blank labels from the paths in
Q~!(m) =y. For example, we can recognize Q~*(paadpapbb) = aab.

The time indices of non-blank tokens in 7 are used as the reference token
boundaries. When repeated non-blank labels exist, the leftmost index corre-
sponding to the same non-blank token is used as a reference token boundary:.
For instance, given a CTC path 7 = (¢paappagpbb) corresponding to a reference
transcription “a a b”, we convert it to (¢, a, ¢, ¢, a, ¢, b, ¢) and then extract the
time indices of the non-blank tokens alignment = (2, 5, 7). In this thesis, we used

the alignment to train FastSpeech 2 model (Section 2.3.2).
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2.2.2 Attention-Based Encoder Decoder Model

The other way to fill the lengths difference is to use sequence-to-sequence
(seq2seq) modeling. The attention-based encoder-decoder model is a kind of
seq2seq model. An encoder network maps an acoustic feature sequence to a
distributed representation of the same lengths T". The decoder network predicts
a target sequence whose length is L using the encoded intermediate information.
The decoder network uses only a relevant portion of the encoded sequential
representation to predict a symbol at each step using the attention mechanism.
The encoder is implemented with a multi-layer bidirectional LSTM, and the
decoder usually consists of a 1-layer of unidirectional LSTM followed by a softmax
layer.

The attention-based model is formulated as follows. The encoder trans-
forms an acoustic feature sequence X to an intermediate representation hssp =
(hy, ..., hy). In the decoder network, the hidden state activation of the RNN-based

decoder at the [-th time step is computed as:
s; = Recurrency (s;—1, g, y1) (2.5)

where g; and y;_; denote the “glimpse" at the [-th target label and the predicted
symbol at the previous step. The glimpse g; is a weighted sum of the encoder

output sequence as:
g = Z Oél,tht (2.6)
t

where oy, is an attention weight of h,. In this work, we use a content-based

attention mechanism formulated as follows:

e,y = witanh(Ws;_; + Vh, + Uf;, +b) (2.7)

fl = Fx (0 7] (28)
T

ap; = exp(ey)/ Z exp(e; ) (2.9)

t'=1

where * denotes a 1-dimensional convolution. Using g; and s;_;, the decoder

predicts the next symbol y; as:

y; ~ Generate (s;_1, g;) (2.10)
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Figure 2.1: The flow of the decoder network. The vector s, has all zero elements
by initialization.

where the Generate function is implemented as:
R tanh (PSl_l + le) (211)

Figure 2.1 shows the flow of the decoder network.
The objective function for training the attention models is cross entropy. The
loss is reduced to the negative log-likelihood between the predicted symbol

sequences and the target oracle symbol sequences.
Lot = —1og Putt (Y asr|X) (2.12)
For efficient training, we apply the three training methods [17,37,38].

Joint CTC/Attention training

When training the attention-based model, we use the cross entropy between
the ground-truth labels and the predicted labels (£,;). In the ASR task, the

attention between the acoustic features and the target label has monotonicity
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(left-to-right), but a structure of attention itself does not have the constraint,
which sometimes causes the label repetition. To ensure the monotonicity, we

introduce the multi-task learning with CTC loss (A..) [37] as follows:
£ASR - (]- - )\ctc)ﬁatt + )\ctcﬁCTC (213)
where ). is a hyperparameter (0 < A\.;. < 1) for the CTC loss weight.

Label Smoothing

Label smoothing [38] is a regularization method for preventing a model from
over-fitting. When calculating the cross-entropy, we do not simply use a grand-
truth label of 1.0 but discount it and assign a small probabilities to all other
symbols with a uniform distribution. In this paper, we set the probability of the
ground-truth label to 0.9 and other labels to uniform 0.1/ K.

SpecAugment

SpecAugment [17] is a data augmentation method by masking both frequency
and time domains randomly. Before input to the ASR model, the mask is applied
to Imfb features. We randomly choose the value of f, and then f0 consecutive
mel frequency channels [f0, fO + f) are masked, where f is first chosen from a
uniform distribution from 0 to the frequency mask parameter F', and f0 is chosen
from [0, v — f), where v is the number of mel frequency channels. Time masking
is applied so that ¢ consecutive time steps [to, ty + t) are masked, where ¢ is first
chosen from a uniform distribution from 0 to the time mask parameter 7', and
then ¢, is chosen from [0, 7 — t). The Imfb values in the range of masked areas
are replaced with 0. We do not use time-warping and use two masks in the time

domain and one mask in the frequency domain.

Beam Search and Shallow Fusion

In inference, greedy search simply takes the label with the highest probability at
each position and computes fast. Once we had identified the best label for that

position, we did not consider what came before it. In the attention-based model,
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we conduct the beam search to consider the probabilities of the combination of
the preceding labels along with the label in the current position. Beam search
picks the N best sequences and predicts the probability of the label in the current
position for all N candidates. We then pick the N best sequences based on the
combined probability and repeat this procedure until the end. We prepare special
symbols for denoting the start-of-sentence ((sos)) and end-of-sentence (({eos)).
The decoder completes the process when an (eos) symbol is recognized. In the
prediction of each position, we memorize s;, o, and Y asg of each candidate.
When calculating the scores of beam search, shallow fusion [18] is widely applied.
In shallow fusion, the external LM yim(Yasr) is incorporated via log-linear
interpolation at inference time only. In addition to shallow fusion, we also
introduce length reward (penalty) terms. As a result, we calculate a score for

beam search as follows:

Y asg = argmax(log pasr(Yasg|X) + 8 log prm(Yasr) + 7 | Yasr|) (2.14)

Y asr

where (3 is a weight for language model and v is a length reward (y > 0) or

penalty (y < 0).

2.2.3 Transformer

Transformer [39] isa DNN model that adopts an self-attention mechanism without
a recurrent neural network (RNN). The transformer block has two modules of
multi-head attention and feed-forward network (FFN), and we stack several
transformer blocks to compose the transformer-based model. We add "positional
encodings” to the input embeddings at the bottom of the encoder and decoder
stacks to make use of the order of the sequence. In this study, we use sine and
cosine functions of different frequencies: PFE(pos,2i) = sin(pos/10000%/dmodct)
and PE(pos,2i + 1) = cos(pos/10000%/@mede1) where pos is the position, i is the
dimension, and d,,,,4.; 1S dimension of the transformer block.

The multi-head attention of the transformer is based on scaled dot-product
attention. The scaled dot-product attention learns three weight matrices to

calculate the attention; the d, ;-dimensional query weights W € Rmoder*dar the
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d, r-dimensional key weights Wy € Rémedet ek and the d,-dimensional value
weights Wy, € Rimoderxd  'We produce the query vector Q = WX, the key
vector K = Wi Xk v, and the value vector V' = Wy Xk v using the input Xy of
the key and value, and X, of the query. We then calculate the attention results

as follows:

T
Vi

where ﬁ is a scaled factor. In particular, Eq. (2.15) is referred as self-attention

Attention(Q, K, V') = softmax( 1% (2.15)

when Xk = Xg. The transformer model uses multi-head attention, which
calculates several attentions on one stack. Multi-head attention allows the
model to jointly attend to information from different representation subspaces at

different positions. We write h-head attention as follows:

MultiHead(Q, K, V) = Concat(heads, ..., head),)W° (2.16)
head; = Attention(QW 2, KWK viv)) (2.17)

where the projections are parameter matrices W2 € Rémodetxdar T K ¢ Rimoder<dak,
WY € Rimoderxde O ¢ RhdoXdmoder In the multi-head attention, we set d, ;, =
dy = dyoder/ h. Figure 2.2 shows flows of the scaled dot-product attention and
multi-head attention.

In addition to attention sub-layers, each layer contains a fully connected FFN,
which is applied to each position separately and identically. This FFN module
has several variants. FFN has two linear transformations with a ReLU activation
in the original work. Another variant has two CNN layers with a ReLU activation.

We can use the transformer as an encoder and a decoder, but we use it as an
encoder only. In this thesis, we use the Transformer architecture for not only the
ASR model but also the TTS model (Section 2.3.2).

2.2.4 Conformer

Conformer [40], which is a variant model of transformer encoder, achieves high

performance on the ASR tasks. Fig. 2.3 shows the comparison of transformer block
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Figure 2.2: The flows of the scaled dot-product attention and multi-head attention.
d;, means dimension of K.

and conformer block. The differences are the positions of FFN, a convolution
module, and relative positional encoding. We use two FFN blocks. Each FFN
block has two linear transformations with a Swish activation. The convolution
module is composed of a pointwise convolution, gated linear unit (GLU), 1-D
convolutional depthwise convolutional layer, batchnorm with Swish activation,
and a pointwise convolution. While the original transformer block uses absolute
positional encoding, the conformer block uses relative positional encoding. The
relative positional encoding is employed in the multi-head attention module.
The relative positional encoding allows the self-attention module to generalize
better on different input lengths, and the encoder is more robust to the variations

of the utterance length.

2.3 End-to-End Architecture for TTS

In the TTS task, we conventionally use the HMM-based model to align between

a target speech X and a length-L input text sequence Y1rs. These models have
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Figure 2.3: Transformer block (top) and conformer block (bottom).

complicated modules, and we need to design them carefully similarly to the ASR
models. Thanks to the development of DNNs, we realize the TTS system with a
much simpler architecture, which is called an end-to-end TTS model. In contrast
to the ASR model, the end-to-end based TTS models predict the target speech X

for a given input text sequence Yrrs as:
X = argmax prrs(X|Yrrs) (2.18)

Yrrs is a phone sequence converted from a word sequence. The goal of the TTS is
to synthesize a waveform that the human can hear and evaluate. In the realm of
the TTS, X is the waveform. We compose two pipelines in general: (1) mel-to-mel
network for Imfb features generation and (2) vocoder (mel-to-waveform network)
for waveform generation from the generated Imfb features. We rewrite (2.18) as
follows:

X = argmax Pyocoder (X | Ximfbp ) Prext-to-mel (Ximsb| Y TT5) (2.19)

where X, is a length-T"' Imfb feature. In practice, we train two models separately.
The text-to-mel networks, similar to speech recognition, require solving problems
with different lengths of input labels and output speech. We use Tacotron 2 [9]
and FastSpeech 2 [41] as the mel-to-mel network. The vocoder network also needs
to solve the problem with different length of input Imfb features and output

waveform. However, it is readily conditioned since Imfb features is computed
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Figure 2.4: Tacotron 2 architecture.

from a constant speech waveform interval. We utilize the WaveNet-based model

and GAN-based models as the vocoder networks.

2.3.1 Tacotron 2

Tacotron 2 [9] is a kind of the text-to-mel network and a seq2seq modeling with
an attention mechanism, which is composed of an encoder decoder network.
Figure. 2.4 shows the Tacotron 2 architecture. The encoder network transforms
an input text sequence Yrrs to an intermediate representation following an
embedding layer, CNN layers, and BiLSTM layers. The decoder comprises the
2-layer unidirectional LSTM. To learn a relevant portion of the encoded feature,
we add attention mechanisms similar to the ASR model. We use a linear layer
to predict the Imfb features from the outputs of the unidirectional LSTM layer.
Finally, the predicted Imfb feature is passed through a 5-layer convolutional

post-net which predicts a residual to add to the prediction to improve the overall
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reconstruction. We minimize the summed mean squared error (MSE) or mean
absolute error (MAE) between ground-truth and predicted Imfb features before
and after the post-net.

While the ASR systems readily stop the prediction when (eos) is predicted,
the Imfb features do not have (eos) and the TTS system needs to predict the end
of the prediction. Therefore, we prepare a layer to predict a stop token instead of
an (eos) label. In training the stop token, we use binary cross entropy between
ground-truth and predicted stop token flag (0 means “not finished” and 1 means
‘finished’). In inference, the generation is stopped when the probability of a stop
token is over 0.9.

The original Tacotron 2 model is designed for a single speaker TTS model.
When it comes to data augmentation for ASR, the generated speech should have
various speech. In this study, we compose a multi-speaker TTS model which
generates various speech given the same text. We add a speaker ID to the input

teature to generate multi-speaker speech.

2.3.2 FastSpeech 2

Recently, the non-autoregressive networks have been investigated such as Fast-
Speech [41,42] and Parallel Tacotron [43,44]. These networks generate Mel
spectrogram faster than the autoregressive network because they do not need to
wait for the generation at the previous timestep. The non-autoregressive model is
appropriate for the data augmentation since we need to generate a larger amount
of speech than the standard TTS task. In this work, we use FastSpeech 2-based
model [41]. The FastSpeech 2 model is composed of a Transformer-based en-
coder decoder network. The main characteristic of the FastSpeech 2 model is
adding a network called variance adaptor to predict the duration of Imfb features
corresponding to each input phone. In addition to the network to predict the
duration, the variance adaptor optionally consists of some predictors to other
kinds of acoustic information. Figure 2.5 shows the architecture of variance
adaptor. In this work, we implement three predictors: duration predictor, pitch

predictor, and energy predictor. Each predictor has a 1-D CNN block + ReLU
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Figure 2.5: Variance adaptor of FastSpeech 2.

activation, a layer normalization block, a 1-D CNN block + ReLU activation, a
layer normalization block, and a linear layer. For training of duration prediction,
we prepare the alignment before training the FastSpeech 2-based model.

More formally, the encoder transforms an input text sequence Yrs into an
intermediate representation H = (hy, ..., h;). The duration predictor predicts
a duration of each input text D = (dy, ...,dr), where d; + ... + d, = T. We then

extend the intermediate features according to D as follows:

A~

H = (hy,h1,h1, ..., hp, hy) (2.20)

The pitch and energy predictor predicts pitch and energy, respectively and their
predicted acoustic information are embedded. The embedded features are added
to the H via residual blocks. Finally, the decoder predicts Xjng, using H in
parallel. In this thesis, we use a 5-layer convolutional post-net [9] which predicts

a residual to add to the prediction to improve the overall reconstruction. In
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training, we minimize five mean absolute error (MAE) losses for Imfb features of
the FastSpeech 2 output, those of the post-net output, duration, pitch, and energy.
We need to prepare the alignment, pitch, and energy in advance. In this thesis,
we use a CTC-based model to get the alignment and WORLD [45] to obtain the
pitch.

2.3.3 WaveNet-Based Vocoder

We need to comprise an additional network referred to as a vocoder to generate a
waveform. Similar to the mel-to-mel network, the vocoder networks are catego-
rized into an autoregressive and a non-autoregressive model. The WaveNet [46]
vocoder is a kind of autoregressive model. In the vocoder task, the timesteps of
a waveform are much larger than that of an Imfb feature (e.g., 16kHz sampling
waveform has 16,000 timesteps per second, and a 12.5ms-shifted Imfb feature
has 80 timesteps per second). It constructs the multi-layer CNNs, where the
convolutional layers have various dilation factors that allow the receptive field
to grow exponentially with depth and cover thousands of timesteps. It also
uses the generated Imfb features provided by a text-to-mel network to condition
acoustic information. Although the WaveNet generates a high quality waveform
compared to the parametric TTS model, the generation takes a long time be-
cause it must wait for the waveform samples on the previous timesteps, and the
waveform has a much long form. For a faster generation, WaveRNN [47] based
on simple single-layer RNN has been proposed. However, the autoregressive

models are not suitable for real-time applications.

2.3.4 GAN-Based Vocoder

Recently, many attempts have been made with non-autoregressive models.
Parallel WaveNet [48] distills a trained autoregressive teacher decoder into a
flow-based model. WaveGlow [49] is a flow-based generative model based on
Glow [50]. WaveGlow is a very high capacity generative flow consisting of
multi-coupling and multi-invertible 1x1 convolutions, with each coupling layer

consisting of a stack of multi-layers of dilated convolutions. It achieves good

24



2.3. END-TO-END ARCHITECTURE FOR TTS

quality, but takes much time for training since it needs to train a large number of
parameters.

Generative adversarial networks (GANs)-based vocoders generate a high-
quality waveform in faster decoding with fewer parameters. GANSs [51] have
made progress in computer vision such as image generation [52] and image-
to-image translation [53]. GAN has two network architectures: generator and
discriminator. A generator network maps a latent space into target values of
interest, which is a waveform in the vocoder task and produces the outputs that
the discriminator cannot distinguish. A discriminator distinguishes the true data
from the data generated by the generator. We introduce the GAN objective to

train both the generator and discriminator as follows:
Loan(G, D) = Exllog D(z)] + Ex,_, [log(1 — D(G(Ximb)))] (2.21)

where the generator G tries to minimize the objective against an adversarial dis-
criminator D that tries to maximize it. MelGAN [54] is a GAN-based vocoder and
a non-autoregressive model. The generator of MelGAN is a fully convolutional
feed-forward network with an Imfb feature as input and raw waveform as output.
Because the Imfb feature is calculated per a certain interval waveform and at a
lower time resolution, it uses a stack of transposed convolutional layers to upsam-
ple the input sequence. Unlike traditional GANSs, the MelGAN generator does not
use a global noise as input. The discriminator adopts a multi-scale architecture
with three discriminators. There are several variants of the GAN-based model.
Parallel WaveGAN [55] uses a WaveNet-based generator and multi-resolution
STFT auxiliary loss for stable training of the generator. In the multi-resolution

STFT loss, we use spectral convergence (£,.) and log STFT magnitude loss (£,,q,)

as follows:
N |ISTFT(x)| — |STFT(x)|
Lonag(%,%) = %log STFT(x)| — log [STFT(X)| (2.23)
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where |[STFT()| and N denote the STFT magnitudes and number of elements in
the magnitude, respectively. The multi-resolution STFT loss is the sum of the
STFT losses with different analysis parameters (i.e., FFT size, window size, and
frame shift).

The GAN-based architecture and the multi-resolution STFT loss are effective
for generating a high-quality waveform, and several extensions based on them
have been proposed such as VocGAN [56] and HiFi-GAN [57].
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Chapter 3

Synthesizing Waveform to Augment
Training Data for ASR

3.1 Introduction

The major problems of end-to-end ASR systems are the need for a large amount
of training data, data sparseness, and uneven distributions. It is not easy to
adapt to a new domains because we need to prepare the paired speech and
transcription data of the target domain.

Many attempts [18,20,21,58-62] using text-only data have been made. One
of the approaches investigates the integration of a language model which is
trained using text-only data. Kannan et al. proposed shallow fusion to integrate
an external language model and the ASR model in inference [18]. Sriram et al.
developed a method to train the attention-based ASR model together with a
language model [58]. These approaches enhance the language model function
of the end-to-end model using the external language model. Other approaches
compose the end-to-end model that allows text-only data input to enhance the
language model [59,60]. Masumura et al. [59] prepared a shared decoder to
train phoneme-to-grapheme (text-only data) and ASR tasks (paired data) and
pre-trained the decoder on a phoneme-to-grapheme task. Tang et al. [60] jointly
trained speech-to-subword and phone-to-subword tasks.

Other approaches utilize back-translation style learning. Karita et al. [61, 62]

used autoencoders to leverage speech-only data and text-only data. These
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autoencoders learn features from speech-only and text-only datasets by switching
the encoders and decoders used in the ASR and TTS models. These methods can

be effective for enhancing the ASR models in the same domain.

Other works combine the ASR and TTS models [20,21] referred to as speech
chain. Given the unlabeled speech features, the ASR model transcribes the
unlabeled input speech, while the TTS model reconstructs the original speech
waveform based on the output text from ASR. Given only the text input, TTS gener-
ates speech waveform, while ASR also reconstructs the original text transcription

giving the synthesized speech.

In our previous work [22,23], we proposed utilizing speech synthesis to
generate acoustic features for training end-to-end ASR models from new-domain
texts. Recently, seq2seq neural speech synthesis models have also been devel-
oped [9,63-65]. In contrast to conventional TTS, a seq2seq model realizes TTS
with very simple architecture, and its training is much easier. Moreover, it has
been shown to achieve naturalness comparable to human speech [9,65]. TTS
efficiently makes it possible to generate paired data covering the new target
domain. However, speech synthesizers are usually trained with a single speaker
and do not have speaker diversity. This may be a serious problem for ASR, which
needs to cover a variety of speakers. Therefore, we extended the Tacotron 2-based
speech synthesis framework to generate multi-speaker speech using speaker
embedding in seq2seq speech synthesis [23]. Training a speech synthesizer with
a large number of speakers is expected to generate useful speech data for ASR

model training and eventually solve the data sparseness problem.

However, the performance gain by the data augmentation with TTS is still
limited compared with real speech data since the quality of speech data generated
by TTS is not realistic. We observe that the time resolution of the generated
Imfb features is insufficient, and the generated Imfb features result in blurry,
particularly on the time dimension. Actually, the time resolution of the artificial
spectrum is not sufficient because the TTS model estimates the spectrum of
several contiguous frames at one decoding step for stable training and fast

inference. In this work, we design the waveform domain data augmentation used
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for both ASR and TTS. In the TTS, we use a vocoder to improve the generated
spectrum. We aim to interpolate speech at time dimension to convert a generated
Imfb feature into a waveform. We can again convert the waveform into the Imfb
features and then use them as the Imfb-input ASR input. In this work, we also
design waveform-input ASR to fully utilize the generated waveform. To realize
the waveform-input ASR, we introduce a CNN-based feature extraction network
and train it together with a recognition network. We also apply a data masking
method in the waveform-based end-to-end ASR because a data masking method
for the Imfb-based ASR systems such as SpecAugment [17] significantly affects
the ASR performance.

3.2 TTS for ASR Training

We investigate leveraging seq2seq speech synthesis to augment the training
data for speech recognition (Fig. 3.1). This data augmentation method basically
has three steps. First, we train a TTS model using paired data of speech and
transcription (this paired data does not need to be a target domain). We then
generate the speech from the target domain texts. We collect text from a target
domain where we want to perform speech recognition and generate speech using
the text. This scheme not only enhances the language model capability but also
learns acoustic patterns of the text, including domain-specific words. Finally, we
train an ASR model using the generated data mixed with the real data.
Although the generated speech improves the ASR performance, the im-
provement of ASR depends on the performance of TTS. For example, speech
data generated by a single speaker TTS has less diversity, but the ASR model
needs to recognize various speech. In our seminal work [23], we introduced
multi-speaker TTS to acquire speaker diversity by adding speaker embedding to
the Tacotron 2 architecture. Similar efforts have been made by Rosenberg [24],
Nick [66], and Huang [67] based on speaker-ID embedding for data augmentation.
Rosenberg et al. [24] introduced multi-speaker TTS for data augmentation using
hierarchical VAE and the WaveNet-based vocoder. Nick et al. [66] used GST-based
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Texts Seq2seq speech synthesis Generated speech
(Target domain) ) (Tacotron 2 based model) (multi-speaker)
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Figure 3.1: Overall architecture of data augmentation for ASR. (1) seq2seq speech
synthesis model generates speech. (2) seq2seq speech recognition model is
trained using generated speech and text. (3) when seq2seq speech recognition
model decodes, text-only data is also used with LM fusion.

speaker embedding and the Griffin-Lim vocoder to synthesize speech waveforms.
Huang et al. [67] used a multi-speaker TTS for speaker adaptation of ASR and
the WaveNet-based vocoder.

Although the multi-speaker TTS enhances ASR model training, the quality
of the Imfb features generated by the Tacotron 2 based model is not sufficient
compared with the real Imfb features. Fig. 3.2 shows the comparison of real and
generated speeches (Imfb features) for the same texts. It is observed that the
TTS model generates Imfb features reasonably in the low-frequency regions, but
the generated Imfb features in the high-frequency regions are vague or almost
blurry compared with the real speech. Moreover, we can see the generated
speech sometimes includes unnatural silence in the right example (around 250-th
frames). Generally, the magnitudes of low-frequency bins are larger than those of
the high-frequency bins and the silence parts. When the Tacotron 2 based model
focuses on minimizing the L1 loss between predicted and ground-truth Imfb
features, the prediction performance in the high-energy parts is sufficient, but the
information of low-energy parts and silence tends to be diminished. Moreover,
by using the reduction rate to make the training of the TTS model stable and its
inference faster, the predicted Imfb features may be over-smoothed.

Considering that we must generate a huge amount of speech data, it is not
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Figure 3.2: Examples of real (top) and generated speech (bottom) from two texts.

easy to fix this problem in the Tacotron 2 side. To generate high-quality speech
data, we turn to the WaveNet vocoder. Fig. 5.1 shows Imfb features generated by
TTS models. In the top (a), the TTS model generates Imfb feature with a 50 ms
window and 12.5 ms shift, which TTS models typically use. In the middle (b), we
compute the Imfb feature from the waveform generated by applying WaveNet
to (a). In the bottom (c), the TTS model generates the Imfb feature with parameters
that ASR models typically use. We observe that the Imfb feature, in particular
the harmonic structure in low-energy parts, becomes clear after applying the
WaveNet vocoder, and thus expected to be effective for ASR model training. Thus,
we investigate the waveform-based data augmentation with TTS. Specifically, we

compare the following three configurations.
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Figure 3.3: Log Mel-scale filterbank (Imfb) features generated by TTS models.
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Figure 3.4: Three configurations of data augmentation with TTS.

3.2.1 Lmfb-output TTS and Lmfb-input ASR

In this method, Imfb features are directly generated by TTS (Fig. 3.4 A). This
method is computationally efficient since we do not generate waveforms. How-
ever, we change the setting of TTS to match the typical ASR systems. While
typical TTS systems predict Imfb features based on 80 channels using a 50 ms
window with a shift of 12.5 ms, we adopt a 25 ms window with a shift of 10 ms
to compute 40-channel Imfb, which is typically used in the ASR model. We train
the Tacotron 2 model with this ASR-matched setting. We also train the Tacotron 2
model with TTS-matched setting and the ASR model with TTS-matched setting

in an experiment.

3.2.2 Waveform-output TTS and Lmfb-input ASR

As general ASR systems input Imfb features, we convert waveforms generated by
TTS to Imfb (Fig. 3.4 B). As shown in Fig. 5.1, this Imfb has better quality than
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the Imfb generated by TTS. We compute 40-channel Imfb features using a 25 ms
window with a shift of 10 ms for the ASR input. It is the widely-used setting in
ASR.

3.2.3 Waveform-output TTS and Waveform-input ASR

In this study, we design a seq2seq ASR system whose input is a raw wave-
form (Fig. 3.4 C). This ASR system is an end-to-end ASR from a waveform to
a word sequence. We describe the detail of the feature extraction part and a
masking method in Section 5. The Tacotron 2-based model predicts 80-channel
Imfb features using a 50 ms window with a shift of 12.5 ms, and then the WaveNet

model generates waveforms from these Imfb features.

3.3 Waveform-input ASR

There are many previous works on learning acoustic models from raw wave-
forms [68-73]. Jaitly et al. [68] modeled a waveform using a restricted Boltzmann
machine. Palaz et al. [69,71] used CNN for extracting acoustic features from
speech signals. Tiiske et al. [70] analyzed which acoustic features, including wave-
forms, were effective for training acoustic models. Sainath et al. [72] proposed
feature extraction that consisted of two convolution layers for reducing temporal
variations and reducing frequency variations. Ravanelli et al. [73,74] used SincNet,
which is a learnable filter based on the band-pass filter. Recently, many works
proposed feature extraction in an end-to-end manner. Tjandra et al. [20] proposed
a CNN-based feature extraction architecture for an attention-based model and
pretrained the model by minimizing the mean squared distance between Imfb fea-
tures and the output of the model. Zeghidour et al. [75] presented an end-to-end

speech recognition system based on convolution layers without RNNs.

3.3.1 Feature Extraction

We adopt a CNN-based model proposed by Zeghidour et al. [75]. First, we
apply a 2x1 filter initialized by a pre-emphasis filter ([-0.97, 1]). We then apply a
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CNN with several channels (40 in this work) and a 1-time sample stride. After
taking absolute values, the Hanning window is applied to unify time frames.
After processing with log(1 + abs()), instance normalization [76] is applied to
normalize across each channel. Finally, we use frame stacking [77] in which we
stack and skip some frames to make a new super-frame. Fig. 3.5 shows this

feature extraction part and the masking method in Section 3.3.2.

After frame stacking, we apply the attention-based encoder-decoder model
described in Section 2.2.2 to predict the symbol sequence. Based on the cross-
entropy between the predicted sequence and the ground-truth sequence, we
can update not only the parameters of the attention-based model but also those
of the feature extraction part. We expect that the model can extract more
effective features for speech recognition than Imfb features. In this model, we
do not conduct any pretraining or particular initialization except for the pre-
emphasis filter. The CNN filters are initialized with random values drawn by He

initialization [78].

3.3.2 Data Augmentation by Masking

In the attention-based model using Imfb features, we can apply data augmentation
methods such as SpecAugment [17]. In the waveform-input model, we apply
data augmentation after instance normalization in a similar manner. However,
in a preliminary experiment, we observe that the masking was not effective
when updating all parameters including feature extraction during the training.
Therefore, we first train the entire waveform-input ASR model without masking.
We then fix the parameters of the feature extraction part and fine-tune the
attention-based model part by using masking. The masks are randomly chosen

since the order of filters is meaningless, unlike Imfb features.
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Figure 3.5: Feature extraction part of waveform-input ASR.

3.4 Experimental Evaluations
3.4.1 Datasets and Tasks

All experiments are conducted with Japanese TTS and ASR systems. We use the
JSUT corpus [79] to train a single speaker Tacotron 2 model. JSUT has a recording
of 7607 utterances of prompt texts read aloud by a female speaker with a total
duration of ten hours. We converted the sampling rate to 16 kHz for all datasets.
We used 33 phone classes as input. They include special tokens for pause, word

boundary, and end of the sentence. For extracting word segmentation and
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phone sequence of texts, we used MeCab!?, a CRF-based Japanese morphological
analyzer.

We primarily used the the Corpus of Spontaneous Japanese (CSJ) [11] to train
the ASR model and multi-speaker Tacotron 2 model. CSJ has two distinct sub-
corpora, Academic Presentation Speeches (APS) and Simulated Public Speeches
(SPS). APS consists of academic presentation speeches in nine different academic
societies (engineering, humanities, and social and behavioral sciences). It has
986 speakers (male: 809, female: 177) with 162259 utterances and 247.9 hours.
SPS consists of simulated presentation speeches about everyday topics. It has
1704 speakers (male: 799, female: 905) with 238108 utterances and 281 hours.
We added all distinct words that occur more than twice in the training data and
special tokens ((sos), (eos), and (UNK)) to the vocabulary. The vocabulary sizes
were 24286 for SPS and 34305 for combination of APS and SPS. CSJ provides the
official testsets of APS and SPS. The APS testset has 1.83 hours of speech and
26028 words, and the SPS testset has 1.31 hours of speech and 17134 words. APS
contains many technical terms like “F0" and “linear predictive coding."

We used the same dataset for training both Tacotron 2 model and WaveNet
vocoder?. When generating multi-speaker speeches, we randomly selected a

single speaker for each text.

3.4.2 System Configuration
End-to-End Speech Recognition Model

We used 40-channel Imfb features as acoustic features of the ASR models with
a shift of 10ms and a width of 25ms. Non-overlapping frame stacking [77] was
applied to these features, in which we stacked and skipped three frames to make
a super-frame. We implemented an acoustic encoder that consisted of five-layer
bidirectional LSTMs with 320 cells. The dropout rate for training each BILSTM
layer was set to 0.2. The attention-based decoder consisted of a one-layer LSTMs

with 320 cells, 320-dimensional hidden states with tanh nodes, and a softmax

thttp:/ /taku910.github.io/mecab
2We evaluated the quality of TTS model in [80]
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output layer for word entries. We used Adam optimizer with the standard settings
described in [81]. We also used a weight decay of 1e-5 and gradient clipping
with a threshold of 2.0. The BiLSTM encoders and convolution networks in the
decoders were initialized with random values drawn from He initialization [78]
and the other networks were initialized in a uniform distribution with the range
(-0.1, 0.1). Since providing long input sequences often slows convergence at the
beginning of the training, the input data were sorted by the length of frames
before creating minibatches. In decoding with the attention-based ASR model,
we used a simple beam search with a beam width of 4.

We also trained neural language models with 3 layers of unidirectional LSTMs
with 256 memory cells for the language model integration based on shallow
fusion. Each word was mapped to a 512-dimensional continuous vector before
being fed to LSTMs.

End-to-End Text-to-Speech Model

The phone encoder consists of a 512-dimensional phone embedding, a 256-
dimensional speaker embedding, three convolution layers with 512 filters, and
one-layer BiILSTM with 256 cells. The location-sensitive attention mechanism [82]
summarizes the encoder outputs. The attention weight at each decoding step
is calculated by using the 128-dimensional projected vectors of the decoder
LSTM state, the encoder output sequence, and the location features. The location
features are calculated by convolving 32 one-dimensional convolution filters
with a length of 31 to the cumulative vector of the attention weights in all past
decoding steps. The pre-net consists of two fully-connected linear layers with
256 ReLU units. We sum the pre-net output, the speaker embedding, and the
encoded representation with the attention vector. The decoder network consists
of 2-layer unidirectional LSTMs with 1024 memory cells. The decoder LSTM
outputs, together with the attention context vector, were passed through a linear
projection layer to predict five frames of the target Imfb features.

Fig. 3.6 shows examples of generated speech of the multi-speaker model. We

generated these pieces of speech from the same text and different speaker IDs.
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Table 3.1: Comparison of Imfb-input ASR and waveform-input ASR [WER (%)].

Training data SPS APS+SPS

Testset APS SPS APS SPS
Imfb-input ASR w/o0 masking 2330 9.69 10.30 9.06
Imfb-input ASR w/ masking 2197 888 956 875

waveform-input ASR w/o masking 2256 9.08 10.03 7.97
waveform-input ASR w/ masking  20.92 8.53 940 7.92

It is confirmed that the multi-speaker model could produce various speakers’
speech as these Imfb features and waveform were different in terms of the length
of speech and the spectrum patterns because the Tacotron 2 based model not
only generates the Imfb features but also estimates the lengths of them.

For synthesizing the waveform, we used WaveNet [83] vocoder? with condi-
tioning on 80-dimensional Imfb features of the TTS setting*. The upsampling
layer assumes the Imfb features with a frame shift of 12.5 ms. The dilation was
1,2,4,..,128,1, .., 128 repeatedly, and the total number of layers is 16. Each
dilated CNN has 128 channels with a kernel size of 2. We used the PyTorch [84]
toolkit to train all networks with Nvidia TITAN RTX.

The TTS system often fails to generate some pieces of speech correctly. For
example, some synthesized speech samples were silent, and their lengths were
too short. On the other hand, the lengths of some speech samples were too long.

We discarded speech samples if they are are not within some thresholds.

3.4.3 Results of Waveform-input ASR vs. Lmfb-input ASR

We compared the performance of two ASR systems in Table 3.1: one is the
standard ASR, whose input is Imfb features. The other is the waveform-input
ASR, whose input is raw waveforms. In this table, we evaluated the models
trained using the SPS (281 hours) and APS+SPS (528.9 hours) datasets on the
APS and SPS testsets. We also applied SpecAugment to the Imfb-input ASR, and
the masking method presented in Section 5.2 to the waveform-input ASR. The

Shttps://github.com/NVIDIA /nv-wavenet
4In a preliminary experiment, we observed that the WaveNet with the typical ASR setting
(40-channel, and 10 ms shift and 25 ms window) does not generate a waveform properly.
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Figure 3.6: Examples of generated speech from the multi-speaker model. These
examples were generated from the same text and different speaker IDs.
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waveform-input ASR performed comparable to or better than the Imfb-input
ASR in all cases. There are significant differences in the WERs for the APS testset
using SPS and the SPS testset using APS+SPS. For the APS testset using SPS
training set, the waveform-input ASR with masking achieved WER of 20.92%,
which is much better than the Imfb-input ASR with SpecAugment. We use the
waveform-input ASR with masking and the Imfb-input ASR with SpecAugment
as the baseline. We also use the models using APS+SPS dataset as the oracle

model.

3.4.4 Results of Simulated Domain Adaptation to APS

In order to simulate a domain adaptation scenario, we chose SPS as a source
domain and APS as a target domain since domain adaptation to academic topics
from general topics is often required. Using the source domain data, we trained
the baseline ASR model and the multi-speaker speech synthesizer. For the target
domain, we assumed only text transcription data for adaptation. We generated
speech data from the texts of the target domain to retrain the ASR model.

The results are shown in Table 3.2. By using the text-only data of APS, we
synthesized about 209 hours of speech data. The baseline WERs were over
20%, as shown in Table 3.2. When we applied an LM shallow fusion using the
APS text, the improvement was limited since the APS topics is different from
the SPS topics. If we can prepare real speeches for the APS dataset, both the
Imfb-input and waveform-input ASR models achieved WER of 9.23%. When
we used the single-speaker Tacotron 2 model for synthesizing the additional
training data, a large improvement from the baseline is obtained. Among them,
“waveform-output TTS and Imfb-input ASR" is better than “Imfb-output TTS
and Imfb-input ASR". The best WER in the single speaker setting was 12.90%
with the “waveform-output TTS and waveform-input ASR". After the domain
adaptation, the LM fusion leads to a large improvement.

The multi-speaker models obtained over 0.6% WER reduction from the single
speaker models in all settings. In this experiment, we compared two settings
of “Imfb-output TTS and Imfb-input ASR": ASR-matched setting (40-channels
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Table 3.2: ASR performance [WER (%)] for the APS testset (evall). In this table,
we used the paired-data of the SPS training set and only transcriptions of the
APS training set.

Training data evall +LM
SPS (real speech, Imfb-input ASR) 2197 21.72
+ APS (real speech) [oracle] 9.56 9.23
Single speaker TTS:
Imfb-output TTS and Imfb-input ASR, ASR-matched settings 15.54 14.75
waveform-output TTS and Imfb-input ASR 14.56  13.80
Multi speaker TTS:

Imfb-output TTS and Imfb-input ASR, ASR-matched settings 13.55 13.08
Imfb-output TTS and Imfb-input ASR, TTS-matched settings  13.32  12.88

waveform-output TTS and Imfb-input ASR 13.05 12.58
SPS (real speech, waveform-input ASR) 2092  20.80

+ APS (real speech) [oracle] 9.40 9.23
Single speaker TTS:

waveform-output TTS and waveform-input ASR 13.68 12.90
Multi speaker TTS:

waveform-output TTS and waveform-input ASR 12.77  12.27

Table 3.3: Recognition rate of original OOV in the evall (APS testset).

# unknown words for SPS vocabulary 1143
Coverage rate of original OOV 905 / 1143 (80.05%)
Recognition rate of original OOV 782 / 1143 (68.42%)

using a 25 ms window with a shift of 10 ms) and TTS-matched setting (80-
channels using a 50 ms window with a shift of 12.5 ms). It is shown that the
former is outperformed by the latter, but they are behind the performance of
the waveform-output using the WaveNet vocoder, which improved the quality
of Imfb features. In this case, too, the best WER of the augmented model was
12.27% with the “waveform-output TTS and waveform-input ASR" with the
multi-speaker model. This model improved the WER by 41.01% relatively from
the model without domain adaptation. These results show that the waveform-
output TTS using WaveNet makes the ASR model better than the Imfb-output

TTS. The waveform-input ASR realized further improvement.

Table 3.3 shows how the adapted model recognizes unknown words that do
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Table 3.4: ASR performance [WER (%)] for JNAS testset. In this table, we use
multi-speaker TTS trained with CSJ. JNAS dataset has 85.5 hours of real speeches.

Training data WER(%)
CS]J (real speech, Imfb-input ASR) [baseline] 15.79
+ JNAS (real speech, Imfb-input ASR) [oracle] 5.24
+ JNAS (waveform-output TTS and Imfb-input ASR) 10.18
+ newspaper article 9.07
(waveform-output TTS and Imfb-input ASR)

CSJ (real speech, waveform-input ASR) [baseline] 13.79
+ JNAS (real speech, waveform-input ASR) [oracle] 5.52
+ JNAS (waveform-output TTS and waveform-input ASR) 10.12
+ newspaper article 7.95

(waveform-output TTS and waveform-input ASR)

not appear in the target domain. When we use only SPS vocabulary, 1143 words
of the APS testset cannot be recognized. Among them, 905 words (80.05%) are
included in the augmented (SPS + APS) vocabulary. The “data augmentation
method (waveform-output TTS and waveform-input ASR)" in Table 3.2 correctly
recognized 782 out of 1143 words (68.42%). It enhanced the ASR model’s language

model capability and recognized a majority of new words.

3.4.5 Results of Adaptation to Newspaper Domain Leveraging
A Large Amount of Newspaper Texts

Next, we conducted adaptation to a newspaper domain. For this experiment, we
used the JNAS dataset [10]. JNAS is a read speech corpus of Japanese newspaper
articles. It has 85.5 hours for training data and 20 minutes for testset. For
synthesizing training data for the JNAS testset, we also used an external language
resource. We collected 500k sentences randomly from newspaper articles of
Mainichi Shinbun, one of the major newspapers in Japan.

Table 3.4 shows the evaluation of adaptation to the newspaper domain using
the JNAS testset. In this evaluation, we used the real speech of both CSJ-APS
and CSJ-SPS (528.8 hours) to train the ASR and multi-speaker TTS models. We
generated 58 hours speeches from the JNAS transcript. The original JNAS data

provides 85.5 hours of real speeches. The generated speech is much shorter (58.8
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hours) than the real one because we do not use the silence as an input label of
TTS, and the silence, including short pause, is not inserted in the synthesized
speech. We also generated 768.9-hour data from 500k newspaper articles. The
Imfb-input and waveform-input ASR using only the CSJ dataset obtained WERs
of 15.79% and 13.79%. They are very high because the CSJ domain is different
from the JNAS domain. When we mixed the CSJ and original JNAS dataset, the
WERs were 5.24% and 5.52%. The models that used the CSJ and synthetic JNAS
dataset improved approximately 4~5% in WERs from the baseline CS] model.
When a large amount of speech was generated using newspaper articles, a large
improvement is achieved. The best WER was 7.95% with the “waveform-output
TTS and waveform-input ASR". This result showed that the waveform-input
ASR enhanced with the data augmentation is most effective when preparing a

large amount of synthesized data.

3.4.6 Analysis on Learned Filter

In the feature extraction part, the role of CNN filters is to extract characteristics
from a waveform to minimize the cross-entropy between a predicted label
sequence and a ground-truth label sequence. In the conventional ASR systems,
we use Mel filter to approximate the human auditory system’s response. When
it comes to decreasing the dimension of input features, the role of CNN filters
is close to the Mel filter. While the Mel filter is used for the frequency-domain
spectrogram, the feature extraction is used for the time-domain waveform.
Fig. 3.7 shows the examples of learned filters. We extract them from CNN filters
in Fig. 3.7. We see that each CNN filter extracts different characteristics. In
particular, they extract different frequencies. Fig. 3.8 shows a comparison with
the Mel filter (top) and the learned filter of the proposed model (bottom) on the
frequency domain. We obtain the frequency-domain learned filter to transform
the time-domain weights of CNN filters by an STFT. Note that the order of CNN
filters is meaningless, and all filters are not in order of frequency. In Fig. 3.8, we
roughly sorted them by frequency. The horizontal axis indicates the frequency,

and the vertical axis indicates the channel dimension.
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Figure 3.7: Examples of learned filter on time domain. These filters are extracted
from weights of CNN filters in Fig. 3.5. The kernel size of each CNN filter is 400
samples for 16kHz waveforms (400/16000 = 25ms).

As in the Mel filter bank, we see that the learned filter is concentrated in
the low-frequency range and does not focus on the high-frequency range. This
is because the energy of human speech on high frequency is high, and the
low-frequency part is important to recognize human speech. It can be seen that
many of them look at a wider range of frequencies per filter, and the number of

filters that focus on low frequency is larger than the Mel filter.

3.5 Summary

In this chapter, we have presented the waveform-based data augmentation

method for end-to-end ASR systems. To realize the waveform-output TTS, we
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Figure 3.8: Comparison of Mel filter and learned filter. We roughly sorted learned
filter by frequency.

use the WaveNet vocoder. The WaveNet vocoder makes better Imfb features,
improving the ASR performance. To fully utilize waveform-output TTS, we have
also designed the waveform-input ASR and a fine-tuning method by masking.
We have shown that the masking method for the wave-input ASR achieved
comparable or better performance than the standard Imfb-input ASR with
SpecAugment. We have also demonstrated that the waveform-output TTS and
waveform-input ASR achieved better performance than the waveform-output
TTS and Imfb-input ASR in two domain adaptation scenarios. Future work

includes improvement of multi-speaker TTS model for spontaneous speech for
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generating better and more data set.
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Chapter 4

Generating ASR Features via a
Discrete Representation

41 Introduction

In Chapter 3, we proposed the waveform-input ASR for effective training. Al-
though adding a frontend is effective for improving the ASR performance, the
amount of training data is increased since the number of parameters is larger.
Above all, it is not easy to prepare the paired data of speech and transcription.
Most recently, approaches using speech-only data have been investigated. In
particular, unsupervised pre-training or self-supervised learning is attracting
increasing interest. Self-supervised learning has emerged as a paradigm to
learn general data representations from unlabeled data. It has been particularly
successful for natural language processing [85,86] and computer vision [87, 88].
In the speech processing field, many attempts of the self-supervised manner
have been made [12-14,89-91] in order to learn the representation. Oord et
al. introduced contrastive predictive coding (CPC) [12]. The CPC combines
predicting future observations (predictive coding) with a probabilistic contrastive
loss. It predicts the future samples in a latent space and maximizes the loss when
feeding negative examples. Schneider et al. explored unsupervised pre-training
for speech recognition refereed to as wav2vec [89]. The wav2vec is pretrained
with a simple multi-layer convolutional neural network optimized via a noisy

contrastive binary classification task. Unlike the CPC, the wav2vec is designed
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for frame-wise phoneme classification and applies the learned representations to
improve strong supervised ASR systems. Chung et al. proposed autoregressive
predictive coding (APC) that uses autoregressive models to encode temporal
information of a past acoustic sequence [90]. Beaevski et al. introduced vector
quantization discrete representation into the wav2vec architecture and BERT
architecture to make sophisticated context representation from the discrete rep-
resentation [13]. Moreover, they masked the speech input in the latent space and
solved a contrastive task defined over a quantization of the latent representations,
which are jointly learned referred to as wav2vec 2.0 [14]. Liu et al. used multi-layer
transformer encoders to achieve bidirectional encoding, and this framework
allows the model to consider past and future contexts at the same time [91].
These works achieved comparable or better performance than the conventional

Imfb-input ASR models.

In this chapter, we investigate the use of self-supervised features for data
augmentation using TTS. The use of synthesized Imfb data brings only a limited
improvement compared with using real data since the synthesized features are
different from real speech. Moreover, the TTS system often generates unrealistic

speech.

In this work, we propose a novel data augmentation scheme using a discrete
representation. In this scheme, TTS generates a discrete representation instead of
log Mel-scale filterbank (Imfb) features and predicts discrete ID sequences from
texts. We also use features converted from the discrete ID when we train an ASR
model. We adopt vg-wav2vec [13], which is an unsupervised training method to
produce a discrete representation. The use of a discrete representation has two
benefits over the standard use of TTS by experimental evaluations: (1) a discrete
representation is much easier to predict than the Imfb features of continuous
values; (2) it reduces speaker dependency, which the TTS has trouble separating

from the segmental information.
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4.2 VQ-wav2vec

Vg-wav2vec learns a discrete representation of speech frames through a self-
supervised future time-step prediction task. The model is based on three
convolutional neural networks, in which the encoder produces a representation
z; for each time step ¢ with a rate of 100 Hz, a quantization module converts z; to
a discrete representation 2;, and the aggregator combines the multiple encoder
time steps into a new representation c;. The quantization module replaces the
original representation z; by £, = concat(e; 1, ..., €; ¢) from a shared fixed-size
codebook E € RV*¥G which contains V' representations of size d/G, where d is
the dimension of 2;, and G is the number of groups. We represent each row by
an integer index and then represent the feature vector 2; by the indices w; € [V]%,
where each element w; , corresponds to a fixed codebook vector. For instance,
when G = 2, two-dimensional code is generated e.g. (15, 24) and (36, 87). We
concatenate the elements, e.g. “15-24” and “36-87” when feeding to BERT.

In the context prediction, wav2vec loss [89] is defined as follows:

T—
Luavzvee _ Z (logo (2], h(c;))) + A E [log a(—éT h(c;)]) 4.1)

Z~pn

where T'is the sequence length, o is a sigmoid function, h is an affine transforma-
tion, and thus o (2], h(c;)) is the probability of a sample z;, that is k-steps in the
future, being correctly predicted. 2 are negative samples uniformly drawn from
the same uttrance. In addition to wav2vec loss, Gumbel-Softmax or K-means loss
is added between 2; and z;. In this work, we used K-means clustering and added
the loss of vector quantization [92] to £}"*?". As a result, the vg-wav2vec model

maximizes L9~ wav2vec a5 follows:
K
proveee 37 et (Jsg(z) - 2|4z - sg@)) @)
k=1

where sg(z) = z, 3-sg(r) = 0, and 7 is a hyperparameter.
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4.2.1 BERT for VQ Codes

BERT is also used for training a more sophisticated representation of the context
features in vg-wav2vec architecture. BERT [86] is originally one of the self-
supervised learning approaches in natural language processing. The main
principal characteristics of BERT are introducing bidirectional encoding based on
Transformer and a masked language model (MLM) objective. While a standard
language model objective (softmax cross entropy) makes the representation of
left-to-right context, the MLM objective enables the representation of both the left
and the right context, which allows us to pretrain a deep bidirectional Transformer.
In the MLM task, we randomly replace the label with a special [MASK] label.
The BERT model predicts the labels of [MASK] instead of predicting the next
timestep label. In addition, it is pre-trained using a next sentence prediction
task to capture the relationship between sentences. In the fine-tuning step, we
add a linear layer to predict the target label of interest and update the whole
parameters.

In the vg-wav2vec task, we use the BERT for discrete representations and
apply the MLM task. We randomly make the [MASK] labels for the concatenated
vg-codes. We do not use next sentence prediction because the BERT model for
vg-wav2vec does not need to train the relationship between two speeches. In
this work, we also do not fine-tune the BERT model and use the BERT model as
the feature extraction model. We use the last layer’s hidden states as the input

features of the ASR model.

4.3 Data Augmentation via Discrete IDs

4.3.1 Conventional Data Augmentation by TTS

The conventional data augmentation scheme using TTS [22-24,30, 66] has four

steps.

1. Training TTS which predicts Imfb features from a phone sequence.

2. Generating Imfb features using unpaired texts.
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3. Converting Imfb features into waveform by a vocoder.

4. ASR training using the generated waveform data mixed with real data.

In this scheme, the vocoder is used for bridging the gap between the Imfb
teatures of the ASR model and the TTS model.

Although the generated speech data give some improvement of the ASR
performance, the gain is limited since the TTS does not completely reproduce the
real speech. To alleviate the problem, Mimura et al. [22] froze the ASR acoustic
encoder when training with the synthesized data. Wang et al. [27,28] investigated
the consistency regularization when incorporating TTS with ASR. Zheng et al. [30]
introduced the loss for regularization of the decoder when finetuning to improve
the ASR model for out-of-vocabulary words. Fazel et al. [32] investigated the
multi-stage training strategy by combining weighted multi-style training, data
augmentation, encoder freezing, and parameter regularization. Several studies
used speaker information to generate multi-speaker speech such as speaker
ID [23], VAE latent variables [24], pre-trained speaker verification model [32],
and global style token (GST) [66]. Chen et al. [26] jointly trained the pre-trained
TTS and ASR using a GAN-based model to increase the acoustic diversity in the
synthesized data.

4.3.2 Data Augmentation via Discrete ID Sequences

A major problem with the conventional data augmentation using TTS is the
mismatch between the synthetic and real speech data. Conventionally, Imfb
features are used as an intermediate representation for both TTS and ASR. Since
an Imfb feature is a continuous value and the loss used for training does not
address phonetic constraints, the TTS model often generates unrealistic data
that do not exist in real speech. Moreover, neural TTS tends to generate many
errors such as too short or repeated speech, and multi-speaker TTS model causes
more errors than the single speaker model. It is much more difficult to train a
multi-speaker TTS model since the amount of training data available is usually

quite limited per speaker and multi-speaker features have more variety. These
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Figure 4.1: Overall architecture of the proposed data augmentation for ASR. (1)
Train vg-wav2vec and BERT using the real waveform. (2) Perform TTS training
using discrete IDs and texts (phones). (3) Generate discrete IDs from texts
(phones). (4) Generate features from discrete IDs via BERT (5) Perform ASR
training using the final hidden states of BERT and texts (subwords).

problems pose a bottleneck for effective data augmentation for ASR model
training.

To address the above two problems, we introduce a discrete representation
to be used for both ASR and TTS. Theoretically, the unreal features which do
not exist in real features are not generated because the TTS model selects the
discrete IDs from a finite set. Moreover, using discrete IDs for a TTS target makes
the TTS task easier since selecting IDs from the fixed classes is considered to
be easier than predicting a continuous values. Fig. 4.1 shows an overview of

the proposed method. In this work, we use the vg-wav2vec module for the
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Figure 4.2: Postnet architecture of the proposed TTS system. The vg-wav2vec
model generates two IDs from a 10ms segment of speech, which the TTS system
predicts.

intermediate representation to convert waveform into the discrete IDs because
the vg-wav2vec achieved promising performance of ASR [13]. The output layer
of the TTS is a softmax layer corresponding to the discrete IDs. The proposed

architecture has five steps.

Train vq-wav2vec and BERT.
Train TTS to predict discrete IDs from texts using paired training data.
Generate discrete ID sequences from text-only training data for ASR.

Convert the ID sequences to ASR features through BERT.

A

Perform ASR training using the generated data mixed with real data.

In step 1, we use the original vq-wav2vec with which the two discrete IDs (G' = 2)
are generated every 10ms.

Then, we use the FastSpeech 2-based model to synthesize discrete ID se-
quences. For this purpose, we replace the Imfb prediction layer of FastSpeech 2
with two output layers to predict these discrete IDs. We add a Postnet in order to
divide the hidden state from FastSpeech 2 into two (G) streams of representations
for two (G) IDs and to smooth this sequence of representations. Fig. 4.2 shows

the Postnet architecture of the proposed method. The Postnet concatenates the
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hidden states of the linear layers corresponding to ID1 and ID2 and then applies
five convolution layers. We finally sum the outputs of the linear layers and CNN
and separate them into two outputs corresponding to ID1 and ID2. For the
training, we used two softmax cross-entropy losses for the FastSpeech 2 output
and Postnet output. When generating IDs, we use the Postnet output.

For the FastSpeech 2 model training, we also need to align between the
transcriptions and audio in advance. For this purpose, we train a CTC-based ASR
model on the same data and conduct forced alignment. The original FastSpeech 2
model uses additional prosodic information such as FO and energy. In particular,
we use FO and energy to build a baseline FastSpeech 2 model that generates Imfb
teatures. However, we do not use this information in our method that predicts
discrete ID sequences. In inference, we generate an ID sequence from a phone
sequence. Unlike the standard Imfb-output FastSpeech 2 model, we predict IDs
by selecting index which have maximum value from outputs. The generated IDs

are concatenated and fed into BERT to generate the ASR features.

4.4 Experimental Evaluations

4.4.1 Datasets and Tasks

All experiments were conducted with English TTS and ASR models using the
LibriSpeech [93] corpus. We converted the sampling rate of the waveforms to
16 kHz for all datasets. To train the TTS model, we used train-clean-100 of the
LibriTTS corpus [94], which is derived from LibriSpeech and designed for TTS
tasks. In LibriTTS, train-clean-100, which is subset of LibriSpeech train-clean-100,
has 53 hours’ worth of paired data from 247 speakers (male: 123, female: 124).
We used 85 phones and the speaker ID as inputs to the TTS. We converted
each word sequence to a phone sequence with an open-source grapheme-to-
phone tool'. To obtain the ground-truth alignment for FastSpeech 2 training,
we also used a CTC-based ASR model trained with LibriTTS train-clean-100.

We also trained a standard FastSpeech 2 model as a baseline, which generated

thttps:/ / github.com/Kyubyong/g2p
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80-dimensional Imfb features based on a 50-ms window with a shift of 12.5ms.
To obtain FO, we used WORLD [45]. We also used MelGAN [54] conditioning on
the Imfb features trained with LibriTTS train-clean-100 to generate a waveform
and then converted it into the ASR-matched Imfb features again.

After data augmentation with the TTS, we trained and evaluated the ASR
models with LibriSpeech and TED-LIUM release 2 (TED-LIUM 2) [95]. We used
real speech and transcription data of LibriSpeech train-clean-100.

We augmented the data by using the text data of train-clean-360 for LibriSpeech
testset and TED-LIUM 2 training set for TED-LIUM 2 testset. We trained ASR

models on three training data on each corpus.

e Baseline model: train-clean-100 (real).

e Augmented model: train-clean-100 (real) + synthesized data of train-clean-
360 or TED-LIUM 2.

e Oracle model: train-clean-100 (real) + real data of train-clean-360 or TED-
LIUM 2.

We also prepared standard Imfb-input ASR systems for comparison. We
used 80-dimensional Imfb features based on a 25-ms window with a shift of 10
ms. In the vg-input ASR systems, we used the 1024-dimensional final hidden
states of BERT as the input. We used the pre-trained vg-wav2vec with K-means
clustering and RoBERTagasg models?, which were trained with waveforms of
LibriSpeech 960h. In the experiments on the vg-input ASR, we did not finetune
the vg-wav2vec and BERT models. In all tasks, we used 1000-class subwords
based on byte-pair encoding [96]. We used the transcription and the official text
data for training the language model of each dataset on the basis of the same

subwords.

4.4.2 Network Configurations

We built an Imfb-output TTS model and a discrete ID-output TTS model based

on FastSpeech 2. The FastSpeech 2-based models had six transformer layers in

2https:/ /github.com/pytorch/fairseq/tree/master/examples/wav2vec
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the encoder and decoder with 384 model dimensions, 1536 feed-forward network
dimensions, and 4 attention heads. The Postnet has five CNN layers with kernel
size 5. The learning rate was warmed up over the first 1000 updates and then
linearly decayed. In the discrete ID-output TTS, we used an L1 loss for the
alignment prediction and two softmax cross-entropy losses for the FastSpeech
2 output and Postnet output, which corresponded to IDs. In the Imfb-output
TTS, we added the Postnet without blocks for generating discrete IDs for fair
comparison. We used five L1 losses in order to predict the alignment, FO, energy,

FastSpeech 2-output Imfb features, and Postnet-output Imfb features.

We also built an Imfb-input ASR model and vg-input ASR, whose input
consisted of BERT’s hidden states. The ASR models were attention-based encoder-
decoder models. The encoder had 5-layer BiLSTMs with 320-dimensional hidden
states. The decoder was composed of a 1-layer unidirectional LSTM with an
attention mechanism. SpecAugment [17] is applied, with two frequency masks
with F' = 27 and two time masks with 7" = 100 in the Imfb-input ASR model
and two frequency masks with ' = 260 and two time masks with 7" = 100 in the
vg-input ASR model. We sorted all of the training data in ascending order of
speech length and trained the ASR model epoch by epoch. In the augmentation,
we also sorted the mixed data and did not try to balance the real and synthetic

speech in a batch.

In inference, we set the beam search width to 4 and applied shallow fu-
sion [97] with an LM weight of 0.2. The language model was composed of four

unidirectional LSTM layers with 512 model dimensions.

The vg-wav2vec is composed of eight CNN encoder layers with 512 channels
and 12 CNN aggregator layers with 512 channels [13]. K-means clustering
with two groups of 320 classes (V' = 320,G = 2,d = 512) was used for vector
quantization. For BERT-based ASR feature generation, we used RoBERTagpasg
models with 12 layers, 768 model dimensions, 3072 feed-forward network

dimensions, and 12 attention heads to generate ASR features [13].
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Table 4.1: ASR results (WER) on LibriSpeech.

dev-clean dev-other test-clean test-other

Baseline
Real 100h Imfb 9.40 30.22 9.76 32.08
vq 9.59 25.34 10.14 26.20
Augmented
Real 100h Imfb 7.12 29.41 7.87 30.16
+ TTS 360h vq 6.50 21.00 6.96 22.33
Oracle
Real 100h Imfb 4.70 18.40 5.06 18.65
+ Real 360h vq 5.54 18.16 5.76 18.92
4.4.3 Results
Results of LibriSpeech

Table 4.1 lists the word error rates (WERs) on the LibriSpeech dev and test sets.
With the baseline model using LibriSpeech 100h, the WERs of Imfb-input and
vg-input ASR were over 9% in the clean settings and 25% in the other settings.
When augmented with 360 hours of TTS data, the conventional Imfb-based model
achieved 2.28-, 0.81-, 1.89-, and 1.92-point improvements on each test set from
the baseline Imfb-input ASR model. On the other hand, the proposed vg-based
augmentation achieved 3.09-, 4.34-, 3.18-, and 3.87-point improvements from the
baseline. We presume that the oracle model, which we trained with the real data
of train-clean-100 and train-clean-360, was the upper bound of the augmented
models. The reduction in WER from that of the baseline augmentation achieved
by the proposed augmentation method relative to the error between the baseline
and oracle turned out to be 76.3%, 60.4%, 73.6%, 53.2%, for dev-clean, dev-other,
test-clean, and test-other, respectively. These ratios are much better than those
achieved by Imfb-input data augmentation, which were 48.5%, 6.9%, 40.2%, and
14.3%, respectively. These results show that the proposed method mitigated the
mismatch between synthetic and real features. In particular, it was more effective
on the dev-other and test-other sets. This suggests that vq-wav2vec is more robust

in adverse conditions for ASR.
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Table 4.2: ASR results (WER) on TED-LIUM 2

dev  test
Baseline
Real 100h Imfb 34.58 33.75
vq 31.29 31.99
Augmented
Real 100h Imfb 28.11 30.05
+ TTS TED-LIUM 2 vq 21.49 22.49
Oracle
Real 100h Imfb 10.56 9.88

+ Real Tedilum 2 vq 1324 1333

Results of domain adaptation to TED-LIUM 2

In the experiment described in the previous section, we used LibriSpeech data to
train all of the vg-wav2vec, TTS, and ASR models. In the experiment described in
this section, we applied the proposed model to a completely different task (TED-
LIUM 2). Table 4.2 shows the WERs on the dev and test set of TED-LIUM 2.
With the baseline model using only LibriSpeech 100h, the WERs of the Imfb-
input and vg-input ASR models were 30% apparently due to the speaking style
difference. The conventional data augmentation yielded 6.5-point and 3.7-point
improvements on the respective test sets. The proposed data augmentation
yielded a 9.8-point improvement on the dev set and 9.5 points on the test set. The
proposed model filled 54.3% of the WER gap between the baseline and the oracle.
It was also effective in a completely unknown domain. These results show that

the discrete representation is robust against domain mismatches.

ASR Training Using Only Synthetic Features

Table 4.3 shows WERs when we trained the ASR models using only synthetic
data. Even when the TTS model was trained with the LibriSpeech dataset, the
WERSs of the Imfb-input ASR model were over 50% for the LibriSpeech clean data
sets. This is because there is a serious mismatch between the generated and real
Imfb features. The proposed model had an WER of 15.18% in the dev-clean set
and 16.85% on the test-clean set. These results show that the discrete ID-based
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Table 4.3: ASR results (WER) using only synthetic features. In the LibriSpeech
task, we evaluated the ASR models on dev-clean and test-clean.

dev  test
Imfb 53.97 52.16
vq 15.18 16.85
Imfb 90.41 88.34
vq 40.04 43.54

TTS LibriSpeech 460h

TTS TED-LIUM 2 211h

TTS model generates features similar to those of real data. The Imfb-based ASR
model did not work at all on TED-LIUM 2.

4.5 Discussions

Fig. 4.3 shows a t-SNE visualization calculated for the same phones using 5-
speaker Imfb features and vg-wav2vec features. We can clearly distinguish
speakers in the Imfb features, but have trouble identifying speakers in the
vg-wav2vec features. This result suggests that vq-wav2vec reduces speaker-
dependent information. This property is good for stable training of the multi-
speaker TTS.

Fig. 4.4 compares t-SNE visualizations of the real and synthetic features. The
real features were extracted from one speaker. We can see that the features are
separated by phones in both features. In the proposed method, the same phone’s
synthetic and real features are much more similar compared to the Imfb features.
Accordingly, the proposed approach improved the ASR performance because
of its characteristics of (1) reducing speaker diversity and (2) using codebook

indices rather than generating speech.

4.6 Summary

We have proposed a novel data augmentation method for ASR that leverages TTS
via a discrete representation. The conventional method has a serious mismatch
between the generated and real speech, which results in a limited improvement

in ASR. To mitigate this mismatch, we introduce vg-wav2vec-based IDs as an
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Figure 4.3: Comparison of t-SNE visualizations of Imfb and vg-wav2vec features.
Each color represents a different speaker.

intermediate representation instead of Imfb features. In the experimental evalua-
tions, the proposed model gave a more effective data augmentation. Moreover, it
reduced some speaker-dependent information and generated features that were

close to the real data.
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63



CHAPTER 4. GENERATING ASR FEATURES VIA A DISCRETE
REPRESENTATION

64



Chapter 5

Mel-to-Mel Network to Refine
Generated Speech

5.1 Introduction

In Chapter 3, we investigated waveform-based data augmentation using the
vocoder. Other works also used a vocoder to convert the Imfb feature into a
waveform [24,25,29-32], which is again converted into an Imfb feature used for
the ASR input. An alternative way is to directly use the synthesized Imfb features

without any post-processing [22,23,26-28], but it results in worse performance.

The neural network-based vocoder is generally used since it delivers better per-
formance than the conventional vocoders such as the Griffin-Lim algorithm [29].
The benefit of using the vocoder is that we can design ASR and TTS models
independently since we can use an optimal setting for Imfb features for respective
systems. Moreover, the vocoder improves the quality of data and performance of
augmentation compared with the direct use of Imfb features. In this way, the

vocoder is regarded as a post-processing network for enhancing the Imfb feature.

However, synthesizing waveforms takes a huge amount of time because the
waveform has much longer sequence lengths than the Imfb feature. Moreover,
we need to generate a huge amount of the ASR training data, and the ASR
system needs not waveforms but Imfb features. In this Chapter, we propose a
phone-informed post-processing network to refine the synthesized Imfb features.

The proposed network focuses on filling the gap between real and synthesized
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Imfb features and is used instead of the vocoder. Refinement on the Imfb feature
takes less inference time than the vocoder synthesizing waveforms. For improved
enhancement, we use text information, specifically phone information of the

speech, which is readily available in the TTS task.

5.2 Phone-Informed Post-Processing Network for Speech
Refinement

5.2.1 Baseline Architecture of Data Generation

For data augmentation for ASR, we compose a multi-speaker text-to-mel network,
which is generally used [23-25,32]. There are some options for the multi-speaker
embeddings such as speaker IDs [23], VAE latent variables [24], pre-trained
speaker verification model [32], and a global style token (GST) [25]. In this work,

we use a speaker ID embedding.

5.2.2 Phone-Informed Mel-to-Mel Network

In the standard TTS task, the role of the vocoder is to generate a waveform that
people can hear and evaluate. On the other hand, in the data augmentation task,
the vocoder aims to fill the discrepancy between the Imfb feature settings of ASR
and TTS without changing the input of each model. Moreover, the vocoder can
alleviate the quality gap between the real and synthesized Imfb features. We
observe that synthesized Imfb feature become clear after applying the vocoder.
However, the vocoder model takes a long time for inference. Moreover, the
text-to-mel and vocoder models must be applied step by step. We also need to
convert the waveform to a Imfb feature again.

In this work, we propose a phone-informed post-processing network instead
of the vocoder, whose data generation time is much smaller than the vocoder.
Specifically, we compose a mel-to-mel network to directly refine the synthesized
Imfb feature and fill the gap from the real speech. Refining the speech on
the Imfb features domain takes less time than that on the waveform domain.

For general speech enhancement, masking is widely applied to noisy (not Mel)
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spectrograms [98], but it cannot use text information because it is not usually
available. However, it is well known that enhancement will be improved given
phone information of the speech [99,100], which is available in TTS and data

augmentation tasks. Thus, we use phone embedding information.

Fig.5.1 shows an architecture of the proposed phone-informed post-processing
network. We train the FastSpeech 2-based model at the first stage. After training it,
we do not update its parameters. Next, we compose a Transformer-based network
that consumes the generated Imfb feature and the output of the variance adaptor
which corresponds to phone embedding information. The generated Imfb feature
and the output of the variance adaptor are taken from the FastSpeech 2-based
model. The residual block is adopted in the proposed method as in the postnet [9]
in FastSpeech 2. We use an L1 loss between the predicted and the ground-truth
Imfb feature for the objective of training the proposed network. Although the
FastSpeech 2-based model is trained on the same criteria, it must learn a complex
mapping from a text to the Imfb feature together with the duration, pitch, and
energy. On the other hand, the proposed post-processing network is expected to
minimize the L1 loss more efficiently since it is given an approximate spectrogram.
Moreover, we also feed phone information, which is readily available, unlike
general speech enhancement. However, the length of the text is much shorter
than that of the Imfb feature. In this work, we use the output of the variance
adaptor in the FastSpeech 2 model, which predicts the duration of each phone
and extends the outputs of the encoder to the duration. The output length of the

variance adaptor is the same as the predicted Imfb feature length.

When we use the vocoder network, we can change the setting of the synthe-
sized Imfb feature to that used in the ASR via a waveform. On the other hand,
the proposed method needs to use the same setting such as the FFT size, the
frame length and shift!. However, recent ASR networks such as Transformer use
some CNN sub-sampling layers, and thus the difference of the settings in TTS
and ASR can be filled.

1We must match only the number of frequency bins. In this work, we used 80-dimensional
frequency bins in both ASR and TTS tasks.
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FastSpeech 2-based  Phone-informed mel-to-mel
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Figure 5.1: The architecture of the proposed phone-informed post-processing
network. (1) FastSpeech 2-based model. (2) Proposed post-processing network
using the synthesized Imfb feature and phone information (the output of the
variance adaptor).
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5.3 Experiment Evaluations

5.3.1 Datasets and Tasks

We conducted two domain adaptation experiments, one in English and the other
in Japanese. In training the TTS and ASR models in English, we used LibriTTS [94]
and LibriSpeech corpus [93]. We downsampled waveforms of LibriTTS to match
the sampling rate to 16kHz in all datasets. In LibriTTS and LibriSpeech, we used
the train-clean-100 subset. The train-clean-100 of LibriSpeech contains 100 hours
of speech data. The train-clean-100 of LibriTTS contains 53.8 hours of speech
data including 247 speakers (Female: 123, Male: 124)

For the TTS model, a word sequence was converted into 85-class phones by an
open-source grapheme-to-phone tool?. To obtain the alignment for training the
variance adaptor, we also trained a CTC-based ASR model with the train-clean-100
and conducted forced alignment. A pitch (FO) was predicted by WORLD [45].

For ASR tasks, a word sequence was converted into 10k-class byte-pair-
encoding (BPE) units. In this experiment, we suppose that speech generation
is used for domain adaptation from read speech (LibriSpeech) to spontaneous
speech. For the target domain, we used TED-LIUM release-2 corpus [95] of 91,967
utterances (211 hours). We used only transcription for generating speech. The
generated speech was mixed with the real speech of LibriSpeech when training
the ASR model. For language model integration, we used official TED-LIUM 2
text data.

In the task in Japanese, we used the CSJ [11], which has two different
domain subsets named SPS (Simulated Public Speaking) and APS (Academic
Presentation Speech). While SPS is speech on everyday topics, APS is live
recordings of academic presentations. SPS has 324.1 hours of speech including
1704 speakers. We trained the TTS and ASR models using the real speech of
SPS3. For the TTS model, a word sequence was converted into 33-class phones.
In the ASR task, we used 10k-class BPE units. We tried to adapt the ASR model

Zhttps:/ / github.com /Kyubyong /g2p
3We used about 160 hours in training the TTS model since 324.1-hour speech is too large for
training the TTS model.
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to the APS subset using the transcription of 151,627 utterances (299.5 hours) as

the target domain. For evaluation, we used evall, which is APS domain speech.

5.3.2 FastSpeech 2-Based TTS and Proposed Network

We used a FastSpeech 2-based model as the text-to-mel model. The encoder
consisted of a 6-layer Transformer block with 384 model dimensions, 1,536 feed-
forward network dimensions, and four attention heads. The variance adaptor
consisted of three variance predictors which have two CNN layers with a ReLU
activation and layer normalization to predict the duration, pitch, and energy.
The 6-layer Transformer with 4-head and 384-dimensional hidden states which
consumes the output of the variance adaptor predicted 80-dimensional Imfb
teatures with a shift of 12.5 ms. We added the post-net which had five CNN
layers with a kernel size 5. For the multi-speaker TTS model, speaker IDs were
fed to the encoder and decoder. In speech generation, we randomly selected one
speaker ID per one sentence. We used a linear warmup for the 4k steps. The
TTS models were trained with a gradient norm clipping of 1.0, and each batch
contains totally 10k frames.

The proposed post-processing network consisted of 6-layer Transformer
blocks with 384 model dimensions, 1,536 feed-forward network dimensions, and
four attention heads. It consumes the predicted Imfb feature and the output of
variance adaptor. It is trained on the same setting as the FastSpeech 2-based
model encoder.

For comparison of our proposed method, we used the VocGAN vocoder [56]
which converts Imfb features into a waveform. We implemented it based on an
open-source code* and trained it using LibriTTS. We changed the up-sampling

rates of the generator to 5, 5, 2, 2, and 2 to generate a 16kHz sampling waveform.

5.3.3 Transformer-Based ASR System

The ASR model consisted of two CNN subsampling layers (each subsampling fac-
tor is 2), 12-layer Conformer-based encoder [40] with 4-head and 256-dimensional

¢https:/ /github.com/rishikksh20/VocGAN
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Table 5.1: Results of TED-LIUM 2 dev and test set (WER [%]) and data generation
time of the TTS step.

Method dev  test time
Baseline model: Real (train-clean-100) 30.19 27.60 -
Adapted Model: Real (train-clean-100)

+ TTS (TED-LIUM 2)

w /o vocoder and post-processing 17.12 17.79 x1
w/ vocoder 16.71 16.76 x2.75
Proposed method 16.71 16.62 x1.26
Proposed method + vocoder 16.87 16.37 x3.01
Oracle Model: Real (TED-LIUM 2) 9.28 8.56 -

hidden states, and 1-layer unidirectional LSTM decoder with an attention mecha-
nism which had 256-dimensional hidden states. We used the 80-dimensional
Imfb feature with a frame shift of 10ms as the input features for the real speech. In
training, we applied a label smoothing [38] with a factor of 0.1, SpecAugment [17],
and multi-task learning with the CTC loss. We used a linear warmup for the
25k steps. In the adaptation, we did not try to balance the real and synthetic
speech in a batch. In decoding, we set the beam search width to 10. For shallow
fusion, we composed a language model with a 4-layer unidirectional LSTM with

512-dimensional hidden states, and the LM weight was set to 0.2.

5.3.4 Results

Table 5.1 shows the word error rates (WERs) for TED-LIUM 2 dev and test set
and the data generation time relative to that of the FastSpeech 2 model. The
data generation time of the model with the vocoder includes conversion of the
generated waveform to the Imfb features. When we did not use any generated
speech, WERs were not good because there was a serious domain mismatch
between LibriSpeech and TED-LIUM 2. By using the generated speech by the
TTS model, we observe 43.3% and 35.5% relative improvement on the dev and
test set of TED-LIUM 2 without any post-processing. Applying the vocoder
yielded further improvement (44.6% and 39.3% relative improvement). Our

proposed post-processing network achieved sightly better performance than the
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Table 5.2: Effect of phone information in the proposed method.

dev test
w/ phone information (w/ FO and energy)  16.54 16.62
w/ phone information (w/o FO and energy) 16.52 16.88
w /o phone information 16.89 17.16

vocoder (45.2% and 39.8% relative improvement) in a much smaller amount of
data generation time. We confirmed that our proposed method enhanced the
effect of data generation with a simple framework. When we use both proposed
mel-to-mel and vocoder, that is we first refine the Imfb features and convert it to
a waveform, the ASR performance is also improved in the testset. However, the
improvement is slight, and it is not synergistic since the effects of refinement are
overlapped and both models have similar errors.

In Table 5.2, we evaluated the effect of the use of the output of the variance
adaptor, which has phone information together with FO and energy. The model
without phone embedding information uses only Imfb features generated by the
FastSpeech 2 model. In this case, improvement of the ASR performance is limited
and worse than the case using the vocoder. On the other hand, when we remove
the additional acoustic prediction (FO and energy), the result is not changed so
much. These results show that the use of the phone embedding information is
critical for improving the speech refinement and ASR performance.

Table 5.3 presents an investigation which frequency bins we should refine. In
this experiment, we refined the Imfb features of the specified bins. Enhancing all
bins (“1-80”) achieved the best performance. Partial refinement improved the
performance, but the improvement was limited. Fig. 5.2 shows the L1 loss of the
FastSpeech 2 and proposed model. It indicates that the loss at high frequency
bins are larger than that at low frequency bins because the low frequency bins
have a constant high energy, which is more easily learned. The generated Imfb
feature at high frequency bins still has a large gap with the real Imfb feature and
filling the gap improves the ASR performance. We also confirmed the loss of the
proposed model is lower than that of the FastSpeech 2 model in all frequency

bins. This suggests the proposed model improves Imfb feature effectively.
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Table 5.3: Comparison of frequency bins (80-dim, 0-8kHz) selectively refined
in the proposed method. All models used the phone information. Low bin
corresponds to low frequency.

Method dev  test
1-20 1720 16.65
21-80 17.21 16.85
1-80 16.54 16.62

0.30 —e— L1 loss each bin of FastSpeech 2
L1 loss each bin of proposed model
—— average of FastSpeech 2

/‘*\4\” p
0261 ww‘“‘“ m

0 10 20 30 40 50 60 70 80
frequency bins

Figure 5.2: Values of L1 losses of the FastSpeech 2 (blue), proposed model
(yellow), and the average of frequency bins in the FastSpeech 2 (red). The loss
was calculated for each frequency bin from random 1,000 dev-clean samples.

In the proposed method, we used a residual block and did not predict Imfb
feature directly. We used a replacement block as an alternative. The network with
a replacement block directly predicts Imfb feature to be replaced. Table 5.4 shows
that the residual block model achieves higher performance than the replacement
block.

Table 5.5 shows the results of domain adaptation in the Japanese data sets.
The model without any processing achieves 40.4% relative improvement from
the baseline model. When we compare the augmented and oracle models, the

absolute WERs difference is lower than 2 points. This is because the speaking style
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Table 5.4: Comparison of the residual and replacement blocks in the proposed
method. These networks used the phone information and refined all bins.

Method dev test
replacement block 16.92 16.80
residual block 16.54 16.62

Table 5.5: Results of CS]J test set (WER [%]) and data generation time.

Method evall time
Baseline model: Real (SPS) 17.09 -
Adapted Model: Real (SPS)

+ TTS (APS)
w /o vocoder and post-processing  10.19 x1
w/ vocoder 10.09 x2.03
Proposed method 9.74 x1.26
Oracle Model: Real (SPS+APS) 8.37 -

of SPS is spontaneous and similar to that of APS. The proposed model realizes a
large improvement in much less data generation time. In the CS] experiments,
the data generation time of the vocoder is shorter than in TED-LIUM 2 cases
since the duration of TED-LIUM 2 speech is longer than that of CSJ (the average
duration of TED-LIUM 2 synthesized speech is 7.3s and that of CSJ is 5.3s).
We confirm the proposed network refines the synthesized speech effectively in
different kinds of data sets.

5.4 Discussions

Fig. 5.3 and 5.4 show examples of generated Imfb features. They are based on Imfb
features which the FastSpeech 2 model generated (top). In the middle, we used
the vocoder network to convert the Imfb feature into the waveform and made the
Imfb feature again. In the bottom, we used the proposed mel-to-mel network
and refined the Imfb feature. We see that an abrupt transition (around 100 ~ 150
timesteps) of FO is improved by both the vocoder and proposed network in Fig. 5.3.
The FastSpeech 2 model sometimes generates an unnatural transition since it

predicts the Imfb features in parallel. While the vocoder network sometimes
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decreases the energy of Imfb features at high-frequency bins (around 100 ~
150 timesteps), the proposed model keeps the structure of the Imfb feature. In
Fig. 5.4, we see that the output of FastSpeech 2 around 100 timesteps is collapsed.
This collapse is not improved when using the vocoder. It is enhanced by our
proposed model. Our proposed method refines the Imfb features better since
the refinement task given a generated Imfb feature is easier than the waveform

prediction task. It results in ASR performance improvement.

5.5 Summary

In this chapter, we have proposed the phone-informed post-processing network
for data augmentation for the ASR model using the TTS model without the
vocoder network. Unlike the vocoder network, we directly refine the generated
Imfb feature derived from the text-to-mel network (FastSpeech 2-based model).
The proposed network uses not only the predicted Imfb feature but also the output
of the variance predictor which corresponds to the phone information. In the
experimental evaluations, the proposed method resulted in a large improvement
from the baseline and better performance than the vocoder in a much smaller
amount of data generation time. We also showed that the use of the phone

information is critical for improving the performance.
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Output of FastSpeech 2

150 200
time frame

Vocoder

150 200
time frame

Proposed mel-to-mel network

200
time frame

Figure 5.3: Example of generated Imfb features. The output of the FastSpeech
2 (top) is generated given the text "oil and gas made from coal to which the
whalers had not been paying attention." In the vocoder (middle), we converted
the top Imfb features into the waveform and again made the Imfb feature. In the
proposed mel-to-mel network, we refined the Imfb feature given the top Imfb
feature (bottom).
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Output of FastSpeech 2

300
time frame

Vocoder

time frame

Proposed mel-to-mel network

time frame

Figure 5.4: Example of the output of the FastSpeech 2 (top), the vocoder (middle),
and the proposed mel-to-mel network (bottom). The input text is "so you may be
asking well why is it important that I know what entertains people why should I
know this of course old media companies and advertisers need to know this."
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Chapter 6

Conclusions

This chapter reviews the contributions of this thesis, the comparison of three

methods, and the future directions.

6.1 Contributions

The end-to-end ASR models achieve high performance when a large amount
of training data is available. However, the training of end-to-end ASR requires
paired data of speech and transcription, and it costs a lot of manual works and
time to prepare them. We focus on the data augmentation methods that use the
TTS system, and have investigated three approaches.

In Chapter 3, we presented waveform-based data augmentation on both ASR
and TTS. The proposed approach was based on a waveform-output TTS model
and a waveform-input ASR. In a waveform-output TTS, we used not only a
text-to-mel network but also a vocoder network. In the waveform-input ASR,
we introduce CNN filters and a masking method similar to SpecAugment. We
compared the waveform-input ASR with two kinds of Imfb-input models: (1)
Imfb features are directly generated by TTS, and (2) Imfb features are converted
from the waveform generated by TTS. Experimental evaluations show that
the combination of waveform-output TTS and the waveform-input end-to-end
ASR model outperforms the Imfb-input ASR models in two domain adaptation
settings.

In Chapter 4, we presented a data augmentation method via a discrete
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speech representation. Thanks to the development of an unsupervised approach,
particularly a self-supervised approach, we can use another acoustic feature
instead of Imfb features. In this work, we used the discrete ID produced by
vg-wav2vec as an intermediate representation instead of Imfb features. The TTS
model predicts a discrete ID sequence that is easier to train than a continuous
value of Imfb features. Using a discrete representation based on vg-wav2vec not
only makes TTS training easier but also mitigates the mismatch with real data.
The ASR model also consumes an ID-based feature. Experimental evaluations
show that the proposed method outperforms the data augmentation method
using the conventional TTS. We found that it reduces speaker dependency, and
the generated features are distributed more closely to the real ones.

In Chapter 5, we presented a post-processing network that refines Imfb
features, where the model directly predicts Imfb features given the Imfb features
generated by the text-to-mel network. In Chapter 3, we used a vocoder network to
convert the generated feature into a waveform. It improved the ASR performance,
but requires a huge amount of runtime since a waveform has much longer than
the Imfb feature. Moreover, converting into a waveform is not necessary for
data augmentation. Therefore we proposed a mel-to-mel network to refine
the Imfb features directly. The direct refinement takes less runtime than the
vocoder. Experimental evaluations demonstrated that the proposed network
achieves better word error rates than the vocoder network in an English domain
adaptation task (read speech to spontaneous speech) in a much smaller amount
of data generation time. It was also shown that phone information is critical
for the improvement. We also confirmed the effect of the proposed model in a

Japanese domain adaptation task.

6.2 Comparison of Approaches

In this thesis, we proposed three data augmentation approaches for ASR using
TTS. We compare the architecture of each approach and their advantages and

disadvantages in this section.
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TTS outputs Generation (TTS) Brlggwgnb;tTﬁeszen Front-end of ASR ASR model
Text-to-mel network Vocoder CNN-based layer + Waveform-input ASR
Chapter 3
(text = Imfb) (Imfb — waveform) (learnable, joint training)
Vg-wav2vec  Text-to-ID network BERT-based model . K
Chapter 4 (waveform— ID) (text — ID) (ID = ASR input) ID-based-input ASR
Chapter 5 Text-to-mel network i
apter (text — lmfb) (Imfb — mfb) Imfb-input ASR
Figure 6.1: The role of each network and comparison of each chapter. "—" means

we do not use any learnable network.

6.2.1 Architecture

Fig. 6.1 shows the comparison of the network architecture in each approach.
In Chapter 3, we must prepare three models: a waveform-input ASR model, a
text-to-mel network, and a vocoder network. The waveform-input ASR model
includes learnable front-end CNN layers for a waveform and an encoder decoder
architecture that predicts a target linguistic label sequence given the output of
the front-end. We update the parameters of the two modules using the same
criterion (likelihood between predicted and ground-truth labels). We do not
change the architecture of a text-to-mel network and a vocoder network.

In Chapter 4, we composed four models: a vg-wav2vec network, a BERT-
based model, a text-to-ID network, and an ID-based-input ASR model. The
vg-wav2vec network consumes a waveform to convert a discrete representation.
It is regarded as a front-end. Unlike Chapter 3, we separately train the vg-
wav2vec model and the ASR model. We also use the BERT-based model, which
acquires contextualized information for the ASR given an ID sequence. In the
data augmentation, the role of the BERT-based model is close to a vocoder. In
addition to vg-wav2vec, we change the output of the generation network. While

the original text-to-mel network predicts an Imfb feature sequence (continuous
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values), the text-to-ID network predicts an ID sequence. We change the MAE
criterion into likelihood between a ground-truth ID sequence and a predicted
ID sequence. The input of the ASR model is the hidden state of the BERT-based
model.

In chapter 5, we composed three modules; an ASR model, a text-to-mel
network, and a mel-to-mel network. The mel-to-mel network refines the generated
Imfb features. We do not change the architecture of the ASR model and the

text-to-mel network and do not use a vocoder network.

6.2.2 Advantages and Disadvantages
Chapter 3 work has three advantages.

e The vocoder network improves the TTS quality, and we fully utilize the
generated waveform to add the learnable front-end.

e We do not need to consider the differences of Imfb features between ASR
and TTS since raw waveforms can be converted into Imfb features with any
setting.

e We optimize the front-end by the likelihood for the linguistic label, which
is the goal of the ASR task, while the Imfb features are not designed for

minimizing the ASR loss.
However, there are two disadvantages compared with other works.

e The waveform-input ASR has a large amount of parameters and the ASR
model needs a lot of time to train and recognize.

e In this method, we need to compose a vocoder network and convert an Imfb
feature into a waveform. Generating a waveform takes a long time since a

waveform has a longer sequence than the Imfb features.
Chapter 4 work has three advantages.

e While waveform-input ASR models need the paired data to train the front-

end, the self-supervised model can utilize waveform-only data to train the
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self-supervised model (vq-wav2vec).

e The TTS task is much easier since the target of TTS is changed to a discrete
representation from a continuous value.

o The generated speech exists in the real speech because the text-to-ID model

predicts IDs which is derived from the real speech.
There are three disadvantages.

e We need to compose four models separately

e Vg-wav2vec and BERT-based model have a large amount of parameters, and
it takes a long time for training and generation.

o Self-supervised model needs a lot of speech data to achieve high performance
of the ASR models.

Chapter 5 work has two advantages.

e The generation is faster than a vocoder since we do not need to predict a
waveform that has a long-time sequence.
e We do not have to change the basic architecture of both the ASR and TTS

models.
Chapter 5 work has two disadvantages.

e The mel-to-mel model cannot fill the differences between ASR and TTS Imfb
settings.
e It is possible that the generated Imfb features do not exist in the real Imfb

features.

6.3 Investigation on Mismatch of TTS

When we compare Table 3.2 in Chapter 3 and Table 5.5 in Chapter 5, the
performance gap between the augmented model and oracle model still exists
because of the TTS quality. We used Tacotron 2 in Chapter 3 and FastSpeech

2 in Chapter 5 for a text-to-mel model. Training the text-to-mel model using
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spontaneous speech is especially difficult for the autoregressive model (Tacotron
2) since it generates speech using previous timesteps and needs to train a wide
variety of speech. Moreover, we used WaveNet in Chapter 3 and VocGAN in
Chapter 5 as a vocoder. We observe that generated waveform using WaveNet

contains a lot of unnatural noises.

The performance gap between the augmented model and oracle model is
also different for English and Japanese (e.g., Table 5.1 and Table 5.5). While
we used readout speech (LibriI'TS) in English to train the TTS model, we used
spontaneous speech (CSJ-SPS) for Japanese. The speaking style of CS]-SPS is close
to that of the target domain (CSJ-APS). These results suggest that the mismatch
between the real and generated speech depends on the TTS quality and speaking
style. In this section, we investigate the effects of TTS for ASR performance using
LibriTTS and TED-LIUM 2. The architecture of TTS model and ASR model is the
same in Chapter 5. While LibriTTS provides read speeches, the target domain
(TED-LIUM 2) is spontaneous lecture speech. The generated speech is basically
read-style speech and there are differences in the speaking style. Moreover,
converting an Imfb feature into a waveform has some errors when we use a
vocoder. In Table 6.1, we compare the effect of the TTS model settings, training
data (speaking style) and vocoder. In “LibriSpeech + TTS (trained by LibriTTS)”,
we train the FastSpeech 2 model using both speech and transcription of LibriTTS.
In “LibriSpeech + TTS (trained by LibriI'TS) w/ vocoder”, we also train a vocoder
using LibriTTS in addition to the FastSpeech 2 model and convert an Imfb feature
into a waveform.. In “LibriSpeech + TTS (trained by TED-LIUM 2)”, we train
the FastSpeech 2 model using both speech and transcription of TED-LIUM 2.
In “LibriSpeech + TTS (trained by TED-LIUM 2) w/ vocoder”, we also train a
vocoder using TED-LIUM 2 in addition to the FastSpeech 2 model and convert
an Imfb feature into a waveform. In “LibriSpeech + TED-LIUM 2 (Real speech)
w/ vocoder”, we use real speeches but just Imfb features and convert them
into a waveform with a vocoder. We then make Imfb features from a converted
waveform. It aims to confirm the effect of speaking style, and the quality of

mel-to-mel networks, and the quality of vocoder networks. We see that the TTS
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Table 6.1: Comparison of dataset for TTS training. We evaluate the WER [%] on
TED-LIUM 2 test set. In “LibriSpeech + TTS (trained by TED-LIUM 2)”, we train
the FastSpeech 2 model using both speech and transcription of TED-LIUM 2. In
“LibriSpeech + TTS (trained by TED-LIUM 2) w/ vocoder”, we use a vocoder in
addition to the FastSpeech 2 model. In “LibriSpeech + TED-LIUM 2 (Real speech)
w/ vocoder”, we use real speeches but just Imfb features that are converted into
a waveform.

dev  test
LibriSpeech (train-clean-100) 3195 28.92
LibriSpeech + TTS (trained by LibriTTS) 1712 17.79
LibriSpeech + TTS (trained by LibriTTS) w/ vocoder 16.71 16.76
LibriSpeech + TTS (trained by TED-LIUM 2) 15.06 14.02

LibriSpeech + TTS (trained by TED-LIUM 2) w/ vocoder 14.23 13.81
LibriSpeech + TED-LIUM 2 (real speech) w/ vocoder 10.90 10.77
LibriSpeech + TED-LIUM 2 [oracle] 9.28 8.56

model using TED-LIUM 2 dataset yields 2.95 points improvement compared
with that using the LibriTTS dataset. This improvement can be attributed to
the fact that the speaking style is matched to the target domain. However, the
improvement is limited and there is 5.25-point difference from the oracle model
in the test set. This result shows that the discrepancy between real and generated
speech affects the ASR performance much. When we converted the real Imfb
features into waveforms using a vocoder and trained the ASR system based on
the converted waveforms, the performance is slightly degraded from the oracle
model. This result indicates that the vocoder network also causes the discrepancy
between the real and generated features, but the difference is small (2.21 points)

compared to the oracle model.

When we compare Table 4.2 in Chapter 4 and Table 5.1 in Chapter 5, we also
observe that the effects of the data augmentation are different. We used different
encoders of ASR model and Conformer encoder achieves higher performance
than the LSTM encoder. We consider one reason of the difference is SpecAugment.
In Chapter 5, we applied a larger amount of masks than in Chapter 4. The masking

can alleviate the mismatch of the generated speech.
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6.4 Future Work

This section describes several open problems regarding the methods developed

in this thesis and future research directions.

In all the proposed methods, we comprise the ASR and TTS systems separately,
and the TTS system does not consider the ASR performance. One direction is to
integrate the TTS architecture with the ASR model and optimize them jointly.
However, there is the possibility that the joint training loss causes over-fitting
of the ASR model or the TTS model. Instead of the shared criterion, we will
introduce GAN-based architecture to improve the TTS quality and utilize the
synthesized speech effectively.

Basically, we assume that the high quality of generated speech is good for
speech recognition. However, noise injection such as SpecAugment and changing
tempo such as speed perturbation methods positively impact speech recognition.
These speeches are unreal, but the ASR performance is improved. Moreover,
a recent scalable end-to-end speech synthesis model has been investigated to
control the synthesized voice. For example, a FastSpeech 2 model can change
the pitch of generated speech when we change the pitch prediction. These
changed speeches are less natural, but we can generate various speech. It is
thus necessary to investigate the use of generated speech for improving the ASR
models. Moreover, it is worth investigating the relationship between unreal

speech and ASR performance.

In this thesis, we mainly investigate approaches to improve the generated
speech quality. One problem of all the works is that the generated speech does
not have diversity compared with the real speech. A multi-speaker TTS model
alleviates the problem, but we need to investigate a TTS system that can generate
variant speech. We will leverage waveform-only data to generate more variety of
speech to train the TTS model. Another way may be to use a voice conversion

model to acquire more diverse speech from the generated speech.

In this thesis, we do not investigate the balance of synthesized speech and

real speech or a method to select the text for effective training. It is better to train
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the ASR model effectively using a small amount of generated data. It is worth
investigating the methods to consider the ratio of synthesized speech and real
speech. We will also investigate the effect of the data augmentation when we

have a small amount of in-domain data.
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