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Abstract

When writing an academic paper, one of the most frequent questions considered

cloud be: “Which paper should I cite at this place?” However, searching and

finding suitable articles for referencing from a massive number of publications has

become a challenge for researchers. According to the STM scholarly publishing

report, up to 2018, there were 150 million articles in total published in the Web

of Science databases. In addition, the number of newly published papers is also

growing at 5-6% per year in recent years. It could imagine that researchers would

not be able to find and read all the potential papers relevant to their studies. How

to effectively recommend appropriate papers to scholars have become a non-trivial

problem.

Researchers are currently relying on keyword-based systems to search for ap-

propriate sources (such as Google Scholar). The recommendations are made by

matching the title of papers with the input keywords from the users. Nevertheless,

the input keywords might be over-abbreviated to fully demonstrate the user’s

searching need, which might lead to two potential drawbacks:

• First, keyword-based systems might be inefficient (or time-consuming) to

be used. The users often have to try different combinations of words and

read the candidate papers extensively to pick the correct paper. Much of the

users’ time is wasted trying different combinations of keywords and reading

necessary papers.

• Second, keyword-based systems often lead to inaccurate recommendations.

Keyword-based systems merely match the title of candidate papers with

the input keyword; the titles of the target papers do not always contain
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the input keywords. For example, when users want to find the original

paper proposed “Word2Vec” algorithm, they might intuitively use the word

“Word2Vec” as the query keyword. However, the original paper comes with

the title “Efficient Estimation of Word Representations in Vector Space”

does not contain the keyword “Word2Vec”; as a result, Google Scholar could

not find the correct paper from our trials.

In this research project, we propose the concept of “on-the-fly” citation recom-

mendations to efficiently and accurately recommend useful candidate papers for

citation to assist the writing of academic papers. It is defined “on-the-fly” should

come with three attributes:

• The system should detect the citing intent online from manuscripts under-

writing;

• The system should match a citing intent from the manuscript with the content

semantics of candidate papers, instead of matching the input keywords with

words in the titles;

• The system should recommend not only the papers from the database but

also the out-of-dataset papers, i.e. the newly published papers.

Technically, we propose citation modelling, which leverages the advantages of

the embedding techniques to model the knowledge from academic corpus and

citation networks, and adapts them for the recommendation tasks. Citation

modelling involves three modules: 1. source representation for extracting

the citing intents of users, 2. target representation for inferring the content

semantics of candidate papers from the databases; and 3. citation relationship

mining to enhance the recommendation by leveraging the patterns from the

citation network. The three modules are illustrated in detail as follows:

1. Source Representation: source representation focuses on representing the

citing intents of users from the input manuscript into a semantic space. The

algorithm is designed to detect the core citing intent from query contexts

and adaptively detect the topic semantics from the continuous updates

of the drafts. This module focuses on two tasks: 1. extracting the core

citing intent by capturing deeper semantics from the query context, i.e. the
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word-wise relatedness, importance and sectional purposes; and 2. extracting

the topic semantics from continuous updates of the incomplete manuscript

via manuscript dynamic sampling. Experiments have been implemented

to verify the effectiveness of our proposed approaches’ effectiveness against

the previous methods dependent on leveraging local contexts for extracting

citing intents.

2. Target Representation: target representation is designed to represent the

content semantics of the candidate papers. We construct a “content knowl-

edge modelling” by adapting document-level transformer neural networks,

complied with dynamic content sampling strategies focused on essential sen-

tences from papers regarding the topic. The constructed content modelling

can be adapted for representing and recommending both in-dataset and

out-of-dataset papers (newly published papers).

3. Citation Relationship Mining: we further leverage the information

mined from citation networks, such as co-citation relations and historical

co-citation frequencies complied with reinvented objective functions for

retrieving multiple positive candidates to improve recommendation perfor-

mances.

The proposed methods are verified through experiments simulating real-world

applications. For example, three completing stages with different amounts of

finished contents for input manuscripts are adapted to test the on-the-fly rec-

ommendations. In addition, extensive user tests and explainability studies are

implemented to verify the usability and rationality of the approaches. The pro-

posed models are also analyzed in the ablation tests to testify component of the

model. Overall, the experiments could verify the framework’s effectiveness and

rationality from the perspective of accuracy, rationality, and usability.

By conducting this dissertation, we provided the following contributions:

• A novel recommendation concept, i.e. “on-the-fly” recommendation, is

proposed, which comes with better usability and potentiality to remit the

issues from the current keyword-based search engines, and is applicable for

different types of documents. The proposed approach can be utilized for

recommending both in-dataset and out-of-dataset papers. Experiments have
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verified the significant improvements ranging from 10% to 20% on recall for

in-dataset and out-of-dataset papers.

• We propose to capture the deeper information from a query context, such as

the sectional purpose of the query context, word-wise relatedness, and word-

wise importance via the designed attention mechanisms, for inferring the

users’ citing intents effectively. Experiments have testified the significance

of the performance for improvements ranging from 2% to 8% on recall for

different scenarios.

• The content semantics of the candidate papers are captured more efficiently

by utilizing the sentences containing essential points regarding their topic

semantics. It could provide maximally 10% improvements on recall.

• We mine the information from the citation relation’s historical patterns

to recommend the frequent co-citations and structural contexts from the

historical patterns of citation relations. Recommendations could be further

improved for 4% to 6% on recall.

This research project has the potential to be applied for various downstream

applications, such as a writing assistant for academic papers, a citation checker

for reviewers, a citation quality evaluator, a cross-lingual recommender and other

types of applications considering referencing resources. Besides, the proposed

approach can also be adapted for different types of documents, such as patents,

news, judicial papers, etc. We will focus on deploying the application and extending

the application to other types of documents for future work.

Keywords: Citation Recommendation, Document Recommendation,

Recommender System, Document Embedding, Information Retrieval
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D̂ . . . . . . . . . . . . . . . The set of IDs of the cited papers in a source paper H

Dn . . . . . . . . The set of IDs of the structural contexts in a source paper H

C . . . . . . . . . Tuple for representing a citation relation C := 〈dH , dt,Dn,C 〉

W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Embedding matrix for the vocabulary

D . . . . . . . . . . . . . . . . . . . . . . . .Embedding matrix for the paper ID collection

wwj
. . . . . . . . . . . .The j-th column of W, the embedding vector for word wj

ddi . . . . . . . . . . . . The i-th column of D, the embedding vector for paper di

ix



List of Figures

1.1 No. of submissions and growth rate from ArXiv . . . . . . . . . . 2

1.2 Illustration of drawback from current academic search engines . . 3

1.3 Illustration of the inaccuracy and low-efficiency issue from the

current academic search engines . . . . . . . . . . . . . . . . . . . 5

1.4 Relative position of the publications with the past studies (the

shown publications 1-7 are listed in the Chapter 1.3.3 ) . . . . . . 9

1.5 A hypothesized system to recommend candidate citations “on-the-

fly” for an input manuscript . . . . . . . . . . . . . . . . . . . . . 11

1.6 Overall Architecture of the Project and Thesis . . . . . . . . . . . 12

3.1 Capturing word-wise relatedness, importance, and sectional purpose

for inferring citing intents . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Overview of DACR for Capturing Core Citing Intents . . . . . . . 29

3.3 Dynamic Manuscript Sampling for Adaptive Detection of Citing

Intents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Effectiveness of adding sections, relatedness, and importance from

DACR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5 Plots of Training Losses . . . . . . . . . . . . . . . . . . . . . . . 39

3.6 Distribution of Dimension-Reduced (via TSNE) Citation Embed-

ding from Full DACR, DACR without Section Embedding, DACR

without Self-Attention, and DACR without Additive Attention

with Top 10 Candidates (diamond dots) via Full DACR for DBLP

Sample in Table 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.7 Pair-wise Self-attention Scores (Top 15 Items) for DBLP sample

via Complete DACR . . . . . . . . . . . . . . . . . . . . . . . . . 43

x



List of Figures

3.8 Pair-wise Self-attention Scores (Top 15 Items) for ACL sample via

Complete DACR . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.9 Comparison of Self-Attention Scores (Averaged from 5 Heads)

between the Complete DACR and DACR without Additive Attention 45

3.10 Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for the Samples . . . . . . . . . . . . . . . . . 46

3.11 Top 10 Scored Words (or Structural Contexts) on Relatedness vs.

Top 10/30/50 Extreme Scored Words (or Structural Contexts) on

Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.12 Top 10 Scored Words (or Structural Contexts) on Importance vs.

Top 10/30/50 Lowest Scored Words (or Structural Contexts) on

Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.13 Plot of top 15 Self-attention weights of averaged head, and the

probabilities of top 10 scored words from self-attention accounted

in top 10/30/50 extreme scored words on similarity, from DACR

with different seeds . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.14 Probabilities of top 10 scored words from self-attention accounted

in top 10/30/50 extreme scored words on similarity, from DACR

with different seeds . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.15 Probabilities of top 10 scored words from additive attention ac-

counted in top 10/30/50 negatively scored words on similarity, from

DACR with different seeds . . . . . . . . . . . . . . . . . . . . . . 52

3.16 Top 15 scored items from sum of Self-attention weights, and additive

attention weights, against similarity scores from DACR initialized

with different seeds . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.17 Two Scenarios where the context-based approach may generate

more effective results than keyword-based systems . . . . . . . . . 57

4.1 The pipeline of CBERT4REC: the pertaining model, dynamic

context sampling and fine-tuning model . . . . . . . . . . . . . . . 72

4.2 Illustration of Dynamic Sampling Strategy: Manuscript Sampler

and Citation Sampler based on Global Centrality . . . . . . . . . 73

4.3 Tests of kg of Global Centrality (a), kl and α (b) of Local Centrality,

and Different Levels of superstructural Context in Manuscript

Sampler (d), and Citation Sampler (e) . . . . . . . . . . . . . . . 82

xi



List of Figures

5.1 Overview of DocCit2Vec . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Illustration of Optimization Strategies . . . . . . . . . . . . . . . 95

5.3 Proportion of fully retrieved co-citations in top 10 results on DBLP-1111

5.4 Proportion of retrieved top 3 most frequent co-citations in history

vs. proportion of the rest retrieved on DBLP-1 . . . . . . . . . . . 112

6.1 Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 1 via Complete DACR . . . . . . . . . . . . . . . . . . . . 146

6.2 Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 2 via Complete DACR . . . . . . . . . . . . . . . . . . . . 147

6.3 Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for Supplementary Sample 1 & 2 . . . . . . . 148

6.4 Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 3 via Complete DACR . . . . . . . . . . . . . . . . . . . . 151

6.5 Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 4 via Complete DACR . . . . . . . . . . . . . . . . . . . . 152

6.6 Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for Supplementary Sample 3 & 4 . . . . . . . 153

xii



List of Tables

3.1 Statistics of the datasets for DACR . . . . . . . . . . . . . . . . . 34

3.2 Citation recommendation results for DACR (** statistically signifi-

cant at 0.01) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Textual Information of the Sampled Contexts . . . . . . . . . . . 47

3.4 Recommendation scores, proportion of identical items in top 15

words ranked from self-attention, and additive attention . . . . . . 54

3.5 Summary of questionnaire . . . . . . . . . . . . . . . . . . . . . . 59

4.1 Statistics of the datasets for testing CBERT4REC . . . . . . . . . 75

4.2 Parameters of CBERT4REC . . . . . . . . . . . . . . . . . . . . . 76

4.3 Results (@top 10 scores) of Citation Recommendations on in-dataset

Papers (* p < 0.05 for paired t test against best baselines) . . . . 80

4.4 “On-the-fly” Citation Recommendation for Manuscript at Different

Stages of Completion . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.5 Recall@10 for tests on the divergent test sets . . . . . . . . . . . . 81

4.6 Tests on the New (Out-of-Dataset) Papers . . . . . . . . . . . . . 83

5.1 Results of citation recommendation for DocCit2Vec on DBLP dataset101

5.2 Results of citation recommendation for DocCit2Vec on ACL dataset102

5.3 Results of classification experiments for DocCit2Vec . . . . . . . . 105

5.4 Statistics of Datasets for MP-BERT4CR . . . . . . . . . . . . . . 107

5.5 Parameters of MP-BERT4CR . . . . . . . . . . . . . . . . . . . . 107

5.6 Recommendation Scores for Single and Multiple Positive Citations

(* p < 0.05, ** p < 0.01 for paired t test against best baseline scores)108

xiii



List of Tables

5.7 Comparison on Multi-Positive Triplet Objectives with Conventional

Triplet on DBLP-1 . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.1 Textual Information of Supplementary Sample 1 & 2 . . . . . . . 144

6.2 Textual Information of Supplementary Sample 3 & 4 . . . . . . . 149

xiv



CHAPTER 1

Introduction

This chapter presents the background and overview of this dissertation. First,

the social background of this dissertation is provided, including the issues from

the overload of papers, the current drawbacks of the search engines, and the

motivations to propose “on-the-fly” citation recommendations to alleviate the

current issues. Second, it illustrates the study’s technical background, including

the technological trend of the digital academic libraries and the AI technologies

developed for the academic community. Third, the brief descriptions of the three

main research modules: source representation, target representation, and

citation relation mining, as well as the associating contributions are presented.

Last, it presents the overall structure of this dissertation.

1.1 Research Background

1.1.1 Overload of Papers

As a researcher, when writing an academic paper, one of the most frequent

questions considered could be: “Which paper should I cite at this place?” However,

searching and finding suitable articles for citation from a massive number of

publications is often time and energy consuming for researchers.

How many papers exist in the world? Answering this question could help

1



1. Introduction

Figure 1.1: No. of submissions and growth rate from ArXiv

us estimate how many challenges the researchers face when searching for references.

Herein, it is defined “papers” to include journal and conference papers, dissertation

and master theses, books, technical reports, and working papers [1]. Due to the

divergence of recorded papers in different databases, the numbers are accounted

for differently. According to the STM report [2], the metadata database, CrossRef
1, had recorded over 97 million DOIs from about 60,000 recorded journals in 2018.

The “core database” for academic papers, Web of Science 2, has included more

than 150 million articles since the year 2018. Google scholar 3, which might be

the most dominant the researchers are relying on currently, had been estimated to

record nearly 100 million papers in English since 2014 [1]; the other online source,

Microsoft Academic Search (MAS), had been estimated to have over 260 million

papers since the time of writing this dissertation according to the homepage4.

One of the most rapid growth fields, i.e. computer science, had been recorded

over 160,000 submissions in recent years from ArXiv, as shown in Figure 1.1.

1https://search.crossref.org
2www.webofknowledge.com
3https://scholar.google.com
4https://academic.microsoft.com/home
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1. Introduction

Figure 1.2: Illustration of drawback from current academic search engines

Considering that authors may only look for the papers in their field, it is reported

that over 2 million papers were published in computer science, and nearly 25

thousand papers in the sub-field, natural language processing (NLP), since 2021

from the homepage of MAS. It could be drawn that the number of publications is

massive in both sub-domains and the overall academic community.

Not only the numbers are massive, but also they are exponentially growing. It

could be computed from the MAS statistics, that the number of papers is growing

at 5.90% for all fields published since 1990; a growing rate of 8.81% for papers in

the field of computer science since 1990; and the number of papers in the sub-filed

of NLP is increasing at 7.56% since 1990. ArXiv’s growth rates have been kept

at about 10% in recent years according to Figure 1.1. It could be drawn that

researchers generally face mountains of papers for studying. Especially for the

researchers across different fields, they would easily face the challenge to explore

tens of thousands of papers.

Therefore, researchers need efficient tools to help exploit the mountains of

papers to find the most relevant ones.

1.1.2 Drawbacks of the Current Academic Searching En-

gines

As researchers, we currently lack efficient tools to deal with the aforementioned

problem of “overload of papers”. Many scholars are relying on “keyword searches”

3
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on search engines, such as Google Scholar 5 and DBLP 6. On such systems, the

users input query words and then select and read the resulting candidate papers

to determine whether to cite them or not. However, the query words are generally

too abbreviated to convey adequate information to reflect the searching need of the

users, which cloud lead to two drawbacks of such systems, namely: low-accuracy

and low-efficiency as illustrated in Figure 1.3(a).

• Low-accuracy: due to the over-simplicity of the input keywords and the

diversity of the words that might appear in candidate papers’ titles, keyword-

based systems often lead to inaccurate searching results. For example,

suppose a researcher is looking for the paper that proposed the “Word2Vec”

algorithm whose title is: “Efficient Estimation of Word Representations

in Vector Space”[3]. If the user does not know the exact title, they are

trying to search for it by using some query words for the search engine;

the word “Word2Vec” might most likely be the adapted keyword, as it

indicates the algorithm proposed by the paper, which is also its main point

for publication. Nevertheless, suppose we input the keyword “Word2Vec”

into Google Scholar. In that case, the correct paper does not appear in the

searching results, as the research results are generally the papers with the

title including the word “Word2Vec”. However, the correct paper’s title

does not actually have the word “Word2Vec” (as shown in Figure 1.3b),

which leads to inaccurate results.

• Low-efficiency: the keyword searching systems are inefficient to use, since

the users usually have to change different combinations of keywords to find

the expected papers. The users also have to read the possible papers for

determination, during which much effort is wasted for reading the redundant

papers.

Due to the lack of effective tools to exploit the overload number of papers,

researchers rely heavily on cited references in known items, recommendations

received from colleagues, or contents of a small number of familiar journals [4].

A side effect of so-called “scientific elites” also arises due to the in-efficiency

and in-accuracy of the current searching tools. Some papers are cited unequally

5https://scholar.google.com/
6https://dblp.uni-trier.de/
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(a) Illustration of low-efficiency from current academic search engines

(b) Example of inaccuracy from the current search engines when

searching for the original paper of “Word2Vec”

Figure 1.3: Illustration of the inaccuracy and low-efficiency issue from the current

academic search engines

higher than others. According to the researches [5, 6, 7, 8], citations tend to

approximate the “20/80” phenomenon, which means 20% of papers contributed

80% of citations. The highly cited papers are testified to follow some specific

characteristics: (1) published by highly productive scholars; (2) published in top

venues; (3) collaborated articles; (4) authors from North American and Western

European countries. These researchers are defined as the “scientific elites”. Due

to the lack of efficient tools for finding citations, researchers tend to cite these
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papers published by the scientific elites more frequently, since they came with

high appearances. However, young researchers’ papers with similar quality and

topic relevance might take more effort to be found.

Regarding the drawbacks of the current search systems, which may lead to

unsatisfactory experiences to assist writing papers, we aim to propose a novel

recommender concept that could deliver better accuracy and efficiency for finding

appropriate citations when researchers are wiring their papers.

1.2 Background of Technology Trend in Academia

The recent development of computer technologies in AI, data mining, and databases

could drive tremendous changes to academia to improve research efficiency. As

stated in [2]:

“Technology is driving profound changes in the ways research is con-

ducted and communicated, both of which are likely to have impacts

on journal publishing ”.

This subsection discusses the development of open-source archives and AI

techniques associated with scholarly papers.

1.2.1 Open source archives and research data

Open access refers to the making available of published scholarly content (such as

journal articles, monographs and conferences proceedings) in online digital copies,

free of charge at the point of use, free of most copyright and licensing restrictions,

and free of technical or other barriers to access [2]. The open-access may include

publisher’s platform (such as IEEE Access 7, and open access repositories (such

as arXiv 8, and bioRxiv 9).

Open access comes with a few advantages to facilitate the research process.

First, it is faster than the traditional journal editing procedure, which can help

researchers exchange the most recent ideas. Second, it is free of charge, which is

7https://ieeeaccess.ieee.org
8https://arxiv.org
9https://www.biorxiv.org
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budget-friendly to researchers with limited funds. Third, it allows the development

of AI-related algorithms in academia.

Open access might have become a trend in the academic community. It is

estimated in 2018 that the proportion of open access articles accounted for 15-

20% of papers in all fields, whereas 26-29% of journals are open accessed. The

numbers also continue to increase [2]. According to arXiv statistics from the

homepage, the submissions to arXiv is only 2,363 at the year of 1992, which had

been enlarged about 46 times to 151,084 in 8 years at 2000. Since 2020, there have

been 1,930,045 submissions in total to arXiv. From 1992 to 2020, the submissions

grow at amazingly 28.84% per year. From 2010 to 2010, the growth rate is 10.56%,

significantly larger than the growth rate recorded from MAS for all topics, 3.93%.

Data has become increasingly important to researchers, especially those study-

ing data-intensive topics, such as NLP, CV, and information retrieval in computer

science. Sharing of data could facilitate the validation and development of re-

search. According to the FAIR data principles 10, scientific data management

should be subject to: Findable by leveraging metadata and persistent identifiers,

Accessible through free and open communications protocols, Interoperable by

using controlled vocabularies, implementing machine-readability and including ref-

erences where appropriate and, resusable by highlighting clear licence statements

that enable the greatest possible reusability.

Currently, conferences and journals in computer science have notified the

importance of data in research. Some of them encouraged authors to submit

source code and datasets, such as the supplementary requirement for submitting

source code and data from ACL 2021 11.

Data repositories can be of two forms, i.e. online repositories and reposito-

ries supplied by publishers. Online repositories are freely open to the public,

which includes GitHub 12, Zenodo 13, re2data 14, FAIRsharing 15, etc. Repositories

could also be built and supplied by the publishers, such as IEEE Code Ocean 16,

10https://www.force11.org/group/fairgroup/fairprinciples
11https://2021.aclweb.org/calls/papers/#optional-supplementary-materials-appendices-

software-and-data
12https://github.com
13https://zenodo.org
14https://www.re3data.org
15https://fairsharing.org
16https://innovate.ieee.org/ieee-code-ocean/
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Elsevier’s Mendeley Data 17, Nature’s Scientific Data 18, etc.

Along with the gradual openness of data, research and applications relying

on vast amounts of data, such as our on-the-fly citation recommender, could be

implemented in the near future.

1.2.2 AI in academia

Due to the rapid developments of machine learning and AI technology, it appears

that certain techniques could be applied to the scholarly community to deliver

better cost efficiency to publishers and word efficiency to authors.

The essence of AI algorithms is to extract specific patterns from massive data,

including identifying properties or locations, recognizing the trend, etc. The

learned knowledge is then applied to deliver output from new data. The main

advantage of AI algorithms is to substitute humans for repetitive works on a big

volume of searching.

Semantic mining in AI allows the algorithms to learn textual knowledge like

a human, such as grammar rules, name entities, content knowledge, etc., which

could be potentially adapted for real-world applications. From the publishers’

perspective, semantic knowledge could aid the publishing process, such as helping

viewers check grammar, completeness of citations, the manuscript’s topic to detect

whether it suits the conference or journal, etc. From the authors’ perspective, AI

applications could help the authors search for relevant papers, assist in writing,

check grammar, etc.

Our on-the-fly citation recommender is built on semantic techniques. It could

potentially be applied for both the publisher’s and author’s perspectives to help

check the completeness of citations and assist the writing of papers by effectively

finding citations for the authors.

1.2.3 Network-based and Content-based Approaches in

Citation Recommendations

The studies in citation recommendation can be generally categorized by two

quadrants from the perspective of technique and concept, i.e. ether based on

17https://www.elsevier.com/authors/tools-and-resources/research-data/mendeley-data-for-

journals
18https://www.nature.com/sdata/policies/repositories
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Figure 1.4: Relative position of the publications with the past studies (the shown

publications 1-7 are listed in the Chapter 1.3.3 )

embedding or non-embedding techniques, based on the concept of network or

document, as illustrated in Figure 1.4.

Network-based approaches generally represent each paper as a node, and cita-

tions are links, and therefore to construct a citation network for analyses. For

example, the PageRank-based techniques [9, 10, 11] recommend un-linked papers

by their popularity (ii.e. the number of in-ward links ) through non-embedding

network techniques, which are positioned at the bottom left of the figure; the

studies learn node embeddings by predicting the community that a paper belongs

to via embedding based techniques [12, 13, 14], which are placed top left of the

figure.

On the other hand, content-based approaches consider extracting content se-

mantics from the texts and therefore recommend suitable candidates by content

suitability. For the non-embedding-based techniques, a line of studies [15, 16] con-

sidered to construct topic modellings from the term frequencies and recommended

topically relevant papers. Another line of text-based but non-embedding-based

methods considered to adapt the machine translation techniques to “translate”

the query context to the candidate citations [17, 18]. Embedding-based techniques

represent words and content through vector spaces reflecting their semantic dis-

tances. Text-based approaches are placed to the right of Figure 1.4, within which

the embedding-based studies are placed at the top, and the non-embedding-based

ones are positioned at the bottom.
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Our publications, as presented in the Chapter “Selected List of Publications”

are placed in Figure 1.4 to demonstrate their relative positions from the two

perspectives. All the publications are primarily based on the document-based

concept; hence they are generally placed at the top right quadrant. However,

publications 1,2,6 and 7 are considered to also leverage the information from

citation networks (structural context and co-citations), so they are placed relative

to the middle. Publication 5 is considered to explore deeper content semantics for

the recommendation; hence it is placed at the top right.

In summary, this dissertation’s research is primarily developed based on NLP

algorithms. However, we also considered utilizing useful features from the citation

networks for support. In later research, it will be considered to deeply combine

the network-based and text-based techniques to improve accuracy and usability.

1.3 “On-the-fly” Citation Recommendation

To improve the usability of the current recommender for better efficiency and

accuracy and to alleviate the issue of “scientific elites”, a novel approach is

proposed to recommend candidate papers on-the-fly while an author is working

on their manuscripts. “On-the-fly” recommendation aims to support academic

authors, especially younger researchers, to find appropriate candidate papers for

their manuscripts during writing according to the citing intents detected from the

drafts, reducing the time spent relative to manual searching via keywords; it can

also potentially help authors and reviewers to check the completeness of a paper’s

citations before publication, especially some newly published papers might might

not be aware to them. “On-the-fly” approaches include two features: source and

candidate “on-the-fly”.

• Source On-the-fly: instead of letting the users “trial and error” different

keywords, it is considered a more efficient and intelligent system should

be able to detect the citing intent of the user directly from the incomplete

updates of an input manuscript during writing or reviewing. The system

should consider both “micro-level” semantics directly from the target sen-

tences needed citations and the topic semantics from the finished content to

infer the “macro-level” citing intent. Automatic detection of citing intent

from the manuscript’s content could ultimately save time for the users to

10
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User

Typing sentences:
New sent 1 

New Sent 2 In-Dataset Papers
(papers published 
by 2020 for example)

Newly Published
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(papers publishsh after 
2020 for example)

Database

Find citations
to support this 
context.

…

Citation
Modelling

Source Representation Target Representation Citation Relation Mining

Detection of User’s Citing Intent
Learning Content Semantics 
from Candidate Papers 

Leveraging the pattern of 
citation relations

System Architecture

Figure 1.5: A hypothesized system to recommend candidate citations “on-the-fly”

for an input manuscript

trail and error keywords and improve the accuracy for matching candidate

papers.

• Candidate On-the-fly: considering the mismatching issue between the

input keywords and the words that appear in the title of candidate papers and

the upcoming newly published papers, our proposed approach matches the

extracted content knowledge extracted from the in-dataset and out-of-dataset

(new papers) candidates to the detected citing intent. Content-dependent

matching could effectively find relevant papers based on the content semantics

rather than the term appearances, delivering better accuracy in searching.

Figure 1.5 illustrates the idea, where an author is writing the draft or a reviewer

is reviewing a paper in the “Draft Input Panel”; if the author wants to find

citations to support a particular context or check the completeness of citations

for a context, they can simply highlight the corresponding sentences using a

mouse pointer, and then the system presents the best-matched papers in the

“Recommendation Panel”. The candidates are found by matching the content

knowledge of the in-dataset and out-of-dataset papers.
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Figure 1.6: Overall Architecture of the Project and Thesis

1.3.1 Major Tasks from “On-the-fly” Citation Recommender

Three modules are designed to implement the hypothesized system for “on-

the-fly” citation recommendations, namely: source representation, target

representation, and citation relationship mining. The overall view of the

designed tasks and associated publications are presented in Figure 1.6.

Source representation is concerned with effectively extracting the citing

intent from the input manuscript. It is considered that the citing intent should

be captured from two levels of views: micro and macro-level views. The micro

view indicates the semantics carried by the local context (the surrounding context

around a placeholder for inserting citations), noted as the core citing intent in

Figure 1.6; whereas the macro view is reflected by the finished content of the input

manuscript to infer the topic in a board context, as indicated as adaptive detection

of citing intents in Figure 1.6. Micro viewed citing intents are captured by mining

semantics from the query context. Specifically, the information word-to-word
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relatedness, and word-level importance are learned to infer the semantics. As for

the macro-viewed citing intent, a dynamic context sampling strategy is developed

to detect the change of the input manuscript, and sample sentences from the

finished content to infer the main topic of the manuscript. The combination of

the micro and macro viewed semantics has led to superior performance from our

research than prior works. Publications 1, 2, 3, 4, and 5, as listed in Section 1.3.3

involved the studies regarding the tasks in this module.

Target representation refers to representing the content semantics of the

candidate papers. To effectively capture the content semantics, by leveraging the

sentences correlated to the “centrality” of a paper, where the “centrality” denotes

the main topic of the article. This module involves three tasks: content-based

recommendation, recommendation of new papers (i.e. out-of-dataset papers), and

the tests of the centroid of papers. Publications 1, 2, and 3 in Section 1.3.3 mainly

address these topics.

Citation relationship mining aims to adapt the knowledge from the citation

networks to provide supplementary performances, such as the co-citation informa-

tion and co-appeared citations in a draft, as illustrated in Figure 1.6. Co-appeared

citations (publication 6 and 7 in Section 1.3.3) indicate the citations that appeared

in the finished content of the manuscript, which is adapted to further understand

the citing intent of the users, since they might carry information on the topics of

the papers that the user might be interested. Moreover, co-citations are adopted

to improve the recommendation performances. The underlying logic is: if two

papers are frequently cited together if one appears as a citation, then there is a

higher chance for the other to also appear as a citation. The relevant studies are

conducted in publications 2 and 3 listed in Section 1.3.3.

1.3.2 Major Contributions

“On-the-fly” citation recommender aims to supply academic authors with better

working efficiency, by innovating the techniques in semantic mining at the cut-

ting edge. It could potentially contribute values in two perspectives: 1) from

application view, it could provide better usability; 2) from technical view,

it is enhanced the conventional semantic mining algorithms to be learnable for

scientific knowledge, and adaptable for “on-the-fly” scenario.

From the application view, it could potentially deliver the following three

13
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contributions to the academic community:

• Writing support: Our “on-the-fly” recommender is primarily designed to

provide a more efficient solution to find citations. By adopting it, users

(authors) could save their time and energy spent on trial and error keyword-

based searching to improve writing efficiency. In addition, the citation

quality could also be more completed than conventional search engines;

• Review support: The “on-the-fly” recommender is adaptable for assist

writing papers for authors, but it can also help the reviewers check the

completeness of the citations in a manuscript. Right now, the reviewer

might primarily rely on their expert knowledge in a particular area to judge

the quality of the citations. However, there might exist papers relevant to

the reviewed study, but they are not aware by the reviewers, such as the

newly published papers. “On-the-fly” recommender could be utilized in

such scenarios to help check whether there exit additional references that

the authors should cite;

In a brief summary, “on-the-fly” recommender is proposed to simulate the

workflow of academic publication from authors’ and reviewers’ perspectives. It

also provides a foundation for other types of academic applications.

From the technical view, the following contributions are potentially made:

• Scientific knowledge modelling: Implementing “on-the-fly” recommender

also provides universal modelling trained from scientific knowledge that could

be adapted for other types of tasks, such as scientific name entity recognition,

classification of the topic of papers, etc.

• Recommendation modelling for scientific papers: It also constructs

a recommendation modelling for scientific papers’ recommendation by lever-

aging the knowledge and citation relationships from papers. The recom-

mendation modelling can also be adapted to recommend other types of

“connected documents” such as patents, news, technical reports, etc.

• “In-depth” information mining from scientific papers: It mines and

leverages the “in-depth” information to stimulate recommendation accuracy

ultimately. For example, it is considered to utilize the purpose of sections

headers where a query context comes from, to recommend citations which

14
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suits the sectional purpose; the word-wise relatedness and importance are

adapted to infer the citing intent; as well as utilizing the citation relationships

to retrieve positive and negative samples to make efficient training strategies

to suit different tasks, such as multiple positive recommendations.

• Dynamic sampling for “on-the-fly” scenario: The dynamic sampling

strategies are specifically designed for “on-the-fly” recommendation scenario.

It involves a manuscript sampling strategy that can detect the citing in-

tent in a “macro-scope” according to the change of the manuscript and

a citation sampling strategy to sample essential context from papers and

extract content-dependent semantics. Dynamic sampling strategies allow

the algorithm to recommend both in-dataset and out-of-dataset papers for

incomplete manuscripts in real-time.

1.3.3 Publications

By conducting the project, the following works had been published or submitted:

• Publication 1: “‘On-the-fly’ Citation Recommendation based on Content-

dependent Embeddings”, SIGIR 2022 (Under reivew);

• Publication 2: “MP-BERT4CR: Recommending Multiple Positive Citations

for Academic Manuscripts via Content-Dependent BERT and Multi-Positive

Triplet”, IEICE (Under Review);

• Publication 3: “Recommending Multiple Positive Citations for Manuscript

via Content-Dependent Modeling and Multi-Positive Triplet”, WI 2021;

• Publication 4: “Dual Attention Model for Citation Recommendation with

Analyses on Explainability and Qualitative Experiments”, Computational

Linguistics (Accepted for publication: 04 Jan 2022);

• Publication 5: “Dual Attention Model for Citation Recommendation”,

COLING 2020;

• Publication 6: “Doccit2vec: Citation recommendation via embedding of

content and structural contexts”, IEEE Access;

• Publication 7: “Citation Recommendations Considering Content and Struc-

tural Context Embedding”, BigComp 2020.
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1.4 Dissertation Structure

This dissertation is outlined as the following: Chapter 2 presents the review of

related works, as well as the relative positive of the researches in this disserta-

tion; Chapter 3 illustrates the research tasks regarding source representation;

Chapter 4 aims to provide the detail of the research tasks involved in target

representation; Chapter 5 explains the studies about mining citation rela-

tionships and their applications. Chapter 7 summarizes the dissertation with

key points.
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CHAPTER 2

Related Work

This chapter aims to review the related literature from a macro view. First, the

discipline is introduced to which our study belongs, i.e. data mining. Then, it pro-

vides a review of recommender systems from the application’s perspective. Lastly,

it provides the technical reviews for other citation recommendation approaches.

Citation recommendation refers to finding relevant documents based on an input

query.

It aims to provide a literature review from a macro view. The detailed technical

illustrations on the previous studies are presented in the chapter for each research

task.

2.1 Computation Social Science

Computation Social Science (CSS) is defined as the interdisciplinary investigation

of the social universe through the medium of computation approaches, ranging from

information extraction algorithms to computer simulation models [19]. In other

words, this discipline studies how to tackle the issues individuals or organisations

face by adapting computer science techniques. CSS involves the following main

areas: information extraction, social networks, social complexity, and social

simulation modelling [19]. Our study is closely relevant to information extraction

and social networks, which are presented in detail in this section.
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2.1.1 Information Extraction

This area refers to computation ideas and methodologies pertaining to the creating

of scientifically useful information based on raw data sources [19]. Our studies focus

on leveraging content analysis techniques to match the appropriate candidates for

a given source paper based on their content knowledge.

Some previous works model citation recommendation as a link prediction

problem in networks, where the papers are denoted as nodes, and the citation

relations are links between nodes. For example, the studies from [20, 9, 21, 10,

11] proposed to arrange the citation relations into directed networks, and the

recommendations are made based on a collection of seed papers. This line of

approaches might help find relevant papers during early studying of a field for a

researcher; however, it is not directly applicable to the on-the-fly recommendation

scenario.

Considering the on-the-fly scenario, this project is considered to extract the

citing intents of the users directly from the content of the input papers. The

previously context-based approaches [22, 23, 24] leveraged the embedded semantics

of the query context as the citing intent of the users for ranking the candidate

papers. Following this line of study, it is proposed to additionally adapt the

bibliographical couplings and word-wise relatedness and importance by using

DNN-based networks with link information [25, 26], and attention mechanisms

[27].

2.1.2 Bibliographical Network

Academic papers can also be treated as directed networks, where the nodes are

papers, links are citations, and the direction of the links denote the relation of

citing.

As discussed above, the previous random walk based approaches [20, 9, 21, 10, 11]

rely on the input seed paper to find recommendations, by using collaborative

filtering [20, 21] , pagerank-based techniques [9, 10, 11], embedding-based methods

[13, 14, 12], heterogeneous network embedding for considering both netowrk and

content words [28, 29, 30] Generally, they extracted the connectivity information

from the citation networks, and predict the probable links as the recommendations.

However, they are hardly adaptable for the on-the-fly scenario, since they do not

consider the content information.
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In our studies, we proposed to leverage both the word and network information

to make the recommendations more effective. Basically, we combine the linking

information from the citation networks to our document embedding models. For

example, in studies [25, 26], we combine the document embeddings with the

bibliographical coupling information so that when a paper is given as the input,

the algorithm can predict by content and also the possible bibliographic couplings

from the historical citations. In addition, the study [31] combined the information

of historical co-citations to the documents semantic embeddings so that the

frequently co-cited papers can be effectively found compared to the models solely

considering content semantics.

2.2 Natural Language Processing

Natural Language Processing (NLP) Technology converts daily oral or written

language into binary code that the machine can recognize to enable the machine to

understand the real meaning of human beings [32, 33]. It was primarily designed

to study how to extract the information from the input content on the semantic

level, and it also has certain common-sense knowledge, and reasoning ability [32].

NLP plays an essential role in various application domains, such as recommender

systems, machine translation, speech understanding, dialogue systems, etc. The

overview of NLP involved systems are illustrated as the following:

Applications with NLP techniques usually involve a representation model to

represent the text into machine-readable data [32, 34] for extracting the semantic

information, and an intermediate neural architecture designed for the downstream

tasks, such as recommendation, translation, dialogue, etc. Basically, NLP acts as

the foundation for applications that require language understating.

2.2.1 Document Representation

Document representation techniques are essential in the NLP field, which trans-

forms the discrete and sparse text information into the form of data that machines

can process by preserving their content semantics.

Early approaches represent the input texts according to the term frequencies.

They firstly assign one-hot vectors to the words in the corpus and then adapted

term-frequency-based methods, such as TF-IDF[35] and BM25[36], to find the
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most essential as the representations of the texts. However, frequency-based

approaches do not preserve the content semantics from the input texts well. Also,

they consume computer memory proportionally to the vocabulary size of the

corpus, which is limited in applying for the tasks relying on the understating of

content semantics and a large amount of corpus.

Recent representation methods transform texts into continuous vectors by pre-

serving the semantic proximities of words, from which the memory consumption

is not dependent on the size of the corpus. This line of methods adapt neural

networks to convert each word to an n-dimensional vector, then the model masks

words from the sampled sentences of the text and adapts objective functions to

predict those masked words. For example, Word2Vec [3, 37] and Doc2Vec [38]

adapted DNN-based neural networks and soft-max objective function to predict

the masked words from the sampled context with a pre-set length (the window

size). However, they suffer from information loss when applied to citation recom-

mendation tasks. Herein, we proposed DocCit2Vec[25, 26], and DACR[27] based

on specifically designed fine-tuning models to allow the word embedding combined

with information on citation relations, bibliographical couplings, and word-wise re-

latedness and importance, to improve the recommendation performance. However,

they are still limited in applying for on-the-fly scenarios, especially for new paper

recommendations and detection of the updates of the incomplete input drafts.

Scholars have leveraged the advantages of the text embedding techniques to

extract the content semantics for the task of citation recommendations, such as

[22, 23, 24, 39, 40]. Another line of text-based methods considered to adapt the

machine translation techniques to “translate” the query context to the candidate

citations [17, 18]. Topic models have also been adopted to recommend citations

based on the topic similarities [15, 16]. Some studies considered to construct user

profiles by handcrafted features, such as searching history and past publications

to recommend similar papers [41, 42, 43, 44].

The latest research have adapted the transformer neural network[45] complied

with the objective of masked word predictions, such as BERT[46], RoBERTa[47],

Sentece-BERT[48]. These models come with more effective abilities in representing

the content semantics than the previous DNN-based networks. We leverage the

advantage of transformer neural networks to provide universal modelling for on-

the-fly recommendations, which could first detect the updates of the input draft

and matches candidate papers according to their content semantics.
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The network and text-based approaches are summarized in Figure 1.4.

2.3 Recommender Systems

Recommender Systems (RSs) indicate the applications and techniques providing

suggestions of items to their users [49, 50, 51, 52]. The suggestions aims to assist

the users in various decision-making processes, such as what items to buy, what

music to listen to, or what news to read [49]. RSs are primarily designed to

support individuals who lack sufficient experiences, knowledge, or time to explore

and evaluate the potential candidates in the overwhelming number of alternative

items [49].

RSs generally involve three main components: 1. user’s need detection, 2.

candidate representation, and 3. candidate ranking. RSs may ask the users

to input keywords, as adapted in the mainstream search engine, or adopt the

historical browsing views, as utilized in Online shopping websites, to detect the

searching need of the users. RSs may represent the candidate items from their

databases from different perspectives to match the users’ detected searching

needs. The best-matched items are recommended results. The techniques could

be generally categorized as the following: collaborative filtering, content-based,

community-based, and hybrid systems.

The collaborative filtering technique is widely implemented in e-commerce

systems [53]. This technique detects a user’s need by analyzing the historical

ratings of viewed items. It makes recommendations by comparing with other users

with similar browsing history [54, 55]. Conventional approaches in this sub-field

firstly find neighbourhood users to the target user based on their historically

viewed items [56, 57] by a technique such as Pearson coefficient [58]. Then, the

predicted rating of a candidate item for the target user is determined by its

neighbourhood’s ratings on the item [59, 60]. Some recent studies train predictive

models, such as Singular Value Decomposition (SVD) [61, 62, 63], Support Vector

Machines (SVM) [64], Latent Dirichlet Allocation (LDA) [65], Latent Semantic

Analysis (LSA) [66], and Bayesian Clustering [67], based on the users’ ratings,

and then predict the rating for a candidate item to the target user. However,

this line of studies have to adopt all the rating data in the database, which

might consume unexpectedly large computation time for large-scale datasets; in

addition, the approaches do not consider the content knowledge, which could not
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directly applied to our application scenario for recommending citations based on

the content semantics.

Community-based RSs are based on the preferences of the users. They generally

follow the concept that “tell me who your friends are, and I will tell you who you

are [68]”. In a macro-view, these approaches convert the users to a connected

network, where the users are the nodes, and interactions (or trust) between the

users are the links and associated weights between the nodes. The nodes are

usually the papers in the citation recommendation scenario, and citations relations

are the links and weights. The queries are usually a set of seed papers, and the

recommendation task is to find the papers that belong to the same community as

the seed papers. These systems adapts techniques in network analysis to extract

the attributes of the nodes, for example PageRank-based techniques [9, 10, 11], or

the network embedding techniques [12, 13, 14]. The recommendations are made

by similarity metrics.

Content-based approaches rely on the intrinsic properties of the candidate items

relative to that of a query item. For example, if a user has positively rated a

movie, the system can learn to recommend similar movies that come with similar

stories. The most essential process in content-based recommender systems is

to extract features from the input of the users (text, query words, image, etc.)

and the candidates resources in the database [69], by relying on the techniques

from information retrieval (for example, the techniques introduced in section 2.2).

These techniques may include the term-frequency based methods, e.g. [35, 36], or

embedding based methods [3, 37, 46], to represent the users’ queries and database

resources into a set of attributes. Then, the candidates are computed by similarity

metrics in vector space. Content-based approaches are considered more applicable

to the “on-the-fly” scenario since the learned content models are independent of

the user profiles; recommendations based on content knowledge and new items

could be recommended.
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CHAPTER 3

Source Representation

The main objective of the source representation module is to detect the users’

citing intents from the input manuscripts; in simple words, “what papers would

the users need”?

Three tasks are considered to be essential to accomplish the objective.

• The first task aims to define the core of the citing intent from the query

context (the surrounding words around the target placeholder to insert a

reference);

• The second task aims to adaptively extract the topic semantics from the

updates of the input manuscripts, to express the citing intent more compre-

hensively;

• The third task involves a user study to testify whether the proposed approach

could be applied for checking and reviewing the completeness of citations

for a paper before publication and an explainability study to analyze the

learned weights in the attention mechanisms.

Please refer to section 3.3 for the first task, section 3.4 for the second task, and

section 3.6 and section 3.7 for detailed discussions.
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Figure 3.1: Capturing word-wise relatedness, importance, and sectional purpose

for inferring citing intents

3.1 Motivation

To detect the citing intents of users, keywords-based searching from Google Scholar

has been the predominant method currently. However, keyword-based systems

often generate unsatisfying results because query words may not convey adequate

information to reflect the context that needs to be supported [11, 70].

Researchers in various fields have proposed various methods to solve this problem.

For example, studies in [20, 9, 21, 10, 70] considered recommendations based on

a collection of seed papers, and [71, 72] proposed methods using meta-data,

such as authorship information, titles, abstracts, keyword lists, and publication

years. [16, 73] considered the “local contexts” (surrounding words around a target

placeholder for insertion) are essential to understand the citing intents of the users
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since they are primarily describing the cited papers. However, solely adaption

of local contexts might be limited to fully uncovering the citing intents of the

users’ since they are generally short in length and do not tell the topic semantics

of the manuscript. To comply with the proposed “on-the-fly” scenario, where

the users might continuously update the manuscript, it is considered that two

kinds of information are essential for the detection: detection of core citing

intents from local contexts and adaptive detection of citing intents from

updates of the manuscripts.

3.1.1 Detection of Core Citing Intents

Understanding the local contexts are essential to detect the core of the citing

intents of the users. However, the local contexts are usually short in length (about

a few sentences). They do not tell much information about the manuscript in a

macro-view, for example, the main topic. Hence, additional information might

still be essential to uncover the need of the users fully:

1. Scientific papers tend to follow the established “IMRaD” format (introduc-

tion, methods, results and discussion, and conclusions) [74], where each

section of an article has a specific purpose. For example, the introduction

section defines the paper’s topic in a broader context, the method section

includes information on how the results were produced, and the results and

discussion section presents the results. Therefore, citations used in each

section should comply with the specific purpose of that section. For example,

citations in the introduction section should support the main concepts of the

paper, citations in the methods section should provide technical details, and

citations in the results and discussion section should aim to compare results

to those of other works. Therefore, recommendations of suitable citations

for a given context should also consider the purpose of the corresponding

section.

2. Certain words and cited articles in a paper are much more closely related than

other words and articles in the same paper. Capturing these interactions

is essential for understanding a paper. For example, in Figure 3.1, the

word “recommendation” is closely related to the words “context-based,”

“citations,” and “context,” but has a weak relationship with the words
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“adopt,” “more,” and “input.” Additionally, a given word may have strong

relatedness with some citations that appear in the paper. For example, the

word “recommendation” has a strong relatedness to citations “[72]” and

“[24]” because both of these citations focus on recommendation algorithms.

3. Not every word or cited article has the same importance within a given paper.

Important words and cited articles are more informative with respect to

the topic of a paper. For example, in Figure 3.1, the words “context-based,”

“recommendations,” “citations,” and “context” are more informative than

the words “adopt,” “more,” or “generates.” The citation, “[24],” may be

more essential than “[70]” because the former is related to context-based

recommendations, while the latter is related to a different approach.

The core of the proposed approach to capture the aforementioned information

is composed of the two attention mechanisms, namely self-attention and additive

attention. The former captures the relatedness between contextual words and

structural contexts, and the latter learns the importance of contextual words and

structural contexts. Additionally, the proposed model embeds sections into an

embedding space and utilizes the embedded sections as additional features for

recommendation tasks.

3.1.2 Adaptive Detection of Citing Intents

Adaptive detection aims to extract the citing intents from the incomplete papers,

including manuscripts still being written, first editions of papers, and papers

under review, where the user may continuously update the input manuscript. In

addition to the information extracted from the local context, it is considered that

the algorithm should also detect the main topic through the incomplete portions

of the manuscript, which require updating. The detected citing intent should

be extracted adaptively considering the local context, and topic semantics are

essential for the on-the-fly scenario.

Thereby, a manuscript sampling strategy is proposed to extract the sentences

regarding the core citing intent and the topic semantics. Firstly, the manuscript

sampling strategy extracts the base context (the local context) as the “backbone”

for citing intent, and the superstructural context (context from the finished content

of the draft) as the topic knowledge, and leverages the two extracted information

to express citing intents for the on-the-fly scenario.
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In addition, qualitative analyses to test whether DACR could recommend

additional ground-truth citations. The proposes of these tests are two-folded: 1)

test whether DACR could find appropriate recommendations that the conventional

keyword-based systems could not find; and 2) test whether DACR could be applied

for checking the completeness of citations.

In summary, the following contributions are made:

• First, it verified that the word-wise relatedness, importance, and sectional

purpose are effective to detect the core citing intents from the query contexts,

and the learned weights from the attention mechanisms can appropriately

reflect the three information;

• Second, the topic semantics of the input manuscript is helpful to extract

the citing intent comprehensively;

• Third, the proposed approach is testified for checking the completeness of

the citations for authors and reviewers.

The remaining sections of this chapter is organized as the follows: Section 3.2

discusses the previous studies in the field; Section 3.3 and Section 3.4 present the

proposed approaches; Section 3.5 presents the experimental results and analyses;

Section 3.7 and 3.6 illustrate the user tests and explainability study.

3.2 Related Work

This section presents the past studies on context-based methods for extracting

citing intents, attention mechanisms, and explainability studies.

Citing intents can be extracted from the input queries. The query could be a

collection of seed papers [20, 9, 21, 10, 11], and recommendations are generated via

collaborative filtering [20, 21] or PageRank-based methods [9, 10, 11]. Some studies

[71, 72] have proposed using meta-data, such as titles, abstracts, keyword lists,

and publication years, as query information. However, in real-world applications

for supporting the writing of manuscripts, these techniques lack practicability.

Context-based methods [16, 73, 24, 25] use a passage requiring support as a query

to find the most relevant papers, which can potentially enhance the paper-writing

process. However, such methods may suffer from information loss because they do
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not consider sections within papers or the importance and relatedness of words.

In addition, adaptively detection the topic semantics from the remaining part of

the manuscript is also essential to fully uncover the citing intents.

The attention mechanism is commonly applied in the field of computer vision

[75] and detects important parts of an image to improve prediction accuracy. This

mechanism has also been adopted in recent research in text mining. For example,

[76] extended Word2Vec with a simple attention mechanism to improve word

classification performance. Google’s BERT algorithm [46] uses multi-head atten-

tion and provides excellent performance for several natural language processing

tasks. The method introduced in [77] uses self-attention and additive attention to

improve recommendation accuracy for news sources.

However, attention mechanisms are generally treated as “black-boxes”, where

the internal functions of the learned weights are not fully uncovered. [78] analyzed

the pair-wise weights of self-attention layers in BERT [46], to study the pattern

of word-to-word correlations, and linguistic correlations. [79] studied the identifia-

bility of weights and explanatory insight between the weights and input tokens,

which demonstrated that self-attention weights were not directly identifiable and

explainable. [80] analyzed the most emphasized words from self-attention, which

was found that few words are likely to be over-emphasized. In this article, we

presume that the pair-wise self-attention weights indicate the “relatedness” be-

tween words, and the weights of additive attention correspond to the “importance”

of words. The analyses were made in four aspects: 1. correspondence of most

emphasized items (high relatedness) with the citing intent of the input context; 2.

pattern of weights at different heads of self-attention; 3. correspondence of the

highest scored words from additive attention (high importance) and the citing

intent of the input context; 4. differences of the most-emphasized items between

self-attention (relatedness) and additive attention (importance).

3.3 Detection of Core Citing Intents

As discussed in Section 3.1, three kinds of information are essential to infer the core

citing intents from the local contexts, namely word-wise relatedness, importance,

and sectional purposes. A dual attention model (DACR) is proposed to capture

the three pieces of information, which involves a context encoder for encoding

contextual words, sections, and structural contexts into a fixed-length vector and
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Figure 3.2: Overview of DACR for Capturing Core Citing Intents

a citation encoder for predicting the probability of a target citation. An overview

of the model is illustrated in Figure 3.2.

Academic papers can be treated as a type of hyper-document, where citations

are identical to hyperlinks. Based on paper modelling with citations, [24], and

the modelling of citations with contextual articles [25], we introduce modelling

with citations, contextual articles, and sections.

Definition 1 (Academic Paper). Let w ∈W represent a word from a vocabulary

W , where s ∈ S represents a section from a section collection S and d ∈ D

represents a document ID (paper DOI) from an ID collection D. The textual

information of a paper H is represented as a sequence of words, sections, and

document IDs (i.e., Ŵ ∪ Ŝ ∪ D̂, where Ŵ ⊆W , Ŝ ⊆ S, and D̂ ⊆ D).

Definition 2 (Citation Relationships). The citation relationships C (see Figure

3.2) in a paper H are expressed by a tuple 〈s , dt ,Dn ,C 〉, where dt ∈ D̂ represents

a target citation, C ⊆ Ŵ is the local context surrounding dt , and s ∈ Ŝ is the

title of the section on which the contextual words appear. If other citations exist

within the same manuscript, then they are defined as the “contextual articles” and

denoted as Dn , where {dn |dn ∈ D̂ , dn 6= dt}.
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3.3.1 Context encoder

The context encoder takes from citation relationships, namely, context words,

sections, and structural contexts. The encoder contains three layers: an embedding

layer for converting words and documents (structural contexts) into vectors, a

self-attention layer with an Add&Norm sub-layer [45] for capturing the relatedness

between words and structural contexts, and an additive attention layer [77] for

recognizing the importance of each word and structural context.

3.3.2 IN Embedding, Add and Concatenation layer

The IN embedding layer initially generates three embedding matrices DI, WI, and

SI for the document collection, word vocabulary and the section header collection.

For a given citation relationship, the one-hot vectors of structural contexts, context

words, and sections are projected with the three embedding matrices, denoted

as DI
{Dn}, WI

{C}, and SI
s. The projected section vectors are then added to the

word vectors (each word vector is added to a section vector), and the resultant

matrix is denoted as W′. W′ and DI
{Dn} are then concatenated column-wise and

form one matrix, i.e., [w′1, ...,w
′
m,d

I
1, ...,d

I
n], and denoted as E, where m is the

number of input context words and n is the number of input structural contexts.

Self-attention Mechanism with Add&Norm

Self-attention [45] is utilized to capture the relatedness between input context

words and structural contexts. It applies scaled dot-product attention in parallel

for a number of heads, to allow the model to jointly consider interactions from

different representation sub-spaces at different positions.

The k-dimensional embedding matrix, E, from the last layer is first transposed

and projected with three linear projections (AQ
i ,AK

i , and AV
i ) to a dh dimensional

space, where dh = k/h, i ∈ {1...h}, and h denotes the number of heads. The

E matrix is projected h times, and each projection is called a “head”. At each

projection (i.e., within a “head”), the dot products of the first two projected

versions of E with AQ
i and AK

i are computed, and divided by
√
dh. Subsequently,

softmax is applied to obtain the resulting weight matrix with dimensions of

(m + n) ∗ (m + n), i.e., softmax(
ETAQ

i ·(E
TAK

i )T√
dh

) , where (m + n) is the total

number of input context words and structural contexts. This weight matrix
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represents the relatedness between the input words and articles. The dot product

of the weight matrix and the third projected version of E, i.e., ETAV
i , is computed

as the output matrix of the head, denoted as headi. The h numbers of the output

head matrices are concatenated column-wise and projected again with AO to yield

the final output matrix. The computation procedure is represented as follows:

SelfAttention(E) = Concat(head1, ...,headh)AO, (3.1)

headi = softmax(
ETAQ

i · (ETAK
i )T√

dh
) · (ETAV

i ), (3.2)

where AO ∈ Rk×k, AQ
i ∈ Rk×dh , AK

i ∈ Rk×dh , and AV
i ∈ Rk×dh are projection

parameters. dh is the embedding dimension of the heads, h is the number of

heads, and k = dh × h, where k is the dimension of the embedding vectors. The

output matrix of the self-attention mechanism is then transposed and added to

the original E matrix. Next, dropout is applied [81] to avoid over-fitting, and

applied with layer normalization [82] to facilitate the convergence of the model

during training. The final output matrix is denoted as E′.

Additive Attention Mechanism

The additive attention layer [77] is utilized to recognize informative contextual

words and structural contexts. It takes matrix E′ from the last layer as input,

whereby each column represents the vector of a word or document. The weight of

each item is computed as follows:

Weight = qT · tanh (V · E′ + V′), (3.3)

where V ∈ Rk×k is the projection parameter matrix, V′ ∈ Rk×(n+m) is the bias

matrix, and q (k-dimensional) is a parameter vector. The Weight vector is a

row vector of dimension (m+ n), where each column represents the weight of a

corresponding word or document. The Weight vector is applied with the dropout

technique to avoid over-fitting.

The output, EncoderVector, is the dot product of the softmaxed Weight

vector and input matrix, E′, where all rows of the embedding vectors are weighted

and summed, as illustrated below:

EncoderVector = E′ · softmax(WeightT ). (3.4)
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3.3.3 Citation Encoder

The citation encoder is designed to predict potential citations by calculating the

probability score between an OUT document matrix, DO, and the EncoderVector

from the context encoder, which is defined as follows:

ŷ = EncoderVectorT ·DO. (3.5)

The scores are then normalized using the softmax function as follows:

p = softmax(ŷ). (3.6)

3.3.4 Model Training and Optimization

We adopted a negative sampling training strategy [37] to speed up the training

process for DACR. In each iteration, it generates a positive sample (correctly

cited paper) and n negative samples. Therefore, the calculated probability vector,

p, is composed of [ppositive, pnegative−1, pnegative−2, ..., pnegative−n]. The loss function

computes the negative log-likelihood of the probability of a positive sample, as

follows:

L = − log(ppositive) +
n∑

i=1

log(pnegative−i). (3.7)

Stochastic gradient descent (SGD) [83] is used to optimize the model.

3.4 Adaptive Detection of Citing Intents

However, when applying for the “on-the-fly” recommendation scenario, DACR

might still suffer from information loss, for example, it does not consider the topic

semantics of the input manuscript. In addition, the recently developed transformer

neural networks [45] could also further improve the performances.

A manuscript dynamic sampling strategy and a transformer-based approach

are proposed to detect the citing intents from incomplete drafts adaptively. The

mechanism (illustrated in Figure 3.3) involves two components: base context

and superstructural context. Base context is relatively stable and functions

as the “backbone” for inferring citing intent, whereas superstructural context

aims to provide supplemental knowledge. Specifically, the base context of

manuscript sampling includes three sentences: one before the predicting citation,
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The working draft
Introduction
When writing an academic paper, one of the common 
question to consider would be: “Which paper should I cited 
at this place?” According to the massive number of 
published papers which is also growing exponentially. It is 
difficult for a researcher to find and read all the papers that 
might be relevant to their topics. The previously proposed 
manuscript-based recommendation concept (Zhang and Ma, 
2020a,b) aims to find suitable candidate papers for a 
working manuscript which is considered to be practical in 
alleviating the burden of searching for papers. 

The current tools such as Google Scholar generally rely 
on the ideology of “keyword searches”, for which the 
search engines recommend candidate papers based on the 
input query words from the users. However, such keyword-
based systems often lead to unsatisfying results, since the 
query words might be over simplified and not capable of 
carrying adequate information to reflect the user’s 
searching need  ( ? , ? ). Differently to the keyword 
searching, the manuscript-based concept ….

(1)

(2)

(3)

Superstructural Context
Randomly select sentences from 
the finished content to infer the 
content semantic of the 
manuscript in macro- scope.

Base Context
Take 3 sentences (1 before, 1 
include, and 1 after the 
placeholder for prediction) as 
foundation for citing intent.

Dynamic Mansucript Sampler

Concatenate

Figure 3.3: Dynamic Manuscript Sampling for Adaptive Detection of Citing

Intents

the sentence including the predicting citation, and one after the predicting citation.

Base context functions as the “backbone” to infer the citing intent in a micro-

scope. The superstructural context is defined as a pre-set number of sentences

selected from the finished content (the sentences appearing before the predicting

citation excluding the base context) to infer the topic semantics of the manuscript.

In addition, to simulate the “on-the-fly” application scenario, from which a user

is typing sentences continuously to the manuscript, the algorithm is designed

to randomly sample sentences from the finished content as the superstructural

context.

Based on the hierarchical transformers, a novel approach designed to detect

the citing intents adaptively is proposed, namely CBERT4REC, i.e. Content-

dependent BERT for Citation Recommendations. The detail of the proposed

neural network is presented in Chapter 4.

3.5 Experiments

Two sets of experiments are conducted corresponding for the tasks: recommenda-

tion via DACR based on core citing intents, and recommendation via CBERT4REC

based on adaptively detected citing intents.
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Table 3.1: Statistics of the datasets for DACR

Overview of the Dataset Count of sections in the Datasset

All Train Test Generic Section Abstract Background Introduction Method Evaluation Discussions Conclusions Unknown

DBLP
No. of Docs 649,114 630,909 18,205 Train 617,402 9,589 452,430 3,226,521 153,737 19,738 435,514 155,777

No. of Citations 2,874,303 2,770,712 103,591 Test 5,243 155 6,437 25,956 1,312 200 1875 58,975

ACL
No. of Docs 20,408 14,654 1,563 Train 11,725 114 9,973 42,749 4,186 442 9,456 847

No. of Citations 108,729 79,932 28,797 Test 3,789 33 3,429 12,625 1,587 159 3,186 0

3.5.1 Recommendation based on core citing intents

Datasets and Preprocessing

DACR is evaluated the recommendation performance of our model and five baseline

models on two datasets, namely DBLP and ACL Anthology [24]. The recall, mean

average precision (MAP), mean reciprocal rank (MRR), and normalized discounted

cumulative gain (nDCG) are reported to compare the models.

The larger dataset, DBLP dataset [24] contains 649,114 full paper texts with

2,874,303 citations (approximately five citations per paper) in the domain of

computer science. The ACL Anthology dataset [24] comes with a smaller size,

containing 20,408 texts with 108,729 citations. However, it has similar citations

per paper (about five per paper) to the DBLP dataset. We split the datasets into

a training dataset for training the document, word, and section vectors. We also

split a testing dataset with the paper containing more than one citation published

in the latest years for recommendation experiments. An experimental overview is

provided in Table 3.1.

The texts were preprocessed using ParsCit [84] to recognize citations and

sections. In-text citations were replaced with the corresponding unique document

ids in the dataset. Section headers often have diverse names. For example, many

authors name the “methodology” section using the customized algorithm names.

Therefore, we replaced all section headers with fixed generic section headers using

ParsLabel [85]. The generic headers from ParsLabel are abstract, background,

introduction, method, evaluation, discussions, and conclusions. If ParsLabel is

not able to recognize a section, we label it as “unknown.” The detailed counts for

each section are listed in Table 3.1.

Implementation Details

DACR was developed using PyTorch 1.2.0 [86]. In our experiments, word and

document embeddings were pre-trained using DocCit2Vec with an embedding size
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Table 3.2: Citation recommendation results for DACR (** statistically significant

at 0.01)

Model
DBLP ACL

Recall@10 MAP@10 MRR@10 nDCG@10 Recall@10 MAP@10 MRR@10 nDCG@10

W2V (case 1) 20.47 10.54 10.54 14.71 27.25 13.74 13.74 19.51

W2V (case 2) 20.46 10.55 10.55 14.71 26.54 13.55 13.55 19.19

W2V (case 3) 20.15 10.40 10.40 14.49 26.06 13.21 13.21 18.66

D2V-nc (case 1) 7.90 3.17 3.17 4.96 19.92 9.06 9.06 13.39

D2V-nc (case 2) 7.90 3.17 3.17 4.96 19.89 9.06 9.06 13.38

D2V-nc (case 3) 7.91 3.17 3.17 4.97 19.89 9.07 9.07 13.38

D2V-cac (case 1) 7.91 3.17 3.17 4.97 20.51 9.24 9.24 13.68

D2V-cac (case 2) 7.90 3.17 3.17 4.97 20.29 9.17 9.17 13.58

D2V-cac (case 3) 7.89 3.17 3.17 4.97 20.51 9.24 9.24 13.69

HD2V (case 1) 28.41 14.20 14.20 20.37 37.53 19.64 19.64 27.20

HD2V (case 2) 28.42 14.20 14.20 20.38 36.83 19.62 19.62 27.18

HD2V (case 3) 28.41 14.20 14.20 20.37 36.24 19.32 19.32 26.79

DC2V (case 1) 44.23 21.80 21.80 31.34 36.89 20.44 20.44 27.72

DC2V (case 2) 40.31 20.16 20.16 28.69 33.71 18.47 18.47 25.17

DC2V (case 3) 40.37 19.02 19.02 26.84 31.14 16.97 16.97 23.20

DACR (case 1) 48.96∗∗ 23.25∗∗ 23.25∗∗ 33.93∗∗ 42.43∗∗ 22.92∗∗ 22.92∗∗ 31.64∗∗

DACR (case 2) 45.39∗∗ 22.32∗∗ 22.32∗∗ 31.98∗∗ 40.13∗∗ 21.93∗∗ 21.93∗∗ 30.04∗∗

DACR (case 3) 42.32∗∗ 21.39∗∗ 21.39∗∗ 30.22∗∗ 38.01∗∗ 20.84∗∗ 20.84∗∗ 28.45∗∗

of 100, window size of 50, a negative sampling value of 1000, and 100 iterations

(default settings in [25]). The word vectors for the generic headers, such as

“introduction” and “method,” were selected as the pre-trained vectors for the

section headers. DCAR was implemented with 5 heads, 100 dimensions for the

query vector, and a negative sampling value of 1000. The SGD optimizer was

implemented with a learning rate of 0.025, batch size of 100, and 100 iterations

for the DBLP dataset, or 200 iterations for the ACL Anthology dataset. To avoid

over-fitting, we applied 20% dropout in the two attention layers.

Word2Vec and Doc2Vec were implemented by using Gensim 2.3.0 [87], and

HyperDoc2Vec and DocCit2Vec were developed based on Gensim. All the baseline

models were initialized with an embedding size of 100, window size of 50, and

default values for the remaining parameters.

Results Analyses

Three usage cases are designed to simulate real-world scenarios:

• Case 1: In this case, we assumed the manuscript was approaching its

completion phase, meaning the writer had already inserted the majority of

their citations into the manuscript. Based on the leave-one-out approach,
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the task was to predict a target citation, by providing the contextual words

(50 words before and after the target citation), structural contexts (the other

cited papers in the source paper), and section header as input information

for DACR.

• Case 2: Here, we assumed that some existing citations were invalid because

they were not available in the dataset, i.e., the author had made typograph-

ical errors or the manuscript was in an early stage of development. In this

case, given a target citation, its local context and section header, we ran-

domly selected structural contexts to predict a target citation. The random

selection was implemented using the build-in Python3 random function. All

case 2 experiments were conducted three times to determine the average

results to rule out biases.

• Case 3: It is assumed that the manuscript was in an early phase of develop-

ment, where the writer has not inserted any citations or all existing citations

are invalid. Only context words and section headers were utilized for the

prediction of the target citation (no structural contexts were used).

To conduct recommendation via DACR, an encoder vector was initially inferred

using the trained model with inputs of cases 1, 2, and 3, and then, the OUT

document vectors were ranked based on dot products.

Five baseline models were adapted for comparison with DACR. As the baseline

models do not explicitly consider section information, information on the section

headers were neglected in the inputs.

1. Citations as words via Word2Vec (W2V) This method was presented

in [40], where all citations were treated as special words. The recommenda-

tion of documents was defined as ranking OUT word vectors of documents

relative to the averaged IN vectors of context words, and structural contexts

via dot products. The word vectors were trained using the Word2Vec CBOW

algorithm.

2. Citations as words via Doc2Vec (D2V-nc)[40]. The citations were

removed in this method, and the recommendations were made by ranking

the IN document vectors via cosine similarity relative to the vector inferred

from the learnt model by taking context words and structural contexts as
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input (this method results in better performance than the dot product).

The word and document vectors were trained using Doc2Vec PV-DM.

3. Citations as content via Doc2Vec (D2V-cac) [24]. In this method,

all context words around a citation were copied into the cited document

as supplemental information. The recommendations were made based on

cosine similarity between the IN document vectors and inferred vector from

the learnt model. The vectors were trained using Doc2Vec PV-DM.

4. Citations as links via HyperDoc2Vec (HD2V) [24]. In this method,

citations were treated as links pointing to target documents. The rec-

ommendations were made by ranking OUT document vectors relative to

the averaged IN vectors of input contextual words based on dot products.

The embedding vectors were pre-trained by Doc2Vec PV-DM using default

settings.

5. Citations as links with structural contexts via DocCit2Vec (DC2V)

[88]. The recommendations were made by ranking OUT document vectors

relative to the averaged IN vectors of input contextual words and structural

contexts based on dot products. The embedding vectors were pre-trained

by Doc2Vec PV-DM with default settings.

There are three main conclusions that can be drawn from Table 3.2. First,

DACR outperforms all baseline models at 1% significance level across all evaluation

scores for all cases and datasets. This implies that the additionally included

combined information: namely sections, relatedness, and importance, are essential

for predicting useful citations.

Second, performance increases when additional information is preserved in the

embedding vectors. When comparing Word2Vec, HyperDoc2Vec, DocCit2Vec,

and DACR, Word2Vec only preserves contextual information, HyperDoc2Vec

considers citations as links, DocCit2Vec includes structural contexts, and DACR

exploits the internal structure of a scientific paper to extract richer information.

The evaluation scores increase with the amount of information preserved, indi-

cating that overcoming information loss in embedding algorithms is helpful for

recommendation tasks.

Third, DACR is effective for both the large (DBLP) and medium (ACL Anthol-

ogy) sized datasets. However, we also realized that the smaller dataset requires
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higher iterations for the model to produce effective results. It is presumed that

more iterations of training can compensate for a lack of diversity in the training

data.

The performance of DACR could be further improved by more accurately

recognizing section headers. Moreover, we determined that some labels were

incorrectly recognized or unable to be recognized by ParsLabel. Therefore, we

will work on improving the accuracy of section recognition in future work.

Ablation Tests

Ablation tests are additionally conducted to verify the effectiveness of the three

added components: self-attention, additive attention, and section embeddings.

Three modified DACR models are run without the corresponding layer, for ex-

ample, removing the section embedding layer for verifying the effectiveness of

section information, removing the self-attention layer for determining the related-

ness between contextual words and articles, and removing additive attention for

demonstrating the importance of context. The results are illustrated in Figure

3.4.

To conduct in-depth analyses, the citation embeddings of the four models are

plotted in Figure 3.6 with the top 10 predicted candidate citations from the full

DACR. The dimensions of the citation embeddings were reduced by adapting

TSNE [89] implemented via Scikit-learn [90] with default parameters. We aim to

inspect the overall distributions of the citation embeddings of the four models,

and how locations of the top candidates from the full DACR appearing in the rest

of the distribution plots.

Four points could be drawn from Figure 3.4 and Figure 3.6. First, all modified

models performed worse than the full model from Figure 3.4, which supports our

hypothesis that sections, relatedness, and importance between contextual words

and articles are important for recommending useful citations. The relatedness

information is more beneficial than section information, which is evident when

comparing DACR without section embedding and DACR without self-attention.

Second, DACR without additive attention performed significantly worse with

almost zero scores. We consider the primary reason for the 0-close scores of the

model without additive attention is that the losses of the model did not converge

without the additive attention layer. According to Figure 3.5b, the loss curve of

DACR without additive attention has been raised at the beginning of training
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Figure 3.4: Effectiveness of adding sections, relatedness, and importance from

DACR

(a) Losses of DACR pre-trained with Doc-

Cit2Vec and Doc2Vec on DBLP Dataset

(b) Losses of complete DACR, DACR with-

out Self-Attention, DACR without Addi-

tive Attention, and DACR without Section

Embedding

Figure 3.5: Plots of Training Losses

on the DBLP dataset, and maintained at a high level afterwards; whereas the

loss curves of the rest of the DACR models (the full DACR, DACR without

self-attention, and DACR without section embedding) have been converged at

low levels. Therefore, we consider that additive attention has a two-fold purpose:

ensuring convergence and learning the importance of context.

39



3. Source Representation

(a) Distribution of Dimension-Reduced Ci-

tation Embedding from Full DACR (Dia-

mond dots indicate the top 10 candidates)

(b) Distribution of Dimension-Reduced Ci-

tation Embedding from DACR without Sec-

tion Embedding (Diamond dots indicate

the top 10 candidates from the full DACR)

(c) Distribution of Dimension-Reduced Ci-

tation Embedding from DACR without Self-

Attention (Diamond dots indicate the top

10 candidates from the full DACR)

(d) Distribution of Dimension-Reduced Ci-

tation Embedding from DACR without Ad-

ditive Attention (Diamond dots indicate

the top 10 candidates from the full DACR)

Figure 3.6: Distribution of Dimension-Reduced (via TSNE) Citation Embed-

ding from Full DACR, DACR without Section Embedding, DACR without Self-

Attention, and DACR without Additive Attention with Top 10 Candidates (dia-

mond dots) via Full DACR for DBLP Sample in Table 3.3
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Third, DACR without additive attention did not well preserve the word similari-

ties. Considering Figure 3.6, it is found that the overall distribution of full DACR,

DACR without self-attention, and DACR without additive attention are similar.

However, the top candidate locations (diamond dots) of DACR without additive

attention are widely spread, whereas the candidate locations of full DACR, DACR

without section embedding, and DACR without self-attention are closely located.

It could be drawn that DACR without additive attention did not preserve the

similarity well compare to the rest of the three models. In addition, despite

the difference in the overall distribution of the citation embeddings (e.g. DACR

without section embedding vs. others), relative positions of the candidates are

more important to infer the accurate recommendations.

Lastly, only appropriate combinations of information and neural network layers

lead to optimal solutions, as deficits in any of the three types of information

(section embedding, relatedness, importance, or attention layers) result in low

performance.

3.5.2 Test on adaptive detection of citing intents

This subsection provides the results on whether the topic semantics extracted

from the incomplete manuscripts could help to improve the recommendation

performances. We adapted the CBERT4REC model as introduced in Chapter

4. We set two experimental scenarios for the testing: 1. use only the query

context (base context); and 2. use the query and randomly selected context from

the remaining part of the manuscript (superstructural context) for extracting

the topic semantics. The number of superstructural contexts is set to 27. The

results are shown in Table 4.3, noted as “CB4R (No Dynamic Sampling)” and

“CB4R (Dynamic Sampling)”. The former indicates the model only considering

the query context, whereas the latter denotes the test when considering the topic

semantics. It could be drawn that the topic semantics have provided additional

improvements.

Then, we use the trained CB4R model to conduct tests on different completing

stages of manuscripts by limiting the finished content to include 0 (only base

context), 7 (few sentences are finished), and 27 sentences (about a paragraph is

finished). The results are presented in Table 4.4. It was found that the model

performed acceptably during the early development of drafts, which achieved
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41.35% on recall@10 when the only base context is available, compared to 18.78%

for the best baseline and 31.31% for CB4R without dynamic sampling. However,

as the author completes more content of the manuscript, the performances are

improved.

3.6 Explainability Study

In this section, the weights of self-attention and additive attention in the model are

analyzed. The self-attention mechanism generates pair-wise scores for the input

words. For example, for every word appearing in a piece of context with n words

and m structural contexts, self-attention assigns a 1×(m+n) weight vector within

each head (i.e. a row vector of the resulting matrix softmax(
ETAQ

i ·(E
TAK

i )T√
dh

) from

Equation 3.2, which sums to 1 ), where each of the items identifies the weight of

correlations between a source word and the target words. The resulting weight

matrix softmax(
ETAQ

i ·(E
TAK

i )T√
dh

) with (m+n)×(m+n) dimensions summarizes all

the pair-wise word correlation weights, which are presumed to be the “relatedness”

between words and structural contexts; whereas the additive attention assigns

one score for each item of the input sentence (a (m+ n) dimensional vector, i.e.

softmax(Weight) from Equation 3.4, and the sum of total scores is 1, where

each of the items indicates how much weight it contributes to predicting the final

target citation, which is presumed to be the score of “importance” for each item

of the input.

Therefore, weights from the two attention mechanisms from the trained models

under the case 1 setting (as designed in Section 3.5.1) are fetched and plotted to

analyze how the model interprets “relatedness” and “importance” information.

Two correctly predicted sample contexts were randomly selected from each of the

datasets to illustrate the scores of relatedness and importance for the appearing

words and structural contexts. The textual information of the chosen samples

is presented in Table 3.3, where the “[=?=]” marker indicates the location for

inserting the target citation. For the DBLP sample, we inspect that the citing

intent of the authors is to cite the “specific research about a sampling algorithm

to generate octree grid by preserving the surface topology”; whereas for the

ACL sample, the authors might need to cite a study stating the fact that “their

framework was originally developed in NLG to realize deep-syntactic structures”.
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 3.7: Pair-wise Self-attention Scores (Top 15 Items) for DBLP sample via

Complete DACR
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 3.8: Pair-wise Self-attention Scores (Top 15 Items) for ACL sample via

Complete DACR
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(a) Self-attention Scores (Averaged from

5 Heads) via Complete DACR for ACL

sample

(b) Self-attention Scores (Averaged from

5 Heads) via DACR without Additive At-

tention for ACL Sample

(c) Self-attention Scores (Averaged from

5 Heads) via Complete DACR for DBLP

sample

(d) Self-attention Scores (Averaged from

5 Heads) via DACR without Additive At-

tention for DBLP Sample

Figure 3.9: Comparison of Self-Attention Scores (Averaged from 5 Heads) between

the Complete DACR and DACR without Additive Attention

3.6.1 Self-attention Analysis

For the self-attention, it is determined to use the softmaxed pair-wise probabilities

as the word-to-word scores of “relatednesses”. According to Equation 3.2, within

each head, the projected embedding of the context words and structural contexts

(ETAV
i ) are multiplied by the pair-wise weighted ratios computed by the equation

softmax(
ETAQ

i ·(E
TAK

i )T√
dh

), where E is the embedding matrix of the context words

and structural contexts, and AV
i , AQ

i , and AK
i are projection weights. The weight
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Figure 3.10: Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for the Samples

(a) Sample from ACL dataset (b) Sample from DBLP dataset
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Table 3.3: Textual Information of the Sampled Contexts

Dataset Source paper ref. Page Target paper ref. Context

DBLP Varadhan et al. [91] 7 Varadhan et al. [92] we construct a roadmap in a deterministic fashion.

Our goal is to sample the free space sufficiently

to capture its connectivity. If we do not sample

the free space adequately, we may not detect valid

paths that pass through the narrow passages in

the configuration space. In our prior work [=?=]

we proposed a sampling algorithm to generate an

octree grid for the purpose of topology preserv-

ing surface extraction. We use this sampling al-

gorithm to capture the connectivity of free space.

We provide a brief description of the octree gener-

ation algorithm. We refer the reader to [20] for a

detailed

ACL Lavoie et al. [93] 7 Lavoie and Rainbow [94] History of the Framework and Comparison with

Other Systems The framework represents a gen-

eralization of several predecessor NLG systems

based on Meaning-Text Theory: FoG (Kittredge

and 1991), LFS (Iordanskaja et al, 1992), and The

framework was originally developed for the realiza-

tion of deep-syntactic structures in NLG [=?=] It

was later extended for generation of deep-syntactic

structures from conceptual interlingua (Kittredge

and Lavoie, 1998). Finally, it was applied to MT

for transfer between deep-syntactic structures of

different languages (Palmer et al, 1998). The cur-

rent framework encompasses the full spectrum of

such transformations, i.e. from the processing of

matrix has dimensions (m + n) and (m + n), where m denotes the number of

structural contexts and n denotes the number of context words appearing in the

sentence. Each row of the weight matrix represents the weight ratios of a word

or structural context against all other words and structural contexts from the

sentence, which is summed to 1, and presumably treated as the “relatedness”

between them. The top 15 pair-wise scores of weight ratios from each head (5

heads in total) and the averaged scores for 5 heads are plotted in Figure 3.7 for

the DBLP sample, and Figure 3.8 for the ACL sample.

To make clear explanations, the boldface fonts are used for the items from the

horizontal axis in Figure 3.7 and Figure 3.8 (such as “algorithm” and “surface”

at the middle of x-axis in Figure 3.7(a)), and italic font to indicate the items from

the vertical axis (such as “description” and “algorithm” for the top two words in

head 1 in Figure 3.7(a)).

Three points could be drawn from Figure 3.7. First, the topic words for inferring

the citing intent had received high scores. According to 3.7(f) which pooled all

the highly scored words, it is realized that the words such as “grid”, “surface”,

and “topology” had received the highest scores, which are also considered to be

highly correlated to the citing intent of the context, i.e. “cite a research about the

sampling algorithm by preserving the surface topology”. Second, it is realized that
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(a) ACL Dataset (b) DBLP Dataset

Figure 3.11: Top 10 Scored Words (or Structural Contexts) on Relatedness vs.

Top 10/30/50 Extreme Scored Words (or Structural Contexts) on Similarity

each head had focused on a few words in the sentence, and different heads had

focused on different words. For example,“grid” in head 1, “surface” in head 2,

“paths” in head 3, “topology” in head 4, and “surface” in head 5. The averaged

scores generally pooled all the highly scored items from each head. Third, it

is found that some highly scored words are correlated to almost all the rest of

the words in the sentence, such as “surface” from head 1; whereas some words

are only correlated to a very limited number of words, such as “description”

which merely correlated to “provide” and “algorithm” from the averaged head.

Generally, DACR trained by the DBLP dataset had testified that the topic words

for inferring the citing intent received high scores.

As for the model trained by the ACL dataset shown in Figure 3.8, it is first

noticed that the scores from each head are generally scarce than that of the DBLP

sample, as the scores are spread across multiple words. Second, it is realized that,

not only the topic words (such as “systems” from head 2, and “framework”

from head 3) have received high scores, but also the “connecting words”, such

as “and” from head 1, and “from” and “such”, had also received high scores.

Generally, the learned scores from the ACL dataset are less concentrated than the

scores learnt from the DBLP dataset. Although the topic words had attracted

high weights, however, more connecting words have also been assigned with high

weights than the scores learnt from the DBLP dataset.

To further uncover the characteristics of the self-attention scores, it is aimed to
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investigate the relationship between the learned scores with the pair-wise similarity

of word embeddings, and the relationship between the self-attention scores learned

from the complete DACR with the scores from DACR without additive attention.

The former aims to study whether the self-attention scores capturing the word

semantics; whereas the latter is utilized to further analyze the reason for the failure

of the model without additive attention. In Figure 3.10(a) and Figure 3.10(a), we

plot the summed self-attention scores along with columns via the complete DACR

(orange bars), against the summed pair-wise word embedding similarities (blue

bars), and the summed self-attention scores via DACR without additive attention.

In addition, the pair-wised scores for the complete model and the model without

additive attention are presented in Figure 3.9 for detailed comparisons.

First, it is noticed that some highly scored words for relatedness also yielded

high similarity scores (Figure 3.10). For example, the words “and” from the ACL

sample and “We” from the DBLP sample. In addition, some low scored words

on similarity, such as “MT”, and “languages” also received high self-attention

scores. To make in-depth analyses, we computed the recall of the top 10 highest-

scored words or structural contexts on relatedness in the top 10, 30, and 50 words

or structural contexts with highest or lowest similarities (extreme similarities),

against the probability of random occurrences (number of highest items divided by

the total number of words and structural contexts appearing in the input context).

Figure 3.11 illustrates the averaged recall for all contexts from the two datasets.

According to the figure, the probability of the top 10 scored words or structural

contexts on relatedness with extreme similarities is significantly higher than the

probabilities of random occurrences for both of the two datasets, especially for

the recall among the top 10 and 30 words with extreme similarities.

Second, we compared the relatedness score of the complete model with that of

the model without additive attention. It is realized that the self-attention scores

are concentrated on few words from the model without additive attention (see

Figure 3.9), such as the words “et”, “generation”, and “such” from the ACL

dataset, and “We”, “topology”, and the structural context “10.1.1.52.7808”

from the DBLP dataset. The rest of the items generally are assigned with close-

to-zero scores for the two datasets. In addition, most of the highly scored words

are irrelevant to the topic or the citing intent of the context.
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(a) ACL Dataset (b) DBLP Dataset

Figure 3.12: Top 10 Scored Words (or Structural Contexts) on Importance vs.

Top 10/30/50 Lowest Scored Words (or Structural Contexts) on Similarity

3.6.2 Additive Attention Analysis

For the additive attention, the importance scores are defined as follows: first, the

weight for each embedding is computed according to Equation 3.3, and then the

weights are softmaxed by Equation 3.4 to output the weight ratios as the final

scores for importance. We plot the top 15 importance scores against the sum of

pair-wise similarities of the words and the structural contexts from the sampled

sentences in Figure 3.10(a)(ii) and Figure 3.10(b)(ii) for analyses. Two points

can be drawn from the plots. First, it is noticed that all of the top 15 scored

words (orange bars in Figure 3.10(a)(ii) and 3.10(b)(ii)) from the two samples

are basically the unique words from the context (words that are not likely to

frequently occur), such as “NLG”, and “Theory” from the ACL sample, and

“roadmap”, “sampling”, “surface”, and “topology” form the DBLP sample,

which are relevant to the topic of the context. The occurred connecting words

from the self-attention mechanism are not assigned with high scores. However,

few items are realized to be irrelevant to the topic, such as the words “1991),”,

and“(Kittredge” from the ACL sample, which denote a reference from the paper.

Adaption of specialized pre-process techniques to filter these words would help

to improve the learnt scores on the importance for the context words. Second,

most of the highly scored items on importance had the lowest similarity scores

(blue bars), such as the words “History” and “Meaning-Text” from the ACL

sample, and “detect” and “surface” from the DBLP sample are close-to-zero or
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(a) Averaged head from

DACR with seed 1 (default)

(b) Averaged head from

DACR with seed 2

(c) Averaged head from

DACR with seed 3

Figure 3.13: Plot of top 15 Self-attention weights of averaged head, and the

probabilities of top 10 scored words from self-attention accounted in top 10/30/50

extreme scored words on similarity, from DACR with different seeds

negatively scored on similarity. Figure 3.12 plots the average recall of the top 10

highest scored items on importance in the top 10, 30, and 50 lowest scored items

on similarity from all the contexts of the two datasets against the probability of

random occurrences. The items with high scores on importance demonstrated

superior chances of being scored lower on similarity.

In addition, comparing the scores from the complete DACR (orange bars in

Figure 3.10(a)(ii) and 3.10(b)(ii)) with DACR without the self-attention mech-

anism (green bars), it is realized that the scores are concentrated on few items,

such as the words “sampling”, and “roadmap” from the DBLP sample, whereas

the scores for the rest of the scores are lowered; similarity for the ACL sample,

the scores are concentrated on the words, such as “NLG”, and “realization”,

however, the intensity is lower than that of the DBLP sample. The reason that the

additive attention could prevent the over-concentration of self-attention weights

is because of the softmax function adopted in the additive attention function,

as introduced in Equation 3.4, from which the attention weights are re-scaled

according to the uniform distribution.

3.6.3 Stability Tests on Different Initialization of Atten-

tion Weights

In this subsection, it is aimed to test the stability of the learned weights at self-

attention and additive attention. We initialize the weights with three different seeds
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(a) DACR with seed 1 (b) DACR with seed 2 (c) DACR with seed 3

Figure 3.14: Probabilities of top 10 scored words from self-attention accounted in

top 10/30/50 extreme scored words on similarity, from DACR with different seeds

(a) DACR with seed 1 (b) DACR with seed 2 (c) DACR with seed 3

Figure 3.15: Probabilities of top 10 scored words from additive attention accounted

in top 10/30/50 negatively scored words on similarity, from DACR with different

seeds

at the beginning of the training, so that the weights at self-attention and additive

attention were different at the starting point. We report the final recommendation

scores from the three runs (Table 3.4), and the plots of the attention weights

(Figure 3.13 and Figure 3.16), to inspect whether DACR could produce consistent

performances and interpretability through learned attention weights. Three points

could be drawn from the table and figures, which are discussed as follows.

First, the recommendation performances are consistent across different seeds.

According to the recommendation scores in Table 3.4, it is realized that the

differences between the maximum and minimum scores are within 1.50, which

result in about 3% maximum percentage change (calculated via max−min
min

). It is

inspected that DACR generally produced consistent performances by initialization

from different seeds.

Second, the self-attention weights from the three models initialized with different
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(a) DACR initialized with

seed 1 (default)

(b) DACR initialized with

seed 2

(c) DACR initialized with

seed 3

Figure 3.16: Top 15 scored items from sum of Self-attention weights, and additive

attention weights, against similarity scores from DACR initialized with different

seeds
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Seed 1 (default) Seed 2 Seed 3 Max Difference Max %Change

Recall@10 49.51 48.31 49.79 1.48 3.06

MAP@10 23.58 22.95 23.63 0.68 2.96

MRR@10 23.58 22.95 23.63 0.68 2.96

nDCG@10 34.38 33.49 34.49 1 2.99

(a) Recommendation scores from DACR models initialized with three seeds

Seed 1 & Seed 2 Seed 1 & Seed 3 Seed 2 & Seed 3

Proportion 73.33% 73.33% 100.00%

(b) The proportion of identical items in top 15 words ranked from self-attention weights

between the model with three seeds

Seed 1 & Seed 2 Seed 1 & Seed 3 Seed 2 & Seed 3

Proportion 100% 93.33% 93.33%

(c) The proportion of identical items in top 15 words ranked from additive attention

weights between the model with three seeds

Table 3.4: Recommendation scores, proportion of identical items in top 15 words

ranked from self-attention, and additive attention

seeds generally extracted similar patterns on “relatedness”. According to Figure

3.13, the exact scores for each item are different when the model is initialized with

a different seed. However, it is realized that the high scored items from the three

models are both correlated with extreme similarities (Figure 3.14). In other words,

items scored very high and low on word-wise similarity are gained high scores

from self-attention, which is an identical finding to the analysis in subsection 3.6.1.

In addition, it is found that most of the highly scored topics are the same from

the three seeded models, such as “paths”, “topology”, and “algorithm” had

occurred in both of the three seeded models; and the connecting words, such as

“may” and “In” had also appeared in both models. According to Table 3.4b, the

model with seed 1 shared 73.33% same items with the model with seed 2 in the

top 15 scored words from self-attention; model with seed 2 also shared 73.33%

same items with the model with seed 3; whereas the model with seed 2 shared

exactly the same items with model 3 for the top 15 scored words. It could be

drawn that, although the exact scores learned from different seeded models are

different, however, the weights demonstrated the pattern.

Third, the patter additive attention weights from models with different seeds

54



3. Source Representation

also demonstrated even higher consistency. According to Table 3.4c, more than

90% of the items in the top 15 highest scored candidates from additive attention

are the same, especially for the model with seed 1 and 2 from which all the highest

scored items are the same. In addition, the scores are of the items are very close

according to Figure 3.16, which also result in the same pattern, i.e. weight are

highly correlated with negative word-wise similarities according to Figure 3.15.

In summary, from the recommendation scores, and pattern of attention weights

from the model initialized with three seeds, it could be drawn that, although

the exact learned scores can be different, however, the final recommendation

performance, and pattern of the weights from two attention mechanisms would

stay consistent.

3.6.4 Summary for Attention Mechanisms

To further confirm the patterns of the learned weights, four additional samples

are provided (two samples from the DBLP dataset, and two samples from the

DBLP dataset) for analyses. In a nutshell, the findings are similar, where the

self-attention are relevant to the words with extreme similarity scores, which

include the topic-related words, such as “lexical”, “alignment”, and “syntactic”

from supplement sample 1 and 2, and connecting words, such as “we”, “by” from

supplement sample 1 and 2; whereas the additive attention emphasizes the words

with low similarities, including the topic-related words, such as “adaptive”, and

“spectral” from supplement sample 3 and 4, and the unique but irrelevant words,

such as “‘the”, and “”you”” from supplement sample 2, which are the wrong

words made from the prepossessing procedure, or “King” from supplement sample

4, which is unique, but irrelevant to the topic.

In summary, it could be drawn that the “relatedness” captured by the weights

of self-attention is correlating to the words with extreme pair-wise similarities,

which include both of the topic related words, and connecting words, similarly to

the supplemental examples in Appendix A.

Additive attention emphasizes the unique words (with low pair-wise similarities)

from the context, which are mostly topic-related words. However, in some occasions

where the words are not well pre-processed, they could be mistakenly recognized

as unique words.

In addition, according to the stability tests, although the exact learned scores
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can be different, the final recommendation performance and pattern of the weights

from two attention mechanisms would stay consistent.

3.7 User Tests

As discussed in this article’s introduction, scholars are generally relying on

“keyword-based” search engines to search for citations. However, due to the

over-simplicity of the input keywords, which may not carry adequate information

to reflect the searching intent of users, they often lead to unsatisfactory searching

results, especially when the potential papers’ titles do not contain the input

keywords.

It is considered that the current keyword-based systems may be limited when

applying for two types of scenarios:

1. Scenario 1: when a user would like to find a line of studies in a sub-field, the

target papers are difficult to be found by keyword matching with the titles of

target papers; whereas the context-based approach matches the semantics of

the local context and citations’ semantic embeddings which could result in

more accurate recommendations. As the example illustrated in Figure 3.17a,

a sampled piece of context from [95] in the upper left frame of the left part

shows that the author would like to cite a line of studies regarding “dialogue

system combined with mixed initiative dialogue strategies”. The terms such

as “dialogue system”, or “mixed initiative strategies” seem to be reasonable

as the keywords to be used in Google Scholar for searching. However, since

these terms are not fully contained in the title of the target paper which

is titled “A Robust System for Natural Spoken Dialogue” [96], so Google

Scholar could not effectively find it by matching the keywords with its title.

On the other hand, context-based recommender, DACR, directly takes the

local context as the input, along with additional inputs, such as the section

header and structural contexts, which carry richer information regarding the

searching need of the user. Regardless of divergent terms between the titles

and input keywords, the candidate citations from context-based systems are

found by matching their semantic embeddings and the semantic embedding

of the query context. Hence, the target paper was successfully found from

our experimental results as shown in the right part of 3.17a.
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(a) Scenario 1: keyword-

based searches are difficult

to find a line studies regard-

ing a sub-field by matching

the keywords with the ti-

tles; whereas context-based ap-

proach matches the semantics

of the local context and can-

didate citations which result

in more accurate recommenda-

tions.

(b) Scenario 2: keyword-based

system could not find the ex-

tract paper proposing a specific

approach (e.g. Constraint De-

pendency Grammar) if its ti-

tle does not contain the name

of the approach; whereas the

context-based system does not

fully rely on the terms of pa-

pers’ titles, and thus could ef-

fectively trace to the target pa-

per by matching the semantics

of local context and candidate

citations.

Figure 3.17: Two Scenarios where the context-based approach may generate more

effective results than keyword-based systems
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2. Scenario 2: when a user would like to find the source paper of a specific

approach, the keyword-based search engine would not be able to find if the

title does not contain the name of the specific approach; whereas the context-

based system could successfully find it by matching the semantics of the local

context and candidate citations. As the example illustrated in Figure 3.17b,

the local context selected from [97] shows that the author would cite the

paper which proposed the approach of “Constraint Dependency Grammar”.

However, the ground-truth paper’s title, i.e. “Structural Disambiguation

With Constraint Propagation” [98], does not contain the terms “Constraint

Dependency Grammar”. As a result, Google Scholar could not effectively

find the paper in the searching results as shown at the right frame of the

left part of the Figure 3.17b. On the other hand, as context-based systems

that do not fully rely on the terms of papers’ titles, it could effectively trace

to the target paper by leveraging the advantage of the semantics of the local

context.

It is presumed that the authors of the papers from our datasets also adapted

keyword-based systems (or maybe even physical libraries for the early papers)

during the writing of the papers. We would like to test whether additional

“ground-truth” papers should be cited but not successfully found out due to the

limitations of the keyword-based systems.

To this end, in this section, qualitative analyses are conducted to analyze the

“wrong predictions” from DACR to test whether there exists “additional ground-

truth” papers that the authors should cite; however, they are not successfully

found out due to the limitations of the searching tools. The tests are made for

two purposes: 1. test the effectiveness of context-based systems on detecting the

searching needs of the users; 2. test whether the system can help to check the

completeness of the citations for the reviewers of papers.

Specifically, three analyzers are hired to answer a questionnaire designed for

evaluation. The ten input context pieces (five from each of the datasets) are

selected from eight papers, each of which comes with 5 candidate references

recommended from the trained models (please refer to Table 3.5 and Appendix

B for the details of the contexts). The three analyzers comprise a third-year

doctoral student, second-year doctoral student, and second-year master student

majoring in computer science and specialising in natural language processing. For

the questionnaire, for each input context, the analyzers are required to answer the
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question “What is the ground truth paper about?”, which aims to evaluate which

topics are suitable to be cited in the context. This question is designed to allow

the analyzers to perceive the citation intent and hence can be adopted to check

whether the analyzers understand the context correctly. For each candidate, they

are asked to answer “Is the candidate paper suitable for use as a citation for the

context? Explain reasons, and rate from 0 to 5.”, which is designed to analyze the

candidates. The analyzers are expected to provide at least one sentence for each

question. The original answers to the questionnaire are provided in Appendix B.

To concisely demonstrate the answers, we summarize the citing intent of the

input contexts and the main topic of the associating candidates by using a succinct

number of words and the analyzers’ decisions according to the original answers

from the questionnaire in Table 3.5. If a candidate reference is agreed upon by two

or more analyzers to be cited, we indicate the reference to be “strongly relevant.”

A reference is indicated as “weakly relevant” upon only one analyzer’s agreement.

The candidate is marked as “not relevant” if no analyzer answered “yes” for the

decision. According to Table 3.5, out of the ten input contexts, six of them were

detected to have “strongly relevant” candidate(s), that is, input contexts 3, 5, 6,

7, 8, and 10, and eight of them have candidate reference(s) with one agreement,

that is, input contexts 1, 2, 3, 4, 6, 7, 8, and 9. In the following subsections, we

present the analysis of selected “strongly relevant” and “weakly relevant” samples

and evaluate the appropriateness of recommending the structural contexts.

3.7.1 Examination of “strongly relevant” recommendations

To specifically examine the “strongly relevant” candidates made based on two

or three agreements, two samples (one from each dataset) with three and two

agreements, respectively, from the questionnaire are selected to check the citing

intent of the input context and the main topic of the candidates from the original

texts and, therefore, to compare with the answers of the analyzers. We select

the input context 5 (IC5) from the ACL dataset, for which the forth candidate

(CAN4) reference is detected as “strongly relevant,” and input context 8 (IC8),

for which the first candidate (CAN1) is “strongly relevant.” The following shows

the text of IC5 from [99] where the “=?=” marker indicates the placeholder for

the recommendation.

“Many corpus-based MT systems require parallel corpora (Brown et al., 1990;

60



3. Source Representation

Brown et al., 1991; =?= ; Resnik, 1999). Kikui (1999) used a word sense

disambiguation algorithm and a non-parallel bilingual corpus to resolve translation

ambiguity.”

Perceptibly, it could be drawn from the context that the authors are citing

papers about machine translation that adapts parallel corpora for the placeholder.

The fourth candidate article (CAN4) by [100] is considered to propose an algorithm

for word correspondence between texts in different languages that could be adapted

for machine translation, as stated in their introduction:

“That is, we would like to know which words in the English text correspond to

which words in the French text. The identification of word-level correspondence is

the main topic of this paper.”

Hence, we consider CAN4 could potentially be cited by IC5.

The analyzers’ reviews for CAN4 are as the following:

• Analyzer 1: Yes. The candidate paper might be appropriate to be cited,

as it describes a word correspondence technique to be applied in machine

translation based on parallel corpora, which seems to suit the citing purpose.

Rate: 4.

• Analyzer 2: Yes. This study utilizes parallel corpora and aims to solve the

correspondence problem, which can also be applied to MT systems. Rate: 4.

• Analyzer 3: Yes. This study focused on identifying words corresponding

to parallel corpora, which is a finer-level problem in machine translation

tasks. Thus, this agrees with the citing intention. Rate: 4.

It could be inspected that all of the analyzers had correctly detected the citing

intent of the input context, and the main topic of the candidate article, and

therefore provided the agreements for citing.

Input context 7 (IC7) from the DBLP dataset was selected for examination.

The context from [101] states the following:

“Most of the current systems designed to solve this problem use ‘Facial Action

Coding System’, FACS [10] for describing non-rigid facial motions. Despite its

wide use, FACS has the drawback of lacking the expressive power to describe

different variations of possible facial expressions =?= .”

The sentence, including the prediction marker “=?=” indicates that the FACS

has a drawback. Hence, it is recognized that the context is looking for papers
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describing the drawbacks of the FACS algorithm. The second recommended article

(CAN2) for IC7 also addressed the same drawback in their introduction, which is

stated as follows:

“Most such systems attempt to recognize a small set of prototypic emotional

expressions, i.e., joy, surprise, anger, sadness, fear, and disgust. This practice

may follow from the work of Darwin [9] and more recently Ekman and Friesen

[13]... In everyday life, however, such prototypic expressions occur relatively

infrequently.”

The in-text reference “Ekman and Friesen [13]” appearing in the CAN2 context

denotes the same paper cited as “FACS [10]” in IC7, which proposed the FACS

algorithm. This indicates that the FACS algorithm is insufficient for expressing

facial motions that suit the citing intent of CAN2. The reviews from the three

analyzers are as follows:

• Analyzer 1: Yes. The candidate paper might be suitable to be cited, as it

also described the same drawback (lack of expressing facial expressions) in

the first paragraph. Rate: 4;

• Analyzer 2: No. This paper presents an automatic face analysis (AFA)

system to analyze facial expressions based on both permanent facial features

(brows, eyes, mouth) and transient facial features (deepening of facial furrows)

in a nearly frontal-view face image sequence. It cannot be applied in IC7

because it does not use a realistic parameterized muscle model and focuses

on designing features. Rate: 0;

• Analyzer 3: Yes. In this study, we developed an automatic face analysis

system based on FACS to analyze facial expressions on both permanent and

transient facial features. As it is a superior system to FACS, it shows the

limitation of FACS and thus becomes proper to be cited. Rate: 4.

According to the reviews, the first and third analyzers recognized the drawback

of FACS in CAN2, and therefore made the agreements. The second analyzer

detected the main topic of CAN2 correctly; however, he or she missed the point

of addressing the drawback. Nevertheless, the two agreements from the first and

third analyzers are potentially sufficient for making an appropriate decision.
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3.7.2 Examination of “weakly relevant” recommendations

The recommended articles with one agreement are denoted as “weakly relevant”

to the input context. It was found that although they would not suit the citing

intent of the input context precisely, they might have made points relevant to the

main topic of the input context and, therefore, could be additionally cited in a

comprehensive manner. Here, we analyze two “weakly relevant” samples, i.e. the

input context 1 (IC1) with the second candidate (CAN2) from the ACL dataset

and the input context 8 (IC8) with the third candidate (CAN3) from the DBLP

dataset.

IC1 is stated as the following [102]:

“...Aligning English-Chinese parallel texts is already very difficult because of

the great differences in the syntactic structures and writing systems of the two

languages. A number of alignment techniques have been proposed, varying from

statistical methods =?= to lexical methods(Kay and Röscheisen, 1993; Chen,

1993)...”

The context describes the difficulty of aligning texts in different languages,

and it looks for the statistical methods proposed to address this problem at

the placeholder. The main topic of the CAN2 article [103] is the proposal of

five statistical models for machine translation and methods for estimating the

associated parameters. Although proposing statistical methods for text alignment

is not the predominant purpose of CAN2, the proposed statistical models can be

applied to sentence alignment in different languages for translation according to

the context in its abstract [103]:

“We describe a series of five statistical models of the translation process and

present algorithms for estimating the parameters of these models, given a set of

pairs of sentences that are translations of one another. We define the concept of

word-by-word alignment between such pairs of sentences. For any given pair of

such sentences, each of our models assigns a probability to each of the possible

word-by-word alignments...”

The analyzers’ reviews are listed as the following:

• Analyzer 1: Yes. It might be suitable. The candidate paper proposes

a technique for machine translation that involves word-to-word alignment

via statistical methods. The paper is also cited in other places for the

introduction of machine translation and word alignment. Rate: 4;
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• Analyzer 2: No. The paper does not propose a new statistical technique

for aligning sentences; it details the methods for estimating the parameters

of five statistical methods. It is better to use papers that propose these five

statistical methods. Rate: 3;

• Analyzer 3: No. This paper presents a comparison of a set of statistical

models of the translation process and provides algorithms for estimating the

parameters of these models. However, it does not involve a text alignment

technique itself. Rate: 2.

From among the three reviews, the first analyzer recognized the two-fold purpose

of CAN2 and one that suits the citing intent. However, the second and third

analyzers merely noticed the most dominant purpose, that is, parameter estimation.

Based on the citing intent of IC1, the two-fold purpose of CAN2, and the three

reviews, it is argued that although not inevitably necessary, it could be cited in a

comprehensive manner or as an extensively related knowledge for the authors to

learn.

For the DBLP sample, IC8, the citing context is stated as follows [104]:

“On each cluster of speech segments, unsupervised acoustic model adaptation is

carried out by exploiting the transcriptions generated by a preliminary decoding step.

Gaussian components in the system are adapted using the Maximum Likelihood

Linear Regression (MLLR) technique (Leggetter & Woodland, 1995; =?=)...”

It is apparent that IC8 cites articles on the MLLR technique. The associate

CAN3 article [105] aims to propose a hidden Markov model (HMM) for speech

recognition according to the abstract stated as follows:

“In this work we formulate a novel approach to estimating the parameters

of continuous density HMMs for speaker-independent (SI) continuous speech

recognition...”

It seems that CAN3 had applied a different approach (HMM) to MLLR, which

is the citing intent of IC8. However, it should be noted that their HMM approach

detailed in section “3. SAT PARAMETER ESTIMATION,” is developed based

on the MLLR technique, as follows [105]:

“...In this work we model the speaker specific characteristics using linear regres-

sion matrices, motivated by the Maximum Likelihood Linear Regression (MLLR)

method [8, 6] that has recently shown to operate effectively in a variety of scenarios

of supervised and unsupervised speaker adaptation...”
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The applied HMM also comes with the Gaussian components mentioned in

IC8 [104] according to Equation 3 from CAN3 [105]. Hence, it can be concluded

that a part of the CAN3’s approach is constructed using the same mathematical

framework.

The three analyzers’ reviews are listed as the following:

• Analyzer 1: No. The candidate paper proposes a speech recognition based

on HMMs, which is different from the citing purpose. Rate: 0;

• Analyzer 2: Yes. This paper proposes an approach to HMM training for

speaker-independent continuous speech recognition that integrates normal-

ization as part of the continuous density HMM estimation problem. The

proposed method is based on a maximum likelihood formulation that aims to

separate the two processes, one being the speaker-specific variation and the

other the phonetically relevant variation of the speech signal. In addition, it

can be applied for speech recognition. Rate:4;

• Analyzer 3: No. This paper presented a novel formulation of the speaker-

independent training paradigm in the HMM parameter estimation process.

It has a low relevance to the purpose of the citation. Rate: 2.

It can be concluded that although the first and third analyzers detected the

main purpose of CAN3 to propose the HMM-based approach, they did not realize

the relevance between HMM and MLLR. Nevertheless, the second analyzer notices

the technical similarities between the two approaches and provides an agreement.

Based on the above analysis of IC8, CAN3, and the reviews, it is argued that

although the approach of CAN3 is not strictly based on MLLR, part of its approach

contains the same mathematical concepts as MLLR, and, therefore, could be cited

in a comprehensive manner to IC8, or as an extensive study by the authors.

3.7.3 Recommendation of structural contexts

Theoretically, DACR carries the information of structural contexts (defined in

Definition 2), which is supposed to recommend articles that are frequently cited

together. In other words, if a paper is cited by a paper, it may frequently

be recommended at other placeholders. Such a recommendation could lead to

better accuracy or redundancy. We quantitatively analyze the recommended
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structural contexts, out of which, we summarize the useful and redundant articles

to determine the effectiveness of the adoption of structural contexts.

According to Table 3.5, out of the 50 candidates in total, 12 candidates are

structural contexts (cited in the same paper), which implies that 24% of the

recommendations come from the citing paper.

Considering the 12 recommended structural contexts, 5 of them are indicated

to be “weakly relevant” and 3 of them are “strongly relevant” which result in

41.56% and 25% respectively, or 66.67% being at least “weakly relevant.”

According to the quantitative summaries on the performance of structural

contexts, the recommendations are generally effective as 66.67% of the structural

contexts is useful. Nevertheless, as these articles are likely to be already known

to the users, it is expected that the structural contexts are only adapted for a

“remainder” of the users. We subjectively judge that it is slightly redundant for

24% of the recommendation to be from the citing paper. Hence, we will consider

designing a penalty mechanism in future work to reduce the ratio of recommending

the structural contexts.

Overall, the results show that 6 of 10 sampled contexts have “strongly relevant”

candidates, which may imply that these would be the “additional ground-truth”

citations that the author did not notice due to the limitations of the searching

tools. In addition, although the “weakly relevant” citations might not be strong

enough to be used as citations, however, these citations might be helpful to provide

supplemental sources for studying the field in a broad view as they are also relevant

to some aspects of the field. It is believed that, after further optimizations of

the approach (such as adapting larger training datasets, and more sophisticated

models), context-based approaches could be applied for assisting the writing of

papers and checking the completeness of the citations.

3.8 Summary

In summary, regarding the module of source representation, two main tasks are

accomplished: detection of core citing intents via DACR, and adaptive detection

of citing intents via CBERT4REC.

They come with the following contributions:

• First, DACR considers three types of essential information: a section for

which a user is working and needs to insert citations, relatedness between
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the local context words and structural contexts, and their importance,

through self-attention and additive attention, which provided significant

improvements.

• Second, analyses are conducted to study the correlations between the learned

weights and the word semantics. It was found that the highly scored words on

“relatedness” by self-attention generally come with extreme similarity scores,

whereas the highly scored words on “importance” by additive attention are

considered to be unique words relevant to the main topic.

• Third, qualitatively analyses are conducted on the candidates recommended

by DACR for selected samples to evaluate whether there exist unnoticed

but appropriate citations for the authors. It is believed that, after further

optimizations of the approach (such as adapting larger training datasets, and

more sophisticated models), context-based approaches could be applied for

assisting writing of papers and checking the completeness of the citations.

• Last, the adaptive detection of citing intents can further improve the perfor-

mances under the on-the-fly scenario.

In future work, I will continue to explore the additional information to detect

the citing intent of users more accurately. Also, I will consider adopting more

sophisticated neural networks to further improve the performances.
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CHAPTER 4

Target Representation

Target representation represents the candidate papers’ content semantics and rec-

ommends both in-dataset and out-of-dataset papers according to their represented

semantic embeddings. Unlike the previous methods adapted the “label-based”

embeddings that do not carry the content semantics; and which also limited the

ability to recommend newly published papers. This study aims to construct a

universal content modelling to represent the content semantics of the existing

and newly published papers; hence, the recommendations can be matched by the

suitability of the content knowledge and recommend the newly published papers.

This chapter is structured as the follows: Section 4.1 discusses the motivation of

creating the content-dependent embeddings, Section 4.2 presents the past studies,

Section 4.3 illustrates the approach, and Section 4.4 provides the experimental

results and analyses.

4.1 Motivation

Previous works have considered adapting either “label-based” embeddings [24, 27]

or “content-based” embeddings [106] generated from abstracts for the embedding

of candidate papers. However, they might be constrained to comprehensively

represent the content semantics of the candidate papers from in-dataset and out-

of-dataset. For example, the label-based embedding is trained from classification
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objectives, which do not carry content semantics from the candidate papers. On

the other hand, the content-based embedding [106] leverages the abstracts to infer

the content semantics. However, the body content could include points that are

not contained in the abstract. Hence, embedding content semantics solely from

the abstracts would be limited to represent the content semantics comprehensively.

Third, owing to the limitations in comprehensively representing the content

semantics from the previous label-based and content-based embeddings, as well

as the adapted sentence-level neural network [106, 107], the recommendation

performances on in-dataset and out-of-dataset papers might also be constrained.

• First, CBERT4REC detects the citing intent directly from the manuscript in

a “macro-scope” by leveraging the sentences needing support, and the topic

semantics are obtained from incomplete updates of the manuscript. The

proposed dynamic context sampling strategy extracts the base context (the

local context) as the “backbone” for citing intent, and the superstructural

context (context from the finished content of the draft) as the topic knowl-

edge, and leverages the two extracted information to express the purpose

for citing of the user comprehensively.

• Second, CBERT4REC can extract the content semantics comprehensively

from the in-dataset and out-of-dataset candidate papers by covering the

essential points in the papers. The previous content-dependent method,

Specter [106] used abstracts for embedding the candidate papers, which

may not fully cover the essential points of a paper. We supplement the

abstracts with sentences containing essential points not included in the

abstracts for comprehensively embedding the content semantics. Inspired

by the unsupervised extractive summarization approaches [108, 109], we

propose “global centrality” for determining the essential sentences regarding

the topic semantics of a paper. We construct biased sampling distributions

to draw either sentences with similar points or distant points regarding the

main topic to supplement the abstracts for embedding.

• Third, based on the hierarchical transformer [110], we extend the previous

content-dependent approach on citation recommendation to be document-

level. In combination with the comprehensively captured content semantics

from dynamic sampling strategies, the proposed framework can provide
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provided superior performances on in-dataset and out-of-dataset recommen-

dations.

The in-dataset and out-of-dataset recommendations as well as the ablation test

are conducted, to verify CBERT4REC on four datasets.

4.2 Related Work

This section presents the relative studies regarding the task of creating content-

dependent embeddings.

Early embedding models are developed based on DNN-like neural networks,

such as Word2Vec [3] and Doc2Vec [38].However, they suffer from information

loss when they are applied to citation recommendation tasks. Later developments,

such as HyperDoc2Vec [24], and DACR [27], adapted specifically designed fine-

tuning models to recover lost information, thus improving the recommendation

performance. Recent NLP models adopt the transformer architecture [45] to

model universal language knowledge, such as BERT [46], which could be fine-

tuned for various downstream tasks, including answering questions and sentence

classification. HIBERT [110] extended the BERT model to embed document-level

texts for extractive summarization. Sentence-BERT [48] proposed a triplet BERT

encoder to conduct sentence-level similarity recognition tasks. This study further

extends the existing models for paper-level embedding and recommendation. We

modify and compose the hierarchical transformer [110] and triplet-transformer

[48] and use them in combination with a dynamic context sampling strategy to

construct a universal recommendation model for the task of “on-the-fly” citation

recommendations.

The previous context-based approaches [24, 26, 27] take a passage as the input

from the manuscript as a query (i.e., the stabilized context sampling) to find

the most relevant articles. Although potentially practical, their query vector

may be limited in expressing “macro-scoped” citing intents from manuscripts. In

addition, their citations vectors are label-based embeddings or content embeddings

by encoding the abstracts, which may not effectively represent the paper-level

semantics.

Thereby, it is proposed to adopt the transformer neural networks to generate

content modelling by learning the contents of academic papers and, hence, creating

the content dependent embedding, for better effective matching.
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4.3 Content-dependent BERT

4.3.1 Problem Definition

In this section, academic papers and citation relationships are defined fol-

lowing previous terminologies [24, 27, 26]. Based on these definitions, we define

the task of citation recommendation.

Definition 3 (Embedding Model). An embedding model is defined as a function

E which represents a paper H into a d-dimensional vector, i.e. h = E(H).

Definition 4 (Citation Recommendation). Given a source paper Hs, a collection

of papers H, and an embedding model E, the task is defined to find top k ranked

papers {H1,H2, ...,Hk} based on the geometric distances between embeddings of

H, i.e., H = E(H) and the embedding of Hs, i.e., hs = E(Hs).

4.3.2 The Model

CBERT4REC involves three main components: pre-training, dynamic sampling

and fine-tuning. Pre-training aims to model the contents; dynamic sampling

is proposed to sample the essential context to infer the citing intents from the

manuscripts, and content semantics from the candidate papers; and the fine-tuning

aims to optimize the embedded distances between the manuscript embedding the

ground-truth embedding.

Pre-training

The pre-training task aims to learn universal content knowledge from academic

texts. We adapted the hierarchical transformer [110] (see “Pre-training Architec-

ture” in Figure 4.1) with modifications on pooling strategies (we used MEAN

pooling instead of the EOS pooling from the original model) for aggregating

sentence-level representations, as shown in Equation 4.3.

The model comprises a sentence encoder to obtain sentence-level repre-

sentations, a document encoder to encode the document-level vectors and a

decoder to decode the masked sentences as the objective training task. The two

encoders adapted the same architecture of the transformer encoder [45]. Given a

paper H defined in Definition 1, its content words, Ŵ , is processed into sentences,
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Figure 4.1: The pipeline of CBERT4REC: the pertaining model, dynamic context

sampling and fine-tuning model

that is, H = (S1,S2, ...,S|H|), where Si = (wi
1, w

i
2, ..., w

i
|Si|) denotes a sentence with

words from Ŵ , where wi
j represents a word from the sentence Si. At the end of

each sentence, a special EOS (end-of-sentence) token is inserted.

The sentence encoder first embeds words from Si into vectors added its

positional embeddings, and then encodes the resulting embeddings using the

transformer encoder [45]. The output comprises |Si| word embedding vectors with

a preset dimension:

SI
i = {wi

j + pj|w i
j ∈ Si}, (4.1)

SO
i = TransformerEncodersent(S

I
i ), (4.2)

where wi
j is the j-th word from the i-th sentence; wi

j is the embedding of wi
j ; and

pj is the positional embedding for the j-th word. The final sentence embedding SO
i

composes resultant word vectors (w′i1,w
′i
2, ...,w

′i
|Si|). The MEAN pooling is then

adapted to aggregate the sentence vectors and added to its positional embedding:

Si =
1

|Si|
∑
j∈|Si|

w′
i
j + pj. (4.3)

The gathered sentence vectors (S′1,S
′
2, ...,S

′
|H|) are then transformed via the

document encoder , which is another transformer encoder embed sentences

with knowledge of neighbor sentences:
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Figure 4.2: Illustration of Dynamic Sampling Strategy: Manuscript Sampler and

Citation Sampler based on Global Centrality

H = TransformerEncoderdoc({S′i|Si ∈ H}), (4.4)

where H composes (d1,d2, ...,d|H|) are the content-dependent sentence embeddings

encoded from the document encoder for the final output.

We adapted the masked sentence task [110] as the training objective, where

15% sentences from the input are masked. The stacked transformer decoders are

adopted to decode the masked sentences.

Dynamic Context Sampling Strategy

After obtaining the pre-trained model, the algorithm conducts dynamic sampling

to generate the input contexts for the fine-tuning model as illustrated in Figure

4.1. Given a citation relationship, which involves a source paper (the manuscript)

and a cited paper. We designed two samplers to sample the contexts from the

source and cited paper:

• Dynamic manuscript sampler: samples essential context from the manuscript

(the source paper) to reflect the citing intent in a macro-scope, and also

simulate the “on-the-fly” scenario where an author is inserting new sentences;

• Dynamic citation sampler: samples essential context that ultimately

covers the essential points discussed in the paper.

Both the manuscript sampler and citation sampler are composed of two

essential components: base context and superstructural context. Base

context is relatively stable and functions as the “backbone” for inferring citing
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intent or content semantics, whereas superstructural context aims to provide

supplemental knowledge.

Dynamic Manuscript Sampler (Figure 4.2(a))

The base context of manuscript sampling includes three sentences: one before

the predicting citation, the sentence including the predicting citation, and one

after the predicting citation. Base context functions as the “backbone” to infer

the citing intent in a micro-scope. The superstructural context is defined as

a pre-set number of sentences selected from the finished content (the sentences

appearing before the predicting citation excluding the base context) to infer

the topic semantics of the manuscript. In addition, to simulate the “on-the-fly”

application scenario, from which a user is typing sentences continuously to the

manuscript, the algorithm is designed to randomly sample sentences from the

finished content as the superstructural context. For a default setting, we set the

manuscript sampler to include 30 sentences, which contains the 3-sentences base

context, and 27-sentences superstructural context, according to our maximum

GPU memory consumption.

Dynamic Citation Sampler (Figure 4.2(b))

The base context of citation sampling functions as the backbone for inferring

the content semantics. Inspired by the content-dependent approach from [106],

we defined the base context to be the abstract of a paper, because they include

the essential points from papers. However, the abstracts are still short in length,

which may miss stating some points from the body content; therefore, they may

lead to information loss for the embedded content semantics.

4.4 Experiments

This section presents the datasets, and analyze the experiments for in-dataset and

out-of-dataset test, and tests for dynamic sampling.
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Table 4.1: Statistics of the datasets for testing CBERT4REC

DBLP-1 DBLP-2 DBLP-3 ACL
In-common Papers btw

DBLP-1 and DBLP-2

Total Doc. / Cit. No. 50,000 / 96,698 50,000 / 160,797 50,000 / 145,079 20,405 / 103,557 10,000 (20%) / 16,496

Train Doc. / Cit. No. 38,436 / 51,747 38,475 / 99,220 38,475 / 90,256 16,634 / 57,721 6,866 / 8,101

Test Doc. / Cit. No. 4,270 / 13,674 4,274 / 18,944 4,274 / 16,498 1,848 / 18,522 401 / 1,720

New-paper Doc. No. 2,501 2,501 2,501 1,021 235

New-paper Test Doc. / Cit. No. 4,320 / 10,038 4,415 / 9,388 4,052 / 10,011 898 / 3,073 198 / 900

Mixed Test a Doc. / Cit. No. 4,793 / 19,966 4,750 / 21,417 4,410 / 21,832 902 / 10,467 245 / 1,970

aMixed test set contains all the papers in “new-paper test set”, however we only use the cited docs from the

“new-paper set” for conducting the new-paper recommendations, and cited docs from both of the “new-paper

set” and the “train set” for the mixed recommendations.

4.4.1 Dataset

Four datasets were adapted, including the ACL Anthology (2013 release) and three

datasets generated from the DBLP corpus1. The ACL Anthology corpus contains

20,405 full-paper texts, with 107,2418 citations, whereas the larger corpus DBLP

has 649,114 papers, with 2,874,303 citations. To cross-evaluate the performances

on out-of-dataset papers, we produced three datasets from the DBLP corpus, that

is, DBLP-1, DBLP-2, and DBLP-3, each of which contains 50,000 papers. The

three DBLP datasets were generated based on a “biased-individuality” strategy,

by which DBLP-1 and DBLP-2 share 20 % papers (10,000 papers) in common,

whereas the rest were all different. DBLP-3 contains completely different papers to

DBLP-1 and DBLP-2. We expect the DBLP-3 to function as an individual dataset,

whereas the common papers from DBLP-1 and DBLP-2 might help evaluate the

model’s stability. The complete ACL corpus was used for the fourth dataset.

The datasets were divided into four parts: a train set for training the models, a

test set for conventional (in-dataset) recommendation tasks, a new-paper set, and

a test set for new-paper (out-of-dataset) recommendations. The statistics of the

dataset are listed in Table 4.1. Five% of the papers published in recent years were

chosen as the new-papers, with 10% of the papers chosen from DBLP-1, DBLP-2,

and DBLP-3 as test set for new-papers, or 5% from the ACL dataset as the test

set for new-papers.

75



4. Target Representation

Table 4.2: Parameters of CBERT4REC

Transformer

Params

Block No. (L) Hidden Size (H) Attention No. (A)

6 768 12

Optimizer

Params

Update Schedule Warmup Updates Update Frequency

Inverse Square Root 1,000 (ACL) / 2,000 (DBLP) 4 (pretrain) / 8 (finetune)

Warmup Learning Rate Learning Rate Weight Decay

1e-7 (pretrain) / 1e-9 (finetune) 1e-4 (pretrain) / 2e-5 (finetune) 0.01

β1 β2 Dropout

0.9 0.999 (pretrain) / 0.98 (finetune) 0.1

4.4.2 Implementation Details

CBERT4REC was developed using Fairseq 0.50 [111] and PyTorch 1.2.0 [86]. The

baseline models, Word2Vec and Doc2Vec, were implemented using Gensim 2.3.0

[87], and HyperDoc2Vec and DocCit2Vec were developed using Gensim 2.3.0. The

DACR was developed using the Gensim 2.3.0, and PyTorch 1.2.0. SciBERT and

Specter were implemented based on Huggingface 4.2 [112].

The parameters for pre-training and fine-tuning model of CBERT4REC, and

Adam optimizer [113] are presented in Table 4.2. We ran 30 iterations of pre-

training and 3 iterations of fine-tuning for DBLP-1, DBLP-2, and DBLP-3 datasets,

or 300 iterations of pre-training and 4 iterations of fine-tuning for the ACL dataset,

as it was found that the smaller dataset required more iterations for the loss

function to converge.

The default parameters of the dynamic context sampling strategy were as

follows: For the manuscript, we set the total number of sentences to 30, which

includes the base context composed of three sentences (the sentence including the

target citation, the sentence before it, and the sentence after). Superstructural

contexts include 27 sentences randomly selected from the content before the base

context. For a citation paper, we set the total number of sampling contexts

to 60, including 30 sentences for the base context (randomly selected from the

abstract) and 30 for the superstructural context (randomly selected from the

body content). In addition to the default setting, subsection 4.4.6 describes

the tests that were performed using different settings of the sampling process

for manuscripts. We used the build-in Random function from Python3 to draw

samples from the generated biased probabilities as explained in Section , the

seeds are updated according to the present time of training, to make the random

1Both the ACL Anthology and the DBLP corpus were adapted from [24].
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numbers randomized ultimately.

Because of the limitations of our facilities, we did not conduct open-source

pre-training over a large-scale language dataset, as conducted in [46] and [110].

Instead, we directly began from the in-domain pre-training stage individually on

the DBLP datasets or the ACL dataset. We limit the maximum number of words

in a sentence to 50 words and the maximum length for a text to be 30 sentences.

For pre-training, texts with lengths longer than 30 sentences were sliced into

multiple texts. The batch sizes were set to 7 for pre-training and 1 for fine-tuning.

For the baseline models, Word2Vec and Doc2Vec were trained with an embedding

size of 100, a window size of 50, and default settings on the remaining parameters.

We also experimented with different sets of parameters; however, the variations in

the results were negligible. For HyperDoc2Vec, DocCit2Vec, DACR and Specter,

we adapted the same parameters from the original papers [24, 26, 27, 106]. For

SciBERT [107], we fine-tune the pre-trained model with for 3 iterations on DBLP-

1, DBLP-2, and DBLP-3, or 4 iterations on ACL (the same number of fine-

tune iterations as DBERT4REC). Specter and SciBERT were fine-tuned with

“augmented abstracts”, i.e. abstract concatenated with all the base contexts from a

paper. The objective is to allow these two algorithms carrying knowledge on both

abstract and citing intents, making them adaptable to our application scenario.

For the hardware, we used four GPUs, either Nvidia 1080Ti or T4, according

to the availability of servers for running the pre-trained model. Depending on

availability, the fine-tuned models were processed on two GPUs, including the

Nvidia 1080Ti, 2080Ti, and T4.

We applied ParsCit [84] to analyze the in-text citations that were replaced by

unique citation IDs for detection. ParseLabel [85] was applied to recognize the

abstracts and the rest of the section headers. CoreNLP [114] was applied to sepa-

rate the sentences. Rare words were compressed to reduce memory consumption

by applying byte pair encoding [115] with the adaption of the learned vocabulary

table from [110].
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4.4.3 Recommendation Methods for CBERT4REC and

Baselines

Baselines

We adapted six baseline models for comparisons: Word2Vec (W2V) [3], Doc2Vec

[38], HyperDoc2Vec (HD2V) [24], DACR [27], SciBERT [107], and Specter [106].

W2V and D2V are the two conventional embedding algorithms, which produce

fixed word embedding by preserving the information of the context they belong

to. HD2V and DACR are the two fine-tuning models based on D2V, to predict

the linked documents by their label embeddings. SciBERT and Specter are

the two latest models for the recommendation of scientific articles based on the

sentence-level transformer.

In-dataset Recommendation

Given a manuscript from the test set, we masked the citations and used the ones

from the train set as the ground truth for prediction. For CBERT4REC (CB4R

thereafter), we ran the citation sampler on all the papers from the train set and

encoded the sampled contexts as the candidate citation vectors by using the

averaged word vectors from the last layer. For each paper from the test set, we

ran the manuscript sampler on it regarding a masked location and encoded it

as a query vector. Citation vectors were ranked by taking cosine similarity

with the query vector. It was found that different similarity approaches yielded

similar scores; hence, we herein only report the scores computed using cosine

similarity.

For Word2Vec(W2V), Doc2Vec(D2V), HyperDoc2Vec(HD2V), Doc-

Cit2Vec(DC2V), and DACR baselines, we followed the same settings as those

provided in the original studies [24, 26, 27], which uses the 50 words before and

after a target citation as the base context. The query vectors were computed

as the average of the input embeddings of the base context. Candidate citation

vectors were produced using various approaches: For W2V, we use the output

word embedding of the citation IDs as citation vectors; for D2V: we use inferred

vectors from content words of a paper using the trained model; for HD2V, DC2V

and DACR: we use the output embeddings of citation IDs. Citation vectors

are ranked by dot product with the query vector adapted according to original
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methods. For SciBERT and Specter: citation vectors are the averaged word

vectors from the last layer of the encoder by encoding the abstracts; the query

vector was encoded by the base context (the sentences include, before and after

the target citation). The recommendations were ranked by cosine similarities.

Out-of-dataset Recommendation

We use the test papers’ citations not included in the train set to run out-of-dataset

recommendations and all the available citations (including in-dataset and out-of-

dataset citations) to run the mixed tests. The mixed tests could better comply

with the actual application scenario.

For CB4R, we concatenate the new-paper vectors and in-dataset citation

vectors to form combined citation embeddings. Recommendations were

made by ranking the cosine similarities between the manuscript vector and

combined citation embeddings.

We adapted different approaches for computing the new-paper vectors using the

baselines to yield the best results. For W2V: new-paper vectors are computed

as averaged word vectors from the content words; for D2V: we use the inferred

vectors from new-papers by the trained model as new-paper vectors; for HD2V,

DC2V and DACR: no infer -like functions available, so we use averaged vectors

from the content words of new-papers; for SciBERT and Specter: mean vectors

of the last layer by encoding abstracts via the trained encoder. Recommendations

were made by dot product for W2V, D2V, HD2V, DC2V, and DACR, or

cosine similarities for SciBERT and Specter.

4.4.4 Analysis on Recommendation of in-dataset Papers

This subsection presents the recommendation performances for the in-dataset

papers. We report Recall, mean average precision (MAP), mean reciprocal rank

(MRR), and normalized discounted cumulative gain (nDCG) at top 10 candidates

for evaluations. Five inferences can be made from the results presented in Table

4.3. First, CB4R outperformed all the baselines across all the datasets and

metrics by a significant margin, which testifies the approach’s effectiveness in

the “on-the-fly” scenario. Second, the dynamic sampling strategy could improve

CB4R compared with CB4R without dynamic sampling to improve the recall from

2% to 10%. Third, CB4R without dynamic sampling testified the effectiveness
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Table 4.4: “On-the-fly” Citation Recommendation for Manuscript at Different

Stages of Completion

Manuscript at Different Stages of Completion a Recall@10

Best Baseline (base context only) 18.78

CB4R without dynamic sampling (base only) 31.31

CB4R with Dynamic Sampling

Finishing@3Sents (base only) 41.35

Finishing@10Sents (3base+7super) 42.27

Finishing@20Sents (3base+17super) 43.75

Finishing@30Sents(3base + 27super, default) 49.76

atests were run on the model fine-tuned on DBLP-1 with 3 base + 27 superstructural context

(default setting)

Table 4.5: Recall@10 for tests on the divergent test sets

Test Set

Model DBLP-1

Model

DBLP-2

Model

DBLP-3

Model

ACL

Model

Best

Baseline

DBLP-1 Test Set 49.76 40.09 50.53 19.53 18.78

DBLP-2 Test Set 41.39 49.81 44.83 17.79 30.40

DBLP-3 Test Set 42.49 36.50 57.23 17.72 26.51

ACL Test Set 12.00 8.54 13.06 30.68 24.77

of the hierarchical transformer for producing paper-level embeddings compared

to SciBRET and Specter based on the conventional sentence-level transformer.

Third, owing to the different settings of the recommendation task of Specter

[106], from which they focused on finding the ground-truth paper in a pre-selected

25 candidates; and Specter emphasized to use the negative candidates who are

bibliographically coupled with the source paper; hence they might be constrained

in our scenario in which the whole collection of in-dataset papers should be

considered for optimizing the model. Fifth, the label-embedding-based approaches

(HD2V and DACR) provided the best results among baselines.

“On-the-fly” Recommendation Testing

CB4R is tested according to different completion stages of the manuscript. We

assumed that the manuscript has three completion stages: 1. The manuscript

contains 3 sentences (only the base context); 2. The manuscript contains 10
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(a) Test for kg of Global

Centrality

(b) Recall for kl of Local

Centrality

(c) Recall for α of Local

Centrality

(d) Tests of super-

structural Context in

Manuscript Sampler

(e) Tests of superstructural

Context in Citation Sam-

pler

Figure 4.3: Tests of kg of Global Centrality (a), kl and α (b) of Local Centrality,

and Different Levels of superstructural Context in Manuscript Sampler (d), and

Citation Sampler (e)

sentences in total (3-sentence base context and 7-sentence superstructural context);

and 3. manuscript contains 20 sentences. We generate the incomplete manuscript

by using the built-in Python3 random function to choose available sentences

randomly. Then, we use the trained CB4R model with default settings to encode

the generated manuscripts with the aforementioned amounts of context for tests.

The results are presented in Table 4.4. Each test was conducted three times to

report the average score for consistency. It was found that the model performed

acceptably during the early development of drafts, which achieved 41.35% on

recall@10 when the only base context is available, compared to 18.78% for the best

baseline and 31.31% for CB4R without dynamic sampling. However, as the author

is completing more content of the manuscript, the performances are improved.
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Table 4.6: Tests on the New (Out-of-Dataset) Papers

(a) Recall@10 for testing out-of-dataset papers from the original datasets (mixed /

new-paper results) (* p < 0.05)

Model DBLP-1 DBLP-2 DBLP-3 ACL

W2V 7.89 / 10.88 14.69 / 5.74 11.76 / 7.30 10.59 / 3.89

D2V 2.06 / 2.08 1.01 / 1.15 2.22 / 2.94 2.85 / 4.10

HD2V 1.53 / 0.36 3.16 / 0.20 0.90 / 0.51 2.60 / 1.32

DC2V 2.10 / 4.25 2.62 / 6.00 2.84 / 6.14 2.47 / 8.29

DACR 1.03 / 2.08 0.28 / 3.87 2.11 / 4.64 0.63 / 2.12

SciBERT 10.49 / 14.70 6.68 / 9.78 7.30 / 11.85 8.84 / 16.29

Specter 2.25 / 1.34 3.10 / 1.47 4.17 / 1.41 0.35 / 0.50

CB4R(No Dynamic Sampling) 26.25 / 15.22 30.65 / 13.85 37.72 / 22.28 16.07 / 13.02

CB4R (Dynamic Sampling) 33.64* / 23.09* 35.21* / 19.68* 45.17* / 28.25* 19.51* / 16.35*

(b) Recall@10 for tests on the divergent new-paper sets (mixed / new-paper results)

New-paper

Set

Model
DBLP-1

Model

DBLP-2

Model

DBLP-3

Model

ACL

Model

Best

Baseline

DBLP-1 New-paper Set 33.64 / 23.09 25.45 / 17.72 34.74 / 27.20 11.51 / 9.42 10.49 / 14.70

DBLP-2 New-paper Set 30.09 / 22.90 35.21 / 19.68 31.09 / 22.06 9.48 / 6.03 14.69 / 9.78

DBLP-3 New-paper Set 33.19 / 27.58 26.12 / 20.10 45.17 / 38.25 11.27 / 9.58 11.76 / 11.85

ACL New-paper Set 9.18 / 10.36 6.54 / 5.06 10.77 / 11.81 19.51 / 16.35 10.59 / 16.29

Testing on Divergent Test Sets

Different datasets might came with very different topics. To further evaluate

CB4R models’ ability on recommendations, we run cross tests of a trained model

on a test set from different datasets. The results are presented in Table 4.5.

First, the models performed poorly when the test sets were from different fields,

when inspecting the results produced from the DBLP models on the ACL test

set. Second, the ACL model performed poorer than the baselines on the DBLP

test sets. Overall, the results tend to be correlated with the size of the training

set; when training size is larger, the results are more effective on test sets from a

similar field; in addition, the field knowledge also significantly affects the trained

models’ ability.
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4.4.5 Analysis of the Recommendations of New (Out-of-

Data) Papers

In this sub-section, the new-paper and “mixed-paper” recommendations are

presented. Because the test set for new-papers can contain citations from either

the new-paper set or the train set, we predicted the citations from the new-paper

set to test new-paper recommendations and predict the citations from both the

new-paper and train set for “mixed” recommendations. Table 4.6a presents the

results on mixed and new-paper tests. Four points can be drawn from the scores of

recall@10, as illustrated in Table 4.6a. First, CB4R outperformed all the baselines

across all datasets, which confirmed its effectiveness on the recommendation

of new-papers. The dynamic sampling had provided significant improvements.

Second, the label-based embeddings (HD2V, DC2V, and DACR) performed the

worst, which suggests that content semantics are helpful in the recommendation

of new-papers. Third, W2V produced the best baselines scores due to the citation

embeddings generated based on the complete content of the candidate papers.

Fourth, although SciBERT and Specter preserved content semantics in their

citation embeddings, they solely used the abstracts that may not fully contain

the essential points of the papers, so they did not outperform W2V and CB4R.

Testing on Divergent New-Paper Sets

New-papers might come with very different knowledge and appearances compared

to papers from different fields or published years ago. To further evaluate CB4R

models’ ability to recommend new-papers that are significantly different from

the in-dataset papers, we run cross tests of a trained model on a new-paper

set from different datasets. The results are presented in Table 4.6b. First, the

models trained from the DBLP datasets outperformed the baselines on other

DBLP new-paper sets. Second, all the models trained from the DBLP datasets

outperformed the baselines tested on the original new-papers sets. Third, models

did not perform well across the DBLP and ACL datasets. Overall, the models

might be applicable across datasets if they are related to similar fields; however,

they are constrained if they come with a high divergence in knowledge.

84



4. Target Representation

4.4.6 Tests on Dynamic Sampling

This section aims to present the tests on different settings of manuscript and

citation sampler and the ablation tests.

Test on Dynamic Manuscript Sampler

The effects are tested from different levels of superstructural context in manuscript

sampling. Different amounts of context, including 3 (only base context), 10 (3

base context + 7 superstructural context), and likewise for 20 sentences, were

compared to the default setting of 30 sentences. In contrast to the tests presented

in Table 4.4, we fine-tuned CB4R from scratch with the aforementioned settings

on manuscript sampling. According to Figure 4.3d, it is found that the model

provided significant improvements when the amount of superstructural context is

beyond 17 sentences. Generally, more sampled sentences in the dynamic sampled

lead to higher performances. Given the constraint of our GPU memories, 17

sentences of superstructural context provide the optimal solution.

Tests on Dynamic Citation Sampler

This subsection aims to the effectiveness of global and local centrality and the

amount of sampled context in citation sampler. We run the tests on the DBLP-1

dataset.

Test on Global Centrality Tests are conducted on the global centrality in the

citation sampler by adjusting the kg values. kg is the parameter for determining

whether to sample sentences containing similar or dissimilar points with the

abstracts as explained in Section 4.3.2. According to Figure 4.3a, the trend of

the performances across different kg values peaks at 0.75, which means that the

sentences containing similar points to the abstract are down-weighted; whereas

the sentences containing dissimilar points to the abstract are up-weighted. The

performance drops to about 44% on recall which is closed to the performance

when only the abstract is used, according to Figure 4.3e when kg equals 1.00 and

1.25, since the algorithm mostly selected the sentences similar to the abstract.

The performances fluctuate around 46% when kg is lower than 0.75, where the

sentences dissimilar to the abstract are gained higher chances to be selected,

implying that a higher portion of dissimilar sentences is not helpful. Overall, the
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abstract needs to be compensated for additional information; however, a small

proportion of sentences dissimilar to the abstract are also needed.

Test on Local Centrality

Tests are additionally conducted on the sampler with both global and local

centrality inspired by [109] in subsection. The local centrality aims to find

the most “popular” sentences in the body content by computing the sum of the

sentence-wise similarities. However, it is found that CB4R did not provide superior

performances by combining the global and local centrality than solely adapting

the global centrality. It might be because the local centrality did not consider the

abstract. In summary, global centrality suits our abstract-based sampling strategy

better and produces the best performances.

Local centrality aims to find the “popular” sentence among the body content.

The body content of a paper is arranged as a graph, where all the sentences

appearing before a target sentence are treated as in-links, and the sentences

appearing after it are taken as the out-links. The in- and out-links are weighted

differently but summed to 1. The weighted sum of all the link weights is defined

as the local centrality of a sentence. The equation is illustrated as:

LocalCentrality(Si) =
i−1∑
f=1

|H|∑
b=i+1

α · sim[E(Sf ),E(Si)]−

(1− α) · sim[E(Sb),E(Si)],

(4.5)

where Sf defines a front sentence appearing before Si, and Sb indicates a sentence

appearing behind Si. The kl parameter adjusts whether to pick the “popular”

sentences for higher probabilities, or “unpopular” sentences for higher probabilities

to supplement the abstract, similar to kg in global centrality:

• when kl = 1 , then the probability of a sentence to be drawn is proportionally

dependent on the proportion of its local centrality score weight accounted

for the sum of all sentences;

• when kl = 0, then the sampling is random;

• when 0 < kl < 1, then the probability for drawing the popular sentences

(high local-centrality) in the body content are down-weighted, the sentences

which are relatively unpopular are gained extra probabilities to be selected;
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• when kl > 1, then the popular sentences (high local centrality) are gained

extra probabilities;

• when kl < 0 , then the unpopular sentences are gained extra probabilities.

The front and behind sentences contribute differently to the centrality of Si [108],

so we set hyper-parameter α to define the importance weight of the front sentences,

and (1− α) to be the weight of the sentences appearing behind.

• when α = 0.5, then the former and behind sentences are assigned the same

weight;

• when α < 0, then the behind sentences are gained extra probabilities;

• when α > 1, then the former sentences are gained extra probabilities;

• when 0 < α < 1 , then the probabilities for drawing the former sentences

are down-weighted.

First, the kg value is fixed to be 0.75, and the α value to 0.50 (the fore) and

adjust the kl values to test kl. According to Figure 4.3c and 4.3b, it is found that

the scores produced by using both global and local centrality are lower than solely

adapting global centrality. The best scores were produced when kl is 0.50. Then,

kl and test the α values are fixed to test the effects of former and latter sentences.

It is found that, the best score is produced when α is 1.0, when the probabilities

are proportional to the summed similarity scores of the former sentences. However,

adapting both local and global centrality generates lower performances than solely

adapting the global centrality, hence results are mainly reported by adapting the

global centrality in the main report.

Test on Superstructural Context in Citation Sampler

We tested the effect from different levels of superstructural context in the

citation sampler. Different amounts of superstructural context, including 30 (only

base context, i.e. abstract), 40 (30 base context + 10 superstructural context),

and likewise for 50 sentences, were compared to the default setting of 60 sentences.

We fine-tune CB4R with the aforementioned settings to compare with the default

setting. The results are presented in Figure 4.3e. The trend shows that, as

more superstructure context is sampled, the better the performances. Given the

constraint of our GPU memories, 30 sentences of superstructural context provide

the optimal solution.
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4.5 Summary

This study proposed CBERT4REC, a content-dependent embedding model with a

dynamic sampling strategy for “on-the-fly” citation recommendations, to assist

researchers in writing their academic manuscripts and the reviewer to check the

citations. CBERT4REC has the following advantages. First, it can extract citing

intents from incomplete manuscripts from the extracted topic semantics and

semantics preserved from the based context. Second, it can comprehensively

extract the content semantics by leveraging the essential points from a paper to

provide effective in-dataset and new-paper recommendations. Third, the neural

network is constructed based on paper-level architecture.
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CHAPTER 5

Citation Relation Mining

This chapter aims to leverage the information preserved in the citation networks

to improve the performances in citation recommendations. It includes two tasks:

first, it considers utilizing the structural contexts (previously existing citations in

a manuscript) to enhance the performances; second, it proposes novel objective

functions to retrieve co-citations more effectively.

This chapter is structured as follows: the motivations for designing the two

tasks are presented in Section 5.1, the approaches are illustrated in Section 5.3

and 5.4. The experimental results and analyses are discussed in Section 5.5.

5.1 Motivation

Previous methods generally considered adoption of local contexts to infer citing

intents, however, it is argued local contexts may not be effective in the on-the-fly

scenario:

• First, when applying for the on-the-fly scenario, the inserted citations in the

fleshed-out content could be adopted to explore the citing intents further;

• Second, the previous methods do not consider recommending frequent co-

citations from the historical citation patterns;
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To this end, we propose two novel methods to enhance the context-based

approaches, namely DocCit2Vec and MP-BERT4CR. The former leverages struc-

tural contexts, i.e. the inserted citations in the fleshed-out content of the input

manuscript, to define the citing intent of the users further and reduce the re-

dundancy of recommendations. The latter approach proposed a novel objective

function to retrieve co-citations more effectively. The underlying logic is: “if two

papers are frequently co-cited in the past, and one of them is given, then another

one should be recommended.”

5.2 Related Work

The context-based approaches for citation recommendation, e.g. Word2Vec [3, 37],

Doc2Vec [38], and HyperDoc2Vec [24] might be limited to be applied in on-the-

fly scenario for citation recommendations, since they do not explicitly consider

leveraging the previously existed citations from the user and recommending

co-cited papers from the historical patterns.

The co-citation relationship is initially defined as two (or more) prior works are

cited together by the later literature [116]. According to the qualitative analyses

by [116], the majority of the co-cited papers come with direct citation relations

and bibliographic coupling relations. Co-citations also demonstrated strong topic

relatedness. [117] testified the strong strength between co-citations through human

examiners. [30] conducted recommendation tasks for co-citation recommendations;

however, the adapted datasets are relatively small (about 20,000 papers), and

they did not comprehensively compare with best-performed baselines and tasks

for non-co-citations. In this paper, we leverage the information of strong topic

relevance carried by co-citation pairs pointed from the prior works to improve the

recommendation performances by building noise distributions and optimizing via

multi-positive objective functions.

5.3 Leveraging structural contexts via DocCit2Vec

DocCit2Vec involves two steps: embedding the content and fine-tuning the paper

features. The first step aims to represent each paper and content word into the

vector space to reflect their semantic meaning. We adapt the pv-dm [38] model

to accomplish this task. It learns two vectors (IN and OUT) for each word,
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Figure 5.1: Overview of DocCit2Vec

denoted as wI and wO, respectively, and an IN vector for each paper id. The

paper and word vectors are trained by predicting the target words selected from a

preset-sized context from the documents. The trained paper vectors aim to reflect

what content words it includes. The trained word vectors preserve the context

information.

The second step aims to fine-tune the learnt paper and word vectors with unique

features of academic papers. DocCit2Vec conceptualizes the learning process as

the prediction of a target citation such that an embedded document vector carries

the information of a target citation. During training, the model generates a

series of citation relations as shown in Figure 5.1. For each citation relation, one

publication from the citation list of the paper H is picked as the target, and the

surrounding context and structural context are used as known information to

maximize the occurrence of the target citation by updating the parameters (i.e.,

the embedding vectors) of the neural network. The model learns two embedding

vectors, namely an IN vector dO and an OUT vector dO for each document, where

dI characterizes the document as a citing paper and the OUT vector dO encodes

its role as a cited paper [24]. In addition, the model learns an IN vector wI for

each word.

To be more specific, we adopt the retrofitting technique as in [24], which

initializes a predefined number of iterations based on the pv-dm model and then

uses the learned vectors as the “base” vectors for training DocCit2Vec as the
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fine-tuning process.

Two architecture of DocCit2Vec are proposed: DocCit2Vec-avg, which uses a

conventional average hidden layer, and DocCit2Vec-att, which uses an attention

hidden layer.

5.3.1 DocCit2Vec-avg: DocCit2Vec with an Average Hid-

den Layer

The architecture of DocCit2Vec-avg is founded on the pv-dm structure of Doc2Vec

[38] and HyperDoc2Vec [24]. An overview of the model is shown in Figure 5.1.

It involves an Input Layer to initialize an IN document matrix DI and an IN

word matrix WI, and an Output Layer to initialize an OUT document matrix

DO. To optimize the embedding vectors, the model take a citation relation

〈dH , dt, {dn|dn ∈ Dn}, {w|w ∈ C}〉 as input, and averages over the corresponding

IN vectors of dH , {dn|dn ∈ Dn}, and {w|w ∈ C}. The output layer is computed

using a multi-class softmax classifier, and the output value is regarded as the

probability of occurrence of dt.

To learn all the citation relations C, the model is statistically expressed as

max
DI,DO,WI

1

|C|
∑

〈dH ,dt,Dn,C 〉∈C

logP (dt|dH ,Dn,C ). (5.1)

The hidden layer of the neural network is expressed as

x =
1

1 + |Dn|+ |C |

(
dI
H +

∑
dn∈Dn

dI
dn +

∑
w∈C

wI
w

)
. (5.2)

The output layer employs a multi-class softmax function, which is represented as

P (dt|dH ,Dn,C ) =
exp

(
xTdO

dt

)∑
d∈D exp

(
xTdO

d

) . (5.3)

The negative sampling technique [37] is adopted to optimize the efficiency of

the training procedure, and the objective function (Equation (5.3)) yields

log σ
(
xTdO

dt

)
+

∑
dj∈Dneg

log σ
(
− xTdO

dj

)
, (5.4)

where dO
dt

represents the OUT embedding vector of the target document dt and

Dneg = {dj|j = 1, ..., n} is the set of negative sampled documents sampled from

the noise distribution Pn(d).
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The gradient descent optimizer is used to update the parameters. Each param-

eter is updated based on its gradient and a pre-set learning rate. The derived

equation for the OUT vectors is:

d
O (new)
dj

= d
O (old)
dj

− η(σ(xTd
O (old)
dj

− ttj)) (5.5)

where d
O (new)
dj

is the updated OUT embedding vector of a document dj from the

set {dt} ∪ Dneg, d
O (old)
dj

is the embedding vector in the previous iteration, η is the

learning rate, and the term tij equals one if dj is the target document and zero

otherwise. The derived equations for the IN vectors are as follows:

d
I (new)
di

= d
I (old)
di

− 1

|Dn|+ |C |+ 1
· η · EH, (5.6)

wI (new)
w = wI (old)

w − 1

|Dn|+ |C |+ 1
· η · EH, (5.7)

where d
I (new)
di

and d
I (old)
di

are the IN embedding vectors of a document di from

the set {dt} ∪Dn after and before the update, and w
I (new)
w and w

I (old)
w are the IN

embedding vectors of a word w from the set of contextual words {w|w ∈ C} after

and before the update, respectively. Further, EH is the back-propagated gradient,

which is represented as

EH =
∑

dj∈{dt}∪Dneg

(σ(xTdO
dj
− ttj)) · dO

dj
. (5.8)

5.3.2 DocCit2Vec-att: DocCit2Vec with an Attention Hid-

den Layer

The architecture of DocCit2Vec-att adopts the same architecture as that of

DocCit2Vec-avg as shown on the right-hand side of Figure 5.1, except that the

average hidden layer is replaced by an attention layer, inspired by [76]. In addition

to the original parameters of DocCit2Vec-avg, a weight vector K ∈ R1×(|D|+|W |) is

introduced in the attention layer, where each value denotes the importance of a

word or document. The model is statistically expressed asThe gradient descent

optimizer to update the parameters. Each parameter is updated based on its

gradient and a pre-set learning rate. The derived equation for the OUT vectors is:
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max
DI,DO,WI,K

1

|C|
∑

〈dH ,dt,Dn,C 〉∈C

logP (dt|dH ,Dn,C ) (5.9)

In contrast to the average hidden layer, the attention layer computes a weighted

sum of an individual word and a document by multiplying the vector and its

weight ratio, which is expressed as follows:

x = dI
H · aH +

∑
dn∈Dn

dI
dn · adn +

∑
w∈C

wI · aw . (5.10)

The terms aH , adn , and aw are the associated weight ratios for the documents

dH and dn and the word w . The weight ratios are computed using the matrix K

as follows:

ai =
exp ki∑

k∈{dH}∪Dn∪C exp kk
. (5.11)

Equation (5.4) is kept the same as the objective function. The update equation

is also identical to Equation (5.5) for the OUT vectors. The derived equations for

the IN vectors are as follows:

d
I (new)
di

= d
I (old)
di

− adi · η · EH, (5.12)

wI (new)
w = wI (old)

w − aw · η · EH, (5.13)

where ai or aw is the weight ratio for the input document di ∈ {dt} ∪ Dn or input

word w ∈ C . The gradient term EH is the same as that in Equation (5.8). The

update equation for a weight kj in the attention layer, where k ∈ {dH} ∪ Dn ∪ C ,

is derived as

k
(new)
k = k

(old)
k − η · EH · EA, (5.14)

where EA is the gradient of the objective function with respect to the weights of

the attention layer:

EA =
∑

i∈{dH}∪Dn∪C

ai · (tik − ak) · eI
i , (5.15)

where tik equals one if k is i and zero otherwise. Further, eI
i is the embedding IN

vector of a document dI
i or word wI

i .
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Figure 5.2: Illustration of Optimization Strategies

5.4 Multi-positive optimization for retrieving co-

citations

Based on the CBERT4REC model proposed in Section 4.3, we propose a series of

optimization strategies to retrieve co-citations more effectively.

For the query context with multiple ground-truth citations, in addition to

the target citation, we sample a pre-defined number of citations according to

their historical co-citation frequencies with the target citation as the additional

positive samples. Noise distribution is built based on the historical frequencies

of co-citation pairs, so both high frequent and low-frequent pairs are assigned

a probability to be drawn. High frequent pairs are assigned a relatively higher

probability since it is likely for a pair to be co-cited again if they are frequently

cited before. The probability for low-frequent pairs can be adjusted by the power

value, which is set to 3
4

for a default value in Equation 5.16.

Specially, given Ht∗ as the target ground-truth citation for prediction, and Hp

for the full list of co-citations, the algorithm samples n number (a pre-defined

value) of positive citations from the paper collection Hd via the noise probability

distribution [3]:

p(Hti ∈ Hp) =
frequency(Ht∗,Hti)

3
4∑

Htj∈Hd
frequency(Ht∗,Htj)

3
4

, (5.16)

where frequency denotes the count of the two input papers being appeared as

co-citations from the dataset. The number of positive samples is set to be 3, as it

is found that the number of co-citations with greater than 3 items are neglectable

small in our datasets.
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A negative sampling strategy is adapted to pick the papers which are not cited

by the input context as the targets for similarity minimization. The objective is

that irrelevant papers should not appear in the top recommendation list.

The negative citations are sampled based on their occurrences as citations. The

underlying intuition is that if other papers frequently cite a paper, however, it is not

cited by the input context, then it would be drawn more frequently for similarity

minimization between it and the input context. Similar to positive sampling, a

noise distribution is constructed based on their occurrences as citations:

p(Hi ∈ H) =
count(Hi)

3
4∑

Hj∈H count(Hj)
3
4

, (5.17)

where H denotes all the papers in the dataset except the positive citations; and

count denotes the number of occurrences as citations of a paper. A pre-defined m

number of papers are picked from the distribution as negative samples, noted as

Hns. We set m to be 4 in this study.

Multi-Positive Triplet Objectives are designed to optimize the algorithm for

recommending multiple positive citations.

Suppose a piece of context in the manuscript,Hs containing the ground-truth

citation, Ht, along with N number of co-citations Ht, i.e., H1
c , ...,HN

c . The

algorithm retrieves n positive samples {Hn
c |1 ≤ n ≤ N} from Equation 5.16, and

m negative samples {Hm
ns|1 ≤ m} from Equation 5.17.

We propose multiple positive objectives considering the multiple positive sam-

plings by modifying the original triplet-encoder [48, 118] which originally considers

one target and one negative sample:

max(||ds − dt|| − ||ds − dns||+ ε, 0), (5.18)

where ||.|| denotes euclidean distance, and ε is the margin which is normally set

to 1. The original triplet loss implies that the embedding of the manuscript is

only guaranteed to be geometrically closed to one target citation. When applying

for recommending multiple positive citations, this training objective might be

limited.

Hence, the three multi-positive triplet objectives are proposed so that the

embedding of the manuscript ds should not only be geometrically closed to one

target citation dt, but also be closed to the other positive citations {dn
c |1 ≤ c ≤ n}.
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Meanwhile, the manuscript embedding should be distanced to the m number of

negative embeddings {dm
ns|1 ≤ m}.

Three strategies were designed to achieve the objective, which is illustrated in

Figure 5.2:

• “Target-based” optimization strategy: Minimize the distance between

ds and dt, and the distances between dt and {dn
c |1 ≤ c ≤ n}. Hence,

when dt is found to be similar, embeddings {dn
c |1 ≤ c ≤ n} could also be

recommended.

• “Source-based” optimization strategy: Minimize the distance between

ds and dt, and the distances between ds and {dn
c |1 ≤ c ≤ n}, so that given

ds, the both of the target and positive citations could be retrieved.

• “Source-target-based” optimization strategy: Combining “target-

based” and “source-based strategies, it is proposed to minimize the

distances between ds, and both of the target and positive embeddings, and

the distances between the target and positive embeddings.

Based on the N-tuplet loss function [119], we propose three designs of multi-positive

triplet objectives following the aforementioned strategies:

• Multi-positive target-based triplet (mpt-tgt):

Lmpt−tgt = log(1 +
n∑

i=1

m∑
j=1

exp(||ds − dt|| − ||ds−

dj
ns||) + exp(||di

c − dt|| − ||di
c − dj

ns||)) (5.19)

• Multi-positive manuscript-based triplet (mpt-src):

Lmpt−ms = log(1 +
m∑
j=1

exp(||ds − dt|| − ||ds − dj
ns||)+

m∑
j=1

n∑
i=1

exp(||ds − di
c|| − ||di

s − dj
ns||)) (5.20)
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• Multi-positive source-target-based triplet (mpt-src-tgt):

Lmpt−src−tgt = log(1 +
m∑
j=1

exp(||ds − dt|| − ||ds − dj
ns||)+

m∑
j=1

n∑
i=1

exp(||ds − di
c|| − ||ds − dj

ns||)+

m∑
j=1

n∑
i=1

exp(||dt − di
c|| − ||dt − dj

ns||)) (5.21)

We set the maximum number of positive samples to be 3, since the number

of co-citations with greater than 3 pairs is neglectable small from our datasets.

Mpt-src-tgt is set to be the default objective for experiments since it is testified

to be the most effective objective according to Section 5.5.2.

5.5 Experiments

This section presents the experimental results for DocCit2Vec when adapting the

structural contexts for citation recommendations and MP-BERT4CR for retrieving

co-citations.

5.5.1 Tests by adapting structural contexts via DocCit2Vec

We designed two categories of experiments to validate the model: citation recom-

mendation tasks to verify the recommendation ability and classification tasks to

explore the model’s strength further.

The experiments for citation recommendation were conducted on two datasets,

namely DBLP and ACL Anthology [24] as illustrated in Section 3.5.1. Our model

was compared with two categories of baseline approaches, i.e., document-based

methods (Word2Vec, Doc2Vec, and HyperDoc2Vec) and network-based methods

(DeepWalk, LINE, and Node2Vec). In addition, we adopted a hybrid method that

combines DocCit2Vec with a network embedding method to determine whether

the combined information can provide supplementary performance. We defined

the recommendation tasks as a ranking problem in which a query extracted from

a document is converted into vectors based on the learned embedding models,

and we then ranked the document vectors by taking the dot product with the

converted query vector (the details are presented in Section 5.3).
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Two classification-based experiments were conducted: 1) a topic classification

experiment and 2) a classification experiment on the functionality of the citations.

The first experiment classifies the research field of a given document according

to the Cora dataset 1. Document embedding vectors trained from the DBLP

dataset are employed and coupled with a support vector machine (SVM) classifier

to classify the topics. This experiment aims to verify the capability of document

vectors from the DocCit2Vec model in classification tasks. The second experiment

uses word vectors to classify the purpose of citing a paper based on the dataset

from [120]. The word vectors are learned from the DBLP dataset and coupled

with an SVM classifier. The Cora dataset for the topic classification experiment

includes 5,975 papers. Each paper is labelled with the research field it belongs

to (“Artificial Intelligence”, “Information Retrieval”, “Networking”, etc.), i.e., a

total of 10 classes. The citation functionality dataset [120] contains 2,824 citation

contexts, and each context is annotated with a function, e.g., comparing methods

(CoCoGM), comparing results (CoCoR0), and neural description of the cited work

(Neut).

Implementation and Settings

Three baseline models based on document embedding, namely Word2Vec, Doc2Vec,

and HyperDoc2Vec, were implemented using the Gensim package [87], which also

served as the foundation for developing DocCit2Vec. We adopted the same hyper-

parameter settings as in [24]. For Word2Vec, the embedding size was set to 100

with the cbow structure, and the default Gensim settings were followed. For

Doc2Vec, the same embedding was adopted with the pv-dbow structure, and the

rest of the settings were the default ones. For HyperDoc2Vec, the same settings

as those in [24] were adopted: embedding size, 100; window size, 50; iterations,

100 and 1000 negative samplings; initialization of Doc2Vec, 5 epochs. DocCit2Vec

used the same settings as HyperDoc2Vec.

The network-based methods were implemented with the code from the authors’

GitHub repositories 2. The embedding sizes were set to 100 and the rest of the

settings were the default ones.

1https://people.cs.umass.edu/˜mccallum/data.html
2DeepWalk: https://github.com/phanein/deepwalk

LINE: https://github.com/tangjianpku/LINE

Node2Vec: https://github.com/aditya-grover/node2vec
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The models were implemented on a Linux server (12-core Intel Xeon E5-1650

CPU and 128 GB memory) installed with Anaconda 5.2.0 and Gensim 2.3.0.

Methodology for Citation Recommendations

For the document-based baseline methods (Word2Vec, Doc2Vec, and Hyper-

Doc2Vec), as Word2Vec and Doc2Vec do not explicitly model the citations, we

adopted the “citation as word” [40] and “context as content” [24] approaches for

the recommendation tasks.

In the “citation as word” approach [40], the citations are treated simply as

words. This approach was adopted for Word2Vec (denoted as W2V in Table

5.1 and Table 5.2) and Doc2Vec (denoted as D2V-nc in Table 5.1 and Table

5.2) algorithms. For “citation as word” via Word2Vec, the average vector of the

contextual words, i.e., 50 words before and after the citation, are used as a query

to rank the IN word embedding vectors of all the IN vectors of “citation words”

by the dot product. For Doc2Vec (D2V-nc), we used the learned model to infer a

vector based on the input IN vectors initially and then rank the IN vectors of the

documents by cosine similarity, as we found that cosine similarity provides higher

scores than the dot product.

In the “context as content” approach [24], the citations are removed, and the

context words surrounding a cited document are copied into the cited document

as the supplementary content. This approach is conducted based on Doc2Vec

(denoted as Doc2Vec-cac in Table 5.1 and Table 5.2); the embedded vectors of the

“augmented documents” are treated as citation vectors. Recommendations are

made by ranking the IN document vectors with cosine similarities to the inferred

vectors by the IN vectors of an input context.

The models of HyperDoc2Vec [24] and DocCit2Vec explicitly embed citations

using the OUT matrix; hence, we use the query vector to rank the OUT vector of

the documents by the dot product. For HyperDoc2Vec, the query vector is the

average IN vector of the context words. For DocCit2Vec, the query vector is the

average IN vector of the context words and the structural contexts.

For more comprehensive comparisons, we employed three other baseline models

based on network embedding: DeepWalk [13], LINE [14], and Node2Vec [12].

A directed citation graph is initially built, in which every node represents a

paper, and an edge expresses a citation relation. If paper A cites paper B , then

the edge is directed from A to B . The document embedding vectors are learned
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5. Citation Relation Mining

from the citation graph through the aforementioned methods.

As the network methods do not model the word information, we adopt the

“seed papers” approach from [11], which takes a collection of “known to be relevant

references” as input and thus extend the list. We consider the case 1 and case 2

scenarios described in Section 3.5.1, in which the structural contexts are used as

the “seed papers”. Recommendations are made by ranking the node embedding

vectors based on the average vector of the seed papers by the dot product.

To compensate for the lack of word information in network-based methods, we

consider combining document and network embedding. For each document, we

compute the sum vector learned from DocCit2Vec and DeepWalk (denoted as

“DC2V-avg+DW” in Table 5.1 and Table 5.2), or from DocCit2Vec and LINE

(denoted as “DC2V+LINE” in Table 5.2). We rank the sum vectors based on the

average vector of the context words and structural contexts by the dot product.

Methodology for Topic and Functionality Classifications

We adopted three approaches for the topic classification experiment. The first ap-

proach uses a concatenation of IN and OUT vectors of the documents (“IN+OUT”

in Table 5.3), while the second approach uses only the IN vectors of the documents.

In the third approach, the IN or IN+OUT vectors are concatenated with the

network embedding vectors from DeepWalk, LINE, and Node2Vec. An SVM

classifier with 5-fold cross-validation was employed. For the citation functionality

experiment classification, we used the average IN vector of the context words and

an SVM classifier with 10-fold cross-validation.

Analyses on recommendation results

We reported the scores for four metrics under the three scenarios introduced in

Section 3.5.1, namely recall, mean average precision (MAP), mean reciprocal rank,

and normalized discounted cumulative gain (nDCG), for the top 10, 15, and 20

results. The results for the DBLP and ACL datasets are summarized in Table 5.1

and Table 5.2, respectively.

Five observations are made based on the results.

1. The scores of the network-embedding-based methods are significantly lower

than those of the document-based methods. The network methods make

recommendations based solely on the network structures, which indicates
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5. Citation Relation Mining

that a lack of consideration of the word information would lead to ineffi-

cient recommendation performance. Among the network-embedding-based

methods, DeepWalk is the only model that produced non-zero scores for

the DBLP dataset (630,909 nodes and 2,874,303 links), which confirms the

finding reported in [121] that DeepWalk can capture the semantic similarities

between nodes more effectively than Node2Vec and LINE. However, LINE

outperformed DeepWalk for the smaller but denser graph, i.e., the ACL

dataset (14,654 nodes and 79,932 links), because, as indicated by [121], LINE

preserves the properties of denser graphs more effectively than DeepWalk.

2. The combined methods did not demonstrate significant improvements com-

pared to the purely document-based methods. The differences are negligible.

It is inferred that the two types pf information preserved by document em-

bedding and network embedding cannot be effectively combined by addition.

3. DocCit2Vec-avg demonstrated superior performance on the larger dataset,

i.e., DBLP, with significant improvement among the document-based meth-

ods. The recall scores at different levels were higher by approximately 12%

to 20% according to the different cases, compared to the second-best model

HyperDoc2Vec, with 4% to 7% improvement for MAP and 6% to 12% im-

provement for nDCG. Second, all the models exhibited better performance

on the medium-sized dataset, i.e., ACL Anthology, except for DocCit2Vec-

avg, which implies that the loss of DocCit2Vec-avg requires a larger volume

of data to converge. HyperDoc2Vec yielded the best results for this dataset,

followed by DocCit2Vec-avg with close scores.

4. All the baseline models yielded similar scores across the three cases, except for

DocCit2Vec-avg. It was observed that DocCit2Vec-avg constantly yielded the

best scores for the first case, where all the structural contexts were included,

and the second-best scores for the second case, where the structural contexts

were randomly picked. This indicates that the information on the structural

contexts is embedded into the embedding vectors.

5. The performance of DocCit2Vec-att was among the lowest, suggesting that

citation recommendation is not a suitable task for this model, as the attention

mechanism emphasizes the “differences” between embedding vectors rather

than the “similarities”.
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5. Citation Relation Mining

Table 5.3: Results of classification experiments for DocCit2Vec

Model

Topic Classification
Classification of

Functionality

Original with DeepWalk with LINE with Node2Vec
F1-micro F1-macro

F1-micro F1-macro F1-micro F1-macro F1-micro F1-macro F1-mico F1-macro

Network

based

DeepWalk 79.53 72.39 N/A N/A N/A N/A N/A N/A N/A N/A

LINE 17.03 8.49 N/A N/A N/A N/A N/A N/A N/A N/A

Node2Vec 22.82 6.58 N/A N/A N/A N/A N/A N/A N/A N/A

Document

based

W2V (IN+OUT) 58.11 37.00 74.62 63.66 56.83 33.18 56.76 33.02 N/A N/A

W2V (IN) 57.83 36.90 76.61 66.94 55.75 32.05 55.61 31.49 77.36 56.52

D2V-nc 78.70 70.91 82.67 76.16 66.05 76.66 76.37 66.16 63.51 6.47

D2V-cac 78.99 71.11 82.41 75.95 83.47 77.43 76.61 66.12 63.51 6.47

HD2V (IN+OUT) 80.26 73.72 82.38 76.11 80.08 73.32 80.21 73.35 N/A N/A

HD2V (IN) 79.12 72.78 82.38 76.30 80.23 73.68 80.47 73.78 75.63 54.33

DC2V-att (IN+OUT) 82.70 76.86 84.84 79.50 82.21 76.47 82.54 76.74 N/A N/A

DC2V-att (IN) 83.80 78.43 85.49 80.59 83.44 77.97 83.91 78.38 74.46 54.43

DC2V-avg (IN+OUT) 77.56 70.43 79.23 72.65 77.47 69.39 78.16 71.43 N/A N/A

DC2V-avg (IN) 75.28 68.18 77.28 70.36 76.23 69.00 77.17 70.32 75.91 54.67

Analyses on classification tasks

The two experiments, namely topic classification 3 and classification of the func-

tionality of citations 4, aim to test the performance of document and word vectors

separately; the first experiment employs document vectors while the second ex-

periment employs words vectors. The dataset for topic classification includes

5,975 academic papers and 10 unique fields to which they belong. The dataset for

the classification of the functionality of citations includes 2,824 citation contexts,

each with a classified functionality, such as “PBas: Cited work used as a basis or

starting point,’, which represent 12 unique classes [120].

The F1-micro and F1-macro scores were reported for evaluation. For F1-micro,

the scores of recall and precision were summed up category by category and

Equation (5.22) was then employed with the summed recall and precision to get

the F1-micro score [122]. F1-macro is the average value of the F1 scores (Equation

(5.22)) computed for each category [122]. F1-micro evaluates the classification

performance, whereas F1-macro verifies the distribution of scores over categories.

If the distribution over categories is completely balanced, F1-micro and F1-macro

should be the same [122].

f1 = 2 ∗ recall ∗ precision
recall + precision

(5.22)

The DocCit2Vec-att model and the concatenation of DocCit2Vec-att with

3Cora dataset, https://people.cs.umass.edu/˜mccallum/data.html.
4Dataset from [120].
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network embedding models exhibited the best performance in topic classification

(Table 5.3), with F1-macro and F1-micro scores approximately 3% to 5% higher

compared to the best baseline model, i.e., HyperDoc2Vec. The concatenation of

DocCit2Vec-att and DeepWalk with the IN vector is the best approach for this

task.

For the classification of citation functionality, neither DocCit2Vec-att nor

DocCit2Vec-avg is ranked at the top. First, the results indicate that DocCit2Ve-

att improves the document embedding vectors’ classification abilities but not the

word embedding vectors. Second, DocCit2Vec-avg exhibits lower performance

because it takes multiple documents as input and emphasizes the “similarity”

between documents. In summary, the attention mechanism focuses on “difference”,

whereas the average layer approach emphasizes “similarity”.

The F1-macro scores were lower than the F1-micro scores in both the exper-

iments, implying a relatively unbalanced distribution over categories, i.e., the

sparse categories have higher scores than the dense categories.

5.5.2 Tests for recommendation via MP-BERT4CR

Dataset

Four datasets including the ACL three datasets generated from the DBLP corpus

were adapted for experiments. The ACL Anthology corpus includes 20,405 papers

with 108,729 citations, whereas the DBLP corpus contains 649,114 papers with

2,874,303 citations. Three datasets were produced from the DBLP corpus, i.e.,

DBLP-1, DBLP-2, and DBLP-3, including 50,000 papers. A “biased-individuality”

dataset generating strategy was adapted to produce the three DBLP datasets, by

which DBLP-2 and DBLP-3 shares 20% papers (10,000) in-common to evaluate the

stability on the performance of the model; whereas the DBLP-1 dataset contains

completely different papers to DBLP-1 and DBLP-2. The complete ACL corpus

was adapted for the fourth dataset. The datasets were divided into a train set

for pre-training and fine-tuning the model and a test set with 20% of the total

amount randomly selected conducting the recommendation tests. The statistics of

the datasets are presented in Table 5.4. ParsCit [84] is applied to parse the in-text

citations so that the algorithms can recognize them. ParseLabel [85] was applied

to recognize the abstracts, as well as other section headers. The rare words from

the vocabulary were compressed to reduce memory consumption by applying byte

106



5. Citation Relation Mining

Table 5.4: Statistics of Datasets for MP-BERT4CR

Paper No. (Total / Train / Test) Train Cit No. Test Cit for P≥1 Test Cit for P=1 Test Cit for P≥2

DBLP-1a 50,000 / 40,000 / 10,000 74,153 21,688 20,537 1,151

DBLP-2 50,000 / 40,000 / 10,000 128,380 26,300 24,643 1,657

DBLP-3 50,000 / 40,000 / 10,000 103,467 28,382 27,066 1,316

ACL 20,406 / 16,325 / 4,081 31,017 21,420 15,783 188

a
DBLP-1 and DBLP-2 shares 20% papers in common to test the consistency of the performances.

Table 5.5: Parameters of MP-BERT4CR

Encoder / Decoder

Params

Block No. (L) Hidden Size (H) Attention (A)

6 768 12

Optimizer

Params

Update Schedule Warmup Updates Update Frequency

Inverse Square Root 1,000 (ACL) / 2,000 (DBLP) 4 (pretrain) / 8 (finetune)

Warmup Learning Rate Learning Rate Weight Decay

1e-7 (pretrain) / 1e-9 (finetune) 1e-4 (pretrain) / 2e-5 (finetune) 0.01

β1β1β1 β2β2β2 Dropout

0.9 0.999 (pretrain) / 0.98 (finetune) 0.1

pair encoding [115] with the adaption of the learned vocabulary table from [110].

Implementation Details

MP-BERT4CR was developed based on Fairseq 0.4.0 [111], Gensim 2.3.0 [87],

and Pytorch 1.6.0 [86]. For the baseline models, Word2Vec and Doc2Vec were

implemented using Gensim 2.3.0; HyperDoc2Vec was developed based on Gensim

2.3.0; DACR was developed based on Pytorch 1.6.0 and Gensim 2.3.0; SciBERT

and Specter were implemented using Hugginface 4.2.0 [112].

Adam optimizer [113] was adapted to optimize MP-BERT4CR, and the complete

parameters are provided in Table 5.5. We immediately began from the in-domain

pre-training stage on our datasets and then fine-tuned them. Due to the GPU

memory constraints, we limit the maximum words in a sentence to be 50 words

and the maximum length for a text to be 30 sentences. The batch sizes are set to

be 7 for pre-training and 1 for fine-tuning. We run 10 iterations of pre-training

and 2 iterations of fine-tuning on DBLP-1, DBLP-2, and DBLP-3 datasets; or 50

iterations of pre-training and 5 iterations of fine-tuning on the ACL dataset since

the smaller dataset required larger iterations of training for the loss function to

converge. The number of negative samples is set to 4, and the maximum number

of positive samples is set to 3.
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Table 5.7: Comparison on Multi-Positive Triplet Objectives with Conventional

Triplet on DBLP-1

No. of Positive Cits positive = 1 positive ≥ 1 positive ≥ 2

Metrics Recall MAP Recall MAP Recall MAP

Best Baseline 34.15 17.50 34.15 17.50 41.01 22.49

MB4Rtriplet 40.07 18.08 40.34 18.33 45.04 22.79

MB4RMpt−src 41.86 19.99 42.23 20.22 48.82 24.26

MB4RMpt−tgt 44.85 21.69 45.10 21.94 49.68 26.53

MB4RMpt−src−tgt(default) 44.81 21.45 45.21 21.77 52.49 27.50

Recommendation Methodology

We present the methods for generating recommendations for MP-BERT4CR

(MB4R thereafter) and the baselines. Recall and MAP at top 10 recommendations

were reported for analyses.

For MB4R, we firstly conduct dynamic sampling for the manuscripts (papers in

the test set) and citations (papers in the train set) in our test dataset. The sampled

manuscript and citation contexts are then encoded via the fine-tuned manuscript

encoder or citation encoder to get query vectors and citation vectors. Rec-

ommendations were selected as the top 10 citations by computing the cosine

similarities between the query vector and citation vectors. Recommended

candidates are compared with the ground-truth citations (one or multiple) for

reporting the scores of Recall and MAP.

Analyses on retrieving single positive citation

Two points could be drawn from Table 5.6 (positive = 1 cases). First, MB4R

outperformed all the baseline models across all the datasets and metrics by sig-

nificant margins, from which MB4Rtriplet’s superiority compared with baselines

testified the effectiveness of the proposed neural architecture, and MB4Rmpt−src−tgt

further testified the effectiveness of the proposed multi-positive objectives. Sec-

ond, the multi-positive objective function does not only help to identify multiple

ground-truth citations. The single positive performances are also improved when

comparing MB4Rmpt−src−tgt to MB4Rtriplet. In addition, owing to the more hierar-

chical transformer and dynamic sampling strategy, MB4R outperformed Sci-BERT
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and Specter.

Analyses on retrieving multiple positive citations

According to the scores with multiple ground-truth citations (cases of positive ≥ 1

and positive ≥ 2) in Table 5.6, the scores for multiple positive recommenda-

tions from MB4Rmpt−src−tgt remained effective comparing with the baselines and

MB4Rtriplet. However, as the positive ≥ 2 test samples are much less than the test

samples for positive ≥ 1, so the ability of mpt might not be fully demonstrated,

especially on DBLP-3 and ACL datasets. We will produce datasets with a higher

number of positive samples in the later stage for further tests.

Comparisons on Different Designs of Multi-Positive Objectives

We compare the three designs of multi-positive objectives in Table 5.7. First, all

the three proposed multi-positive objectives (MB4Rmpt−src, MB4Rmpt−tgt, and

MB4Rmptsrc−tgt) outperformed the best baseline (HD2V), and the original triplet

objective (MB4Rtriplet), since the original triplet objective did not consider multiple

targets. Second, the two target-based strategies MB4Rmpt−tgt and MB4Rmptsrc−tgt

are superior to the source-based strategy (MB4Rmpt−src), which means that the

distances between the ground-truth candidate and other positive candidates play

the central role for multiple retrieving; in addition, when the distances of the

co-citations are larger than the negative citations, co-citations are hard to be

retrieved. Third, MB4Rmptsrc−tgt produced superior performances comparing

with MB4Rmpt−tgt for case positive ≥ 2, but very close performances for cases

positive = 1 and positive ≥ 1, since the co-citations might be further than the

target citation to the source paper from the “target-based” strategy if they

come from the same direction as the target citation. Hence, the “source-target-

based” objective was set as the default. We also tested MB4R with or without

dynamic sampling for an ablation analysis. It is found that the dynamic sampling

mechanism can significantly improve the performances by comparing the results

from MB4Rmpt−src−tgt and MB4Rno dynamic.

Analysis on Retrieving Full List of Co-citations

This subsection computes the proportion of fully retrieved co-citations in the top

10 results from the recommendation results. The objective is to test how many
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Figure 5.3: Proportion of fully retrieved co-citations in top 10 results on DBLP-1

chances the user can find all the co-citations from our algorithm’s top 10 searching

results. We report the scores on DBLP-1 from the four MB4R models, as well

as the best baseline model (HD2V) in Figure 5.3. Four points could be drawn

from the figure. First, our proposed four MB4R models generally outperformed

the best baseline model, except that MB4Rmpt−src comes with lower scores on

citation with 3 items by a small margin. Second, comparing the four triplet-based

objectives, mpt-tgt and mpt-src-tgt have outperformed the original triplet for

all kinds of co-citation pairs; whereas mpt-src produced superior performances

on co-citations with more than 2 items and exactly 2 item, however a lower

performance on co-citation with exactly 3 co-citations. Fourth, the scores for

co-citations with more than 2 items and with exactly 3 items are lower than the

scores for co-citations with exactly 2 items for all models, which implies that

when the number of co-citation pairs increases, the accuracy decreases. In future

work, we further improve the accuracy for retrieving co-citations with more than
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Figure 5.4: Proportion of retrieved top 3 most frequent co-citations in history vs.

proportion of the rest retrieved on DBLP-1

2 items.

Analysis the Historical Frequencies of Retrieved Co-citations

One of the objectives of this study is to utilize the historical co-citation occurrences

to improve the chances of retrieving the rest of the co-citations when one of them

is given. In this subsection, we analyze the historical frequencies of the successfully

retrieved co-citations from our model on DBLP-1. We report the proportion of the

top 3 most frequently co-cited items in top 10 results when positive ¿ 1, against

the proportion of the rest of the retrieved co-citations, in Figure 5.4. Three points

could be drawn. First, MB4R models are advantageous in retrieving co-citations

with lower historical frequencies when comparing the orange bars. Second, the

top 3 frequent co-citations are retrieved in a similar proportion from mpt-tgt

and mpt-src-tgt objectives comparing with the baseline; whereas the original
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triplet produced lower score for retrieving the top 3 frequent co-citations. Third,

the mpt-src-tgt performed the best on retrieving the low-frequent co-citations.

In summary, mpt-tgt and mpt-src-tgt are especially superior on retrieving low-

frequent co-citations in history, and the effectiveness of retrieving the high-frequent

ones remain the same level as the best baseline. We will further improve the

performances on high frequent co-citations in future work.

5.6 Summary

Regarding the adaption of citation, relations to enhance the recommendation

performances. Two approaches are proposed.

The DocCit2Vec model is proposed considering the “structural context” to

improve the recommendation performance for authors of academic papers. Two

model implementations were proposed: the first involves an average hidden

layer (DocCit2Vec-avg), while the second involves an attention hidden layer

(DocCit2Vec-att). We conducted experiments to compare the different categories

of approaches for citation recommendation, i.e. network-based, document-based,

and combined approaches. The network-based approaches exhibited the poorest

performance, as they lack consideration of the word information. DocCit2Vec-avg

exhibited superior performance among the document-based methods in citation

recommendation tasks compared to the baseline methods and DocCit2Vec-att.

The combined methods provided indistinguishable scores for DocCit2Vec-avg.

Furthermore, DocCit2Vec-att exhibited effective performance in the classification

task using document embedding vectors.

MP-BERT4CR is then proposed for recommending multi-positive citation

recommendations, i.e. co-citations. It has the following advantages: first, it comes

with a series of multiple positive objectives to optimize the model for multi-positive

recommendation; second, it leverages the historical co-citation information so that

both the historically high and low frequent co-citation pairs can be effectively

found, and the performances on retrieving the full list of co-citations are improved.

Third, it uses a dynamic context sampling strategy to extract the citing intent in

a macro-scope, empowering the citation embeddings to carry content semantics.
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CHAPTER 6

Conclusion and Future Work

6.1 Conclusion

Considering the rapidly increasing number of academic papers published, searching

for appropriate references and citing them accurately has become a non-trivial

research task, especially for new researchers. Thereby, this dissertation proposes

an “On-the-fly” approach for citation recommendations to support researchers

in efficiently finding useful citations while writing, and can potentially help both

authors and reviewers in checking the completeness of a draft’s citations before

publication, which could potentially deliver a time and energy saving solution to

the users. In this dissertation, three main modules are planned and implemented

to accomplish the on-the-fly scenario for citation recommendations, including

a module of source representation, target representation, and citation

relation mining.

source representation focuses on representing the citing intents of users from

the input manuscript into semantic space. The algorithm should be able to detect

the core citing intents from the query contexts and adaptively detect the topic

semantics from the continuous updates of the drafts. This module focuses on

two tasks: 1. extracting the core citing intent by considering deeper semantics

from the query context, i.e. the word-wise relatedness, importance and sectional

purposes; and 2. extracting the topics semantics from continuous updates of the
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incomplete manuscript via manuscript dynamic sampling. Experiments have been

implemented to verify the effectiveness of our proposed approaches’ effectiveness

against the previous methods dependent on leveraging local contexts for extracting

citing intents.

Target Representation: target representation is designed to represent the

content semantics of the candidate papers. Using current content-dependent

models, we construct a “universal content modelling” and comply with a dynamic

content sampling strategy designed to sample essential sentences from papers

regarding the topic. The constructed content modelling can be adapted for

representing and recommending both in-dataset and out-of-dataset papers (newly

published papers).

Citation Relationship Mining: we leverage the information mined from cita-

tion networks, such as co-citation relations, co-citation frequencies, and structural

context, to improve the recommendation performances.

The proposed methods are verified through experiments simulating real-world ap-

plications. For example, three completing stages with different amounts of finished

contents for input manuscripts are adapted to test the on-the-fly recommendations.

In addition, extensive user tests and explainability studies are implemented to

verify the usability and rationality of the approaches. The proposed models are

also analyzed in the ablation tests to testify each model component. Overall, the

experiments could verify the framework’s effectiveness and rationality from the

perspective of accuracy, rationality, and usability.

6.2 Future Work

This dissertation has proposed a feasible approach for on-the-fly citation recom-

mendations. To realize the application, it is planned to continue the work in the

following perspectives.

Technical Progression: from the technical perspective, the current ap-

proaches are generally based on the embedding algorithms by matching the

content semantics. Firstly, I will focus on innovating the algorithms to provide

better accuracy by leveraging mode advanced neural networks, such as GPT3.

Second, I will also consider adapting different recommendation concepts to com-

prehensively make the recommendations, such as constructing the user profiles

and combining them with the network or collaborative filtering methods.
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Usability Perspective: from the application standpoint, the proposed ap-

proaches have to be optimized for running speed and resource-saving purposes.

Currently, the algorithms have to be running on servers with GPU facilities with

costly time, and source spending. I will consider first compressing the model with

a significantly smaller size to run on personal devices in future work. The code

will also be re-constructed for speed optimization. An application will be planned

for development for testing. I will also leverage the feedback collected from the

prototype testing to come up with further improvements, such as popularity-based

recommendations, and personalized literature pushing.

Expanding Applications: on-the-fly recommendation could also be applicable

for other types of documents, such as patents, news, and financial reports for wiring

support, referencing, and advising. I will also focus on the recommendations

of cross-lingual literature, such as recommending papers written in Japanese,

Chinese, German and other languages, by training the models with datasets in

different languages.
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Appendix

A Supplementary Samples

A.1 Supplementary Samples (1 & 2) from ACL Dataset

Considering the first sample in Table 6.1, it could be drawn that the author

would like to cite studies on alignment techniques based on statistical methods or

lexical methods. The study is generally about proposing a language alignment

algorithm. According to Figure 6.1, the topic related words, such as such as

“lexical”, “method”, and “alignment” are recognized in the top 15 scored items

from self-attention; whereas the connecting words, such as “we” and “et” are

also recognized due to the high pair-wise similarities they have received. Additive

attention in Figure 6.3 assigned higher weights to the unique words (low pair-wise

similarities) of the context, most of them are relevant to the general topic of the

context, such as “Aligning”, “parallel”, and “cognateness”. However, some

words which are directly relevant to the citing intent (such as “lexical” from

self-attention) are not recognized by additive attention. It is also realized that

the words detected by additive attention are mostly appeared in the content of

the target paper.

For the second sample in Table 6.1, it is realized that the author is citing the

paper proposed COMLEX grammar and lexicon, and providing a description on the

contribution of it (i.e. assigning syntactic functional roles to constituents). Similar

to sample 1, self-attention has recognized topic related words (Figure 6.1), such

as “syntactic”, “grammar”, and “lexicon”; more over, the connecting words

with high word similarities, such as “by”, and “and”. For the unique words that

the additive attention has detected (Figure 6.3), “COMLEX” and “functional”
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Table 6.1: Textual Information of Supplementary Sample 1 & 2

No. Dataset Source paper ref. Page Target paper ref. Context

1 ACL Chen and Nie [102] 4 Chen [123] others can be very noisy.

Aligning English-Chinese

parallel texts is already very

difficult because of the great

differences in the syntactic

structures and writing sys-

tems of the two languages.

A number of alignment tech-

niques have been proposed,

varying from statistical

methods to lexical methods

(Kay and RSscheisen, 1993

[=?=]; The method we

adopted is that of Simard et

al (1992). Because it con-

siders both length similarity

and cognateness as align-

ment criteria, the method

is more robust and better

able to deal with noise than

pure length-based methods.

Cognates are identical se-

quences of characters in

corresponding words in two

2 ACL Rosé [124] 3 Grishman, Macleod , and Meyers [125] into the corresponding slots

in the so Otherwise the con-

structor function fails. Take

as an example the sentence

”The meeting I had sched-

uled was canceled by you.”

as it is processed by us-

ing the CARMEL grammar

and lexicon, which is built

on top of the COMLEX lex-

icon [=?=] The grammar

assigns deep syntactic func-

tional roles to constituents.

Thus, ”you” is the deep sub-

ject of and ”the meeting”

is the direct object both of

and of The detailed subcate-

gorization classes associated

with verbs, nouns, and ad-

jectives in COMLEX make it

possible to determine what

these

are considered to be directly relevant to the citing intent of the context, however

the rest of the words are not considered to be relevant to the citing intent, or the

general topic of the context. Additive attention over-emphasized the words that

are not properly pre-processed, such as “”you””, and “”the”.

Overall, the characteristics of the attention mechanisms of supplementary sample

1 and sample 2 correspond to the main samples in Section 3.6, except that the

additive attention over-emphasized the some wrong words. It could be drawn

that, the top contributed words to predict the output that the additive attention

recognized, could be irrelevant to the citing intent, however should be ultimately
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unique (pair-wise low similarity).
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 6.1: Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 1 via Complete DACR
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 6.2: Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 2 via Complete DACR
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Figure 6.3: Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for Supplementary Sample 1 & 2

(a) Supplementary Sample 1 (b) Supplementary Sample 2
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A.2 Supplementary Samples (3 & 4) from DBLP Dataset

Table 6.2: Textual Information of Supplementary Sample 3 & 4

No. Dataset Source paper ref. Page Target paper ref. Context

3 DBLP Kumar and Najjar [126] 1 Duato [127] corresponding clock cycles, can be signif-

icantly lower than adaptive routers This

di erence in router delays is due to two

main reasons: number of VCs and output

(OP) channel selection. Two VCs are su

cient to avoid deadlock in dimension or-

dered routing [6]; while adaptive routing

(as described in [=?=] requires a mini-

mum of three VCs in k-ary n-cube net-

works. In dimension-ordered routing, the

OP channel selection policy only depends

on information contained in the message

header itself. In adaptive routing the OP

channel selection policy depends also on

the state of the router (i.e the occupancy

of various

4 DBLP Wei et al. [128] 3 Stam and Fiume [129] the physically correct large-scale behav-

iors and interactions of the gaseous phe-

nomena, at realtime speeds. What we

require now is an equally efficient way

to add the small-scale turbulence details

into the visual simulation and render

these to the screen. One way to model

the small-scale turbulence is through

spectral analysis [=?=] Turbulent mo-

tion is first defined in Fourier space and

then it is transformed to give periodic

and chaotic vector fields that can be com-

bined with the global motions. Another

approach is to take advantage of com-

modity texture mapping hardware, using

textured splats [6] as the rendering prim-

itive. King et

Considering the third sample in Table 6.2, it could be drawn that the author

would like to cite a paper on adaptive routing by addressing its technique features,

i.e. three VCs were utilized to avoid deadlock. Similar to the previous analyses,

self-attention recognized words which are relevant to the citing intent, such as

“adaptive”, “dimension”, and “clock, but also the connecting words with high

pair-wise word similarities, such as “and”, and “also”. Additive attention (Figure

6.6) mostly recognized the words relevant to the citing intent, such as “routing”,

and “n-cude”, as the most of the word relevant to the citing intent are not

common to appear.

For the fourth sample in Table 6.2, it is realized that the author would like to cite

the study about spectral analysis by addressing the characterise of the technique.

According to Figure 6.5, similar to sample 1, self-attention has recognized words

which relevant to the citing intent, such as “spectral”, “analysis”, “rendering”,

etc., but also few connecting words such as “can” and “et” are recognized.
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Additive attention (Figure 6.6) mostly recognized the words relevant to the citing

intent, such as “turbulence”,“spectral”, and “analysis”. However, some unique

but irrelevant words are also recognized, such as “King.”

Overall, the characteristics of the attention mechanisms of supplementary sample

3 and sample 4 correspond to the main samples in Section 3.6, and supplementary

sample 1 and 2. It could be drawn that, both self-attention and additive attention

recognize the words which are relevant to the citing intent, however self-attention

may also assign high weights to the connecting words, whereas additive attention

may assign high weighs to the unique but irrelevant words.
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 6.4: Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 3 via Complete DACR
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(a) Head 1 Scores (b) Head 2 Scores

(c) Head 3 Scores (d) Head 4 Scores

(e) Head 5 Scores (f) Averaged Scores Across 5 Heads

Figure 6.5: Pair-wise Self-attention Scores (Top 15 Items) for Supplementary

Sample 4 via Complete DACR
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Figure 6.6: Scores of Additive Attention (Top 15) and Summed Self-attention

Against Similarities for Supplementary Sample 3 & 4

(a) Supplementary Sample 3 (b) Supplementary Sample 4
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B Questionnaire and Answers

B.1 Answers for Input Context 1 (IC1)

Input Context (IC) 1:

“...Some are highly parallel and easy to align while others can be very noisy. Aligning English-Chinese parallel texts is already very

difficult because of the great differences in the syntactic structures and writing systems of the two languages. A number of alignment

techniques have been proposed, varying from statistical methods =?= to lexical methods (Kay and Röscheisen, 1993; Chen, 1993). The

method we adopted is that of Simard et al. (1992). Because it considers both length similarity and cognateness as alignment criteria,

the method is more robust and better able to deal with noise than pure length-based methods...” [102]

What is ground truth paper [130] about?

• Analyzer 1: Provide the past studies about sentence alignment, especially the ones adapts statistical methods.

• Analyzer 2: The paper describes a pure statistical technique rather than lexical methods for aligning sentences.

• Analyzer 3: This paper describes statistical methods of parallel corpora alignment techniques.

Is the first candidate (CAN1) by [131] suitable to be used as a citation for the context? Explain reasons, and rate

from 0 to 5

• Analyzer 1: No. The candidate paper aims to propose a metric for techniques of text analysis which is different from

the purpose of the citing intent. Rate: 0.

• Analyzer 2: No. The paper does not focus on the aligning methods of translation. The goal of the paper is to present

a practical measure that is motivated by statistical considerations and that can be used in a number of settings. Rate:

0.

• Analyzer 3: No. This paper describes the basis of a measure based on likelihood ratios that can be applied to the

analysis of text, which is little relevant to the comparative corpora alignment. Rate: 1.

Is the second candidate (CAN2) by [103] suitable to be used as a citation for the context? Explain reasons, and

rate from 0 to 5

• Analyzer 1: Yes. It might be suitable. The candidate paper proposes a technique for machine translation which

involves word-to-word alignment via statical methods. The paper is also cited in other places for introduction of

machine translation and word alignment. Rate: 4.

• Analyzer 2: No. The paper does not propose new statistical technique for aligning sentences, it discusses the methods

for estimating parameters of five statistical methods. It is better to use the papers proposing these five statistical

methods. Rate: 3.

• Analyzer 3: No. This paper compares a set of statistical models of the translation process and give algorithms for

estimating the parameters of these models. It, however, does not come up with a text alignment technique itself. Rate:

2.

Is the third candidate (CAN3) by [132] suitable to be used a citations for the context? Explain reasons, and rate

from 0 to 5

• Analyzer 1: No. The candidate paper aims to: 1. propose a dataset for English-Chinese translation 2. experiment

one of the previous word alignment approaches, which are different to the purpose of the citing intent. Score : 0.

• Analyzer 2: No. The paper does not propose a pure statistical technique for aligning sentences, it combines the

statistical technique with lexical cues. Rate:2.

• Analyzer 3: Yes. This paper proposes an improved statistical method incorporating domain-specific lexical cues to

the task of aligning English with Chinese. Rate: 4.

Is the forth candidate (CAN4) by [100] suitable to be used as a citation for the context? Explain reasons, and

rate from 0 to 5

• Analyzer 1: No. The candidate paper describes a technique for detection of word correspondences which is a different

task to word alignment. Score: 0.
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• Analyzer 2: No. Rate:3. Although the method is statistical-based, the paper focuses on the correspondence problem

rather than alignment problem.

• Analyzer 3: Probably. This paper introduces several novel techniques that find corresponding words in parallel texts

given aligned regions. However, it distinguishes the terms alignment and correspondence. For this, it focused more on

word correspondence problem than sentence-level alignment. Rate: 3.

Is the fifth candidate (CAN5) by [133] suitable to be used as a citation for the context? Explain reasons, and rate

from 0 to 5

• Analyzer 1: No. The candidate paper proposes a word alignment technique based on noun phrases that is different to

the citing intent. Score: 0.

• Analyzer 2: Yes. The paper aims to solve noun phrase alignment problem, and it focuses on statistics-based techniques.

Rate:4.

• Analyzer 3: No. The algorithm described in this paper provides a practical way for obtaining correspondences between

noun phrases in a bilingual corpus. It differs from statistical method. Rate: 3.

B.2 Answers for IC2

IC2:

“...The output produced is in the tradition of partial parsing (Hindle 1983, McDonald 1992, Weischedel et al. 1993) and con-

centrates on the simple noun phrase,what Weischedel et al. (1993) call the ”core noun phrase,”that is a noun phrase with no mod-

ification to the right of the head. Several approaches provide similar output based on statistics (=?=, Zhai 1997, for example),a

finite-state machine(Ait-Mokhtar and Chanod 1997), or a hybrid approach combining statistics and linguistic rules (Voutilainen and

Padro 1997)...”[134]

What is ground truth paper [135] about?

• Analyzer 1: The source paper is citing papers about noun phrase parsing based on statistical methods.

• Analyzer 2: The paper presents a noun phrase parser and is a statistics-based method.

• Analyzer 3: This paper is cited because it proposed a statistical method solving the task of noun-phrase parsing.

Is CAN1 by [136] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: The candidate paper seems to be related, as it proposes a parsing tagger based statistical methods.

However, the context asks for a method specially designed for noun phrase parsing, and secondly the candidate paper

has been cited at the beginning of the paragraph, which seems to be redundant for a citation here. Rate:1.

• Analyzer 2: No. The paper focuses on Part-of-Speech Tagger based on a hidden Markov model. Rate:3.

• Analyzer 3: No. This paper presents an implementation of a part-of-speech tagger based on a hidden Markov model.

It is not either a statistical method or solving a noun-phrase parsing task. Rate: 2.

Is CAN2 by [137] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper is about a rule-based phrase parser which is different from the citing intention.

Rate: 0.

• Analyzer 2: No. The paper describes a rule-based approach to prepositional phrase attachment, which is not a noun

phrase parser and is not a statistics-based method. Rate: 0.

• Analyzer 3: No. This paper aims to solve the prepositional phrase attachment disambiguation problem, which is little

relevant to the intention of citing place. Rate: 2.

Is CAN3 by [138] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper proposes an anaphora resolution model that is different from the citing intention.

Rate: 0.

• Analyzer 2: No. The paper is about anaphora resolution, which is not a noun phrase parser or POS parser. Rate: 0.
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• Analyzer 3: No. This paper came up with a novel module of Lucy system that resolves pronominal anaphora, which

has little relevance to the task of noun-phrase parsing. Rate: 1.

Is CAN4 by [139] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper proposed a parser based grammar rules which is different from the citing

intention. Rate: 0.

• Analyzer 2: No. The paper is not about a noun phrase parser or POS parser, it presents a formalism to be used

for parsing where the grammar statements are closer to real text sentences and more directly address some notorious

parsing problems, especially ambiguity. Rate: 0.

• Analyzer 3: No. This paper presents a parsing formalism to be used for parsing where the grammar statements are

closer to real text sentences and further address ambiguity problems. It is however concentrated on parsing the structure

of sentences rather than noun-phrase. Rate: 3.

Is CAN5 by [140] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper aims to analyze the word associations rather than proposing a parsing method.

Rate: 0.

• Analyzer 2: No. The paper is not about a noun phrase parser or POS parser, the authors began this paper with the

psycholinguistic notion of word association norm, and extended that concept toward the information theoretic definition

of mutual information. Rate: 0.

• Analyzer 3: Yes. This paper proposed an objective measure from the perspective of statistics, for estimating word

association norms. The proposed measure estimates word association norms directly from corpora, making it possible

to estimate norms for words. Rate: 4.

B.3 Answers for IC3

IC3: “...The debate about which paradigm solves the part-of-speech tagging problem best is not finished. Recent comparisons

of approaches that can be trained on corpora (van Halteren et al., 1998; Volk and Schneider,1998) have shown that in most cases

statistical approaches(Cutting et al., 1992; Schmid, 1995; =?= ) yield better results than finite-state,rule-based,or memory-based

taggers(Brill, 1993; Daelemans et al., 1996). They are only surpassed by combinations of different systems,forming a ”voting

tagger”...” [141]

What is ground truth paper [142] about?

• Analyzer 1: The cited paper is about part-of-speech tagger based on statistical methods.

• Analyzer 2: This paper presents a statistical model which trains from a corpus annotated with Part-Of-Speech tags

and achieves the best results at that time.

• Analyzer 3: This paper contrasts a novel statistical model with the state-of-the-art methods on Part-Of-Speech tags

problem, demonstrating the superiority of statistical approaches in this task.

Is CAN1 by [136] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: Yes. The candidate paper is suits the citing intention. In addition, this paper is already co-cited at the

location. Rate: 5.

• Analyzer 2: Yes. The paper proposed a Part-of-Speech Tagger, which is based on a hidden Markov model. In addition,

it also shows good results. Rate: 5.

• Analyzer 3: Yes. It describes that statistical methods have also been used and provide the capability of resolving

ambiguity on the basis of most likely interpretation. Rate: 4.

Is CAN2 by [143] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper proposed a noun phrase parser which is different from the citing intention. Rate:

0.

• Analyzer 2: No. The paper presents a stochastic part of speech program and noun phrase parser, but it mainly focuses

on noun phrase parser, and not show the accuracy of the pos tagger. Rate:2.
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• Analyzer 3: Probably. This paper introduces a program that finds the assignment of parts of speech to words optimizing

the produce of both lexical and contextual probability. From this perspective, the program is based on statistics method.

Rate: 3.

Is CAN3 by [137] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper aims to propose a rule-based part-of-speech tagger which seems to be unsuitable.

Rate: 0.

• Analyzer 2: No. The paper describes a rule-based approach to prepositional phrase attachment, which does not focus

on solving pos problem. Rate: 0.

• Analyzer 3: No. This paper describes a novel rule-based approach to prepositional phrase attachment disambiguation

problem. Rate: 2.

Is CAN4 by [144] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper aims to propose a rule-based technique to extract linguistic knowledge which is

different from the citing intention. Rate: 0.

• Analyzer 2: No. The paper describes a simple rule-based approach to capture the linguistic information, which is not

corpus-based training approach. In addition, it does not focus on pure part-of-speech tagging method but a method to

automated learning of linguistic knowledge. Rate: 1.

• Analyzer 3: No. This paper described a simple rule-based approach to automated learning of linguistic knowledge and

conducted a case study of this method applied to part-of-speech tagging. However, it did not show any relationship to

statistical ways. Rate: 3.

Is CAN5 by [145] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper conducted cast studies on part-of-speech tagging that is different from the citing

intention. Rate: 0.

• Analyzer 2: No. The paper is not about POS tagger methods, it focuses on the evaluation of the algorithms. Rate: 0.

• Analyzer 3: No. This paper conducted a case study aiming to evaluate two different methods to anaphoric processing

in discourse by comparing the measures of accuracy and coverage. Therefore, it has little relevance to the task of

Part-Of-Speech. Rate: 2.

B.4 Answers for IC4

IC4:

“...In order to solve the problem in definition 3.1, we extend the shift-reduce parsing paradigm applied by =?=, Hermjakob and

Mooney (1997), and MarcH (1999). In this extended paradigm, the transfer process starts with an empty Stack and an Input List that

contains a sequence of elementary discourse trees edts, one edt for each edu in the tree Ts given as input...” [146]

What is ground truth paper [142] about?

• Analyzer 1: The cited paper is about sentence parser based on decision trees.

• Analyzer 2: This paper proposes a statistical parser(SPATTER parser) based on decision-tree learning techniques

which constructs a complete parse for every sentence. And the main-paper extend this method.

• Analyzer 3: This paper is cited because it constructs the shift-reduce parsing paradigm applied to sentence parsing.

Is CAN1 by [147] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5

• Analyzer 1: No. The candidate paper aims to compare the empirical results from tree-based methods which is different

to the citing intention. Rate: 0.

• Analyzer 2: No. The paper presents theoretical and empirical evidence that the choice of tree representation can make

a significant difference to the performance of a PCFG-based parsing system. Rate: 3.
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• Analyzer 3: No. This paper studies the effect of varying the tree structure representation of PP modification based

on PCFG models, from both a theoretical and an empirical point of view. Thus, it has low relevance to the citing place.

Rate: 1.

Is CAN2 by [148] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The part-of-speech tagger proposed by the candidate paper is based on sentence chunking which is

different from the citing intention. Rate: 0.

• Analyzer 2: Yes. The paper is focus on text chunking, and is a transformation-based learning method. It does not use

the tree architecture and cannot be applied to solve the problem in definition 3.1 in the main paper. The main-paper

can also extend this method. Rate: 4.

• Analyzer 3: No. This paper applied the transformation-based learning method to tagging problem. It differs from the

intention of citing. Rate: 2.

Is CAN3 by [149] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper introduced an alignment algorithm rather than a sentence parser. Rate: 0.

• Analyzer 2: No. This paper proposes an efficient algorithm for bilingual tree alignment, which is different from the

tree which constructs a complete parse for every sentence. Rate: 1.

• Analyzer 3: No. This paper came up with a novel tree-based alignment algorithm for example-based machine transla-

tion. Thus, it is not proper to cite this paper. Rate: 2.

Is CAN4 by [150] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper introduced a statistical parser rather than a parser based on decision tress.

Rate: 0.

• Analyzer 2: Yes. The parser presented in this paper also utilizes tree architecture and outperforms both the bigram

parser and the SPATTER parser, and uses different modeling technology and different information to drive its decisions.

The main-paper can also extend this method. Rate: 5.

• Analyzer 3: No. This paper presents a statistical parser for natural language. However, The parser does not concentrate

on shift-reduce paradigm. Rate: 2.

Is CAN5 by [151] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper aims to study machine translation rather than sentence parser. Rate: 0.

• Analyzer 2: No. This paper examined the differences in cohesion between Treebank-style parse trees, trees with

flattened verb phrases, and dependency structures. However, it focuses on the MT problem and the approach is hard

to be applied in the main-paper. Rate: 3.

• Analyzer 3: No. This paper explores how well phrases cohere across two languages helps to improve statistical machine

translation. It does not coincide with the intention of citing. Rate: 2.

B.5 Answers for IC5

IC5:

“...In order to solve the problem in definition 3.1, we extend the shift-reduce parsing paradigm applied by =?=, Hermjakob and

Mooney (1997), and MarcH (1999). In this extended paradigm, the transfer process starts with an empty Stack and an Input List that

contains a sequence of elementary discourse trees edts, one edt for each edu in the tree Ts given as input...” [146]

What is ground truth paper [99] about?

• Analyzer 1: The cited paper is about machine translation algorithms which is based on sentence alignment for parallel

corpora.

• Analyzer 2: This paper proposes a method for aligning sentences in a bilingual corpus, which requires parallel corpora.

• Analyzer 3: This paper is cited because it describes a system for aligning sentences based on a statistical model in

bilingual corpora.
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Is CAN1 by [152] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a word-sense disambiguation methods rather than machine translation.

rate: 0.

• Analyzer 2: No. The paper focuses on solving word-sense disambiguation problem rather than MT problem, and it

does not use parallel corpora. Rate: 0.

• Analyzer 3: No. This paper does not involve bilingual corpora. Rate: 2.

Is CAN2 by [153] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a word-sense disambiguation methods rather than machine translation.

Rate: 0.

• Analyzer 2: No. The paper focuses on solving word-sense disambiguation problem rather than MT problem, and it

uses monolingual corpora rather than parallel corpora. Rate: 0.

• Analyzer 3: No. This paper comes up with an unsupervised algorithm that disambiguates word senses in a single

corpus. From this perspective, it does not coincide with the citation intention of bilingual corpora. Rate: 2.

Is CAN3 by [154] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a word-sense disambiguation methods rather than machine translation.

rate: 0.

• Analyzer 2: No. The paper focuses on solving word-sense disambiguation problem rather than MT problem, similarly,

it does not use parallel corpora.Rate: 0.

• Analyzer 3: No. Though this paper involves using a bilingual corpora, it solves the problem of word sense disambigua-

tion rather than machine translation (MT). Rate: 3.

Is CAN4 by [100] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: Yes. The candidate paper might be appropriate to be cited, as it describes a word correspondence

technique to be applied in machine translation based on parallel corpora which seems to suit the citing purpose. Score:

4.

• Analyzer 2: Yes. The paper utilizes parallel corpora, and aims to solve the correspondence problem, which can also

be applied in MT system. Rate: 4.

• Analyzer 3: Yes. This paper focused on identifying word corresponding in parallel corpora, which is a finer-level

problem in machine translation task. Thus, it agrees with the citing intention. Rate: 4.

Is CAN5 by [155] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: Yes, the candidate paper is actually a co-citation at the placeholder. Score: 5.

• Analyzer 2: Yes. The paper proposes a method for alignment problem which makes use of parallel corpora. Rate: 4.

• Analyzer 3: No. This paper introduces a novel statistical translation model applied to a large database of translated

text. It does not coincide with the citation requirement for parallel corpora. Rate: 2.
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B.6 Answers for IC6

IC6:

“...In contrast to [5], non-rigid motion parameters are modeled using the affine motion model, which gives them more flexibility to

generate different expressions. A synthesis feedback is used to reduce the error accumulated due to motion estimation in tracking. Our

approach is partly motivated by the research conducted by =?=, [5] and [9]. In contrast to [1], while utilizing the muscles contraction

parameters as our local deformation model, we are using the optical flow constraint similar to [5]. Our model differs from [5] in two

ways...” [101]

What is ground truth paper [156] about?

• Analyzer 1: The cited paper is to propose a facial model based on muscle modeling.

• Analyzer 2: This paper proposes a method to the analysis of dynamic facial images and also discusses the drawbacks

of FACS, which lacks the expressive power to describe different variations of possible facial expressions.

• Analyzer 3: This paper is cited because the idea that considering muscle contraction parameters while recognizing

dynamic facial images inspires the authors to use it also as their base model.

Is CAN1 by [157] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper aims to propose a image registration technique rather than a facial model. Rate:

0.

• Analyzer 2: No. The paper is not even about the facial expressions, it presents a new image registration technique

and also does not talk about FACS. Rate: 0.

• Analyzer 3: No. This paper present a novel model utilizing the spatial intensity gradient of the images to solve the

image registration problem. It has low relevance to the citing intention. Rate: 1.

Is CAN2 by [158] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: Yes. The candidate paper might be suitable for a citation, as the research is about a facial model based

on muscle modeling. Rate: 4.

• Analyzer 2: Yes. The paper derives a new, more accurate representation of human facial expressions and call it FACS+.

And also talks about the disadvantages of FACS. Rate: 5.

• Analyzer 3: No. This paper describe also a model for observing facial motion by using an optimal estimation optical

flow method, which has somehow related with the citing intention. However, according to the context, the range of

cited papers should be very limited. Rate: 2.

Is CAN3 by [159] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper is of a different purpose that is about hierarchical estimation rather than facial

model. Rate: 0.

• Analyzer 2: No. The paper presents a new hierarchical motion estimation framework. It does not talk about facial

expressions or FACS. Rate: 0.

• Analyzer 3: No. This paper describes a hierarchical motion estimation framework for computation of diverse repre-

sentations of motion information. It should not be cited by the original paper. Rate: 2.

Is CAN4 by [160] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: The candidate paper might be suitable to be cited as an extension to the co-citation [5] of the target

citation. The candidate paper is describing a optical flow constraint technique which is similar to [5]. Rate: 3.

• Analyzer 2: No. The paper presents a method for treating optical flow information as a hard constraint on the motion

of a deformable model. Although it makes use of FACS, it does not discuss its drawbacks. Rate: 1.

• Analyzer 3: No. This paper applies a system incorporating flow as constraints to the estimation of face shape and

motion using a 3D deformable face model. It might be relevant to the original paper but considering the limited context,

it is better not to cite this paper. Rate: 2.

Is CAN5 by [161] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper describe a facial model based on parameterized method which is different from

the purpose of the citing paper. Rate: 0.

• Analyzer 2: No. This paper proposes local parameterized models of image motion that can cope with the rigid and

non-rigid facial motions that are an integral part of human behavior. However, it does not talk about FACS or its

drawbacks. Rate: 0.

• Analyzer 3: No. This paper introduces a method for recognizing human facial expressions in image sequences and is

different to the purpose of utilizing muscle contraction constraints when recognizing dynamic facial images. Rate: 2.
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B.7 Answers for IC7

IC7:

“...Most of the current systems designed to solve this problem use “Facial Action Coding System”, FACS [10] for describing non-

rigid facial motions. Despite its wide use, FACS has the drawback of lacking the expressive power to describe different variations

of possible facial expressions =?=. In this paper, we propose a system that can capture both rigid and non-rigid motions of a face.

Our approach uses a realistic parameterized muscle model proposed in [1], which overcomes the limitations of the FACS and provides

realistic generation of facial expressions as compared to the other physical models...” [101]

What is ground truth paper [158] about?

• Analyzer 1: The source paper aims to indicate the drawback of one of the previous method FACS.

• Analyzer 2: The approach proposed IC7 uses a realistic parameterized muscle model proposed in the paper, which

overcomes the limitations of the FACS and provides realistic generation of facial expressions as compared to the other

physical models.

• Analyzer 3: The model proposed by this paper exposes the limitation of Facial Action Coding System (FACS) that it

lacks the expression power to describe different variations of possible facial expressions.

Is CAN1 by [156] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No, the candidate paper did not refer to the drawbacks of FACS. Rate: 0.

• Analyzer 2: Yes. This paper also presented a new approach to facial image analysis using a realistic facial model. And

also incorporates with a set of anatomically motivated facial muscle actuators. Rate: 4.

• Analyzer 3: No. This paper comes up with a model to the analysis of dynamic facial images for resynthesizing facial

expressions. It has low relevance to FACS or its drawbacks. Rate: 2.

Is CAN2 by [162] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: Yes. The candidate paper might be suitable to be cited, as it also described the same drawback (lack of

expressing facial expressions) in the first paragraph. Rate: 4.

• Analyzer 2: No. The paper presents the Automatic Face Analysis (AFA) system, to analyze facial expressions based

on both permanent facial features (brows, eyes, mouth) and transient facial features (deepening of facial furrows) in a

nearly frontal-view face image sequence. It cannot be applied in IC7 because it does not use realistic parameterized

muscle model and focus on designing features. Rate: 0.

• Analyzer 3: Yes. This paper developed an automatic face analysis system based on FACS to analyze facial expressions

on both permanent- and transient- facial features. As it is a superior system to FACS, it shows the limitation of FACS

and thus becoming proper to be cited. Rate: 4.

Is CAN3 by [163] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: The candidate paper might be suitable to be cited, as it also mentioned the same drawback of lacking of

“emotion-specified expressions” in the second page. Rate: 3.

• Analyzer 2: No. The paper presents the CMU-Pittsburgh AU-Coded Face Expression Image Database, and does not

focus on developing facial expression recognition model. Rate: 0.

• Analyzer 3: No. This paper published a comprehensive dataset for facial expression analysis and does not show the

shortcomings of FACS. So it is better not to cite this paper. Rate: 3.

Is CAN4 by [164] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper did not seem to mention the drawback of FACS. Rate: 0.

• Analyzer 2: No. This paper explores and compares approaches to face image representation. And it does not focus on

the facial muscle models. Rate: 2.

• Analyzer 3: Yes. This paper detailly explores and compares various techniques of FACS and summarizes the merits

and drawbacks from different perspectives. Thus, it is proper to cite this paper. Rate: 4.

Is CAN5 by [161] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper did not seem to mention the drawback of FACS. Score: 0.

• Analyzer 2: No. This paper explores the use of local parametrized models of image motion for recovering and

recognizing the non-rigid and articulated motion of human faces. However, the method cannot be applied in main-7

because it does not use muscle model. Rate: 1.

• Analyzer 3: No. This paper proposed local parameterized models of image motion that can cope with the rigid and

non-rigid facial motions that are an integral part of human behavior. It does not explicitly or implicitly shows the

limitations of (FACS). Rate: 2.
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Appendix

B.8 Answers for IC8

IC8:

“...On each cluster of speech segments, unsupervised acoustic model adaptation is carried out by exploiting the transcriptions

generated by a preliminary decoding step. Gaussian components in the system are adapted using the Maximum Likelihood Linear

Regression (MLLR) technique (Leggetter & Woodland, 1995; =?=). A global regression class is considered for adapting only the

means and both means and variances. Mean vectors are adapted using a full transformation matrix, while a diagonal transformation

matrix is used to adapt variances...” [104]

What is ground truth paper [165] about?

• Analyzer 1: The cited paper is about the technique of maximum likelihood linear regression (MLLR).

• Analyzer 2: This paper introduces maximum likelihood trained linear transformations and how it can be applied to

an HMM-based speech recognition system.

• Analyzer 3: This paper is cited because it uses the Maximum Likelihood Linear Regression (MLLR) technique.

Is CAN1 by [166] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: Yes. The candidate proposed an unconstrained method of maximum likelihood linear regression, however

this method is also described in the target citation. The author could additional cite this candidate for a comprehensive

manner. Rate: 3

• Analyzer 2: Yes. This paper examines the Maximum Likelihood Linear Regression (MLLR) adaptation technique and

can be applied to speech recognition. Rate: 5.

• Analyzer 3: Yes. This paper examines the Maximum Likelihood Linear Regression (MLLR) technique and extend it

for variance transforms. So it’s highly possible to cite this paper. Rate: 4.

Is CAN2 by [167] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper describes a MAP methods rather than a maximum likelihood linear regression.

Rate: 0.

• Analyzer 2: No. Rate:1. The paper proposed a theoretical framework for MAP estimation rather than Maximum

Likelihood Linear Regression, and can not be applied to speech recognition easily. Rate: 1.

• Analyzer 3: No. This paper presented a framework for maximum a posteriori estimation of hidden Markov models,

which is different to the MLLR method. Rate: 2.

Is CAN3 by [105] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper aims to propose a speech recognition based on HMMs, which is different from

the citing purpose. Rate: 0.

• Analyzer 2: Yes. This paper proposes an approach to HMM training for speaker independent continuous speech

recognition that integrates the normalization as part of the continuous density HMM estimation problem. The proposed

method is based on a maximum likelihood formulation that aims at separating the two processes, one being the speaker

specific variation and the other the phonetically relevant variation of the speech signal. And can be applied to speech

recognition. Rate: 4.

• Analyzer 3: No. This paper came up with a novel formulation of the speaker-independent training paradigm in HMM

parameter estimation process. It has low relevance to the purpose of citation. Rate: 2.

Is CAN4 by [168] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a HMMs method which is different from the citing purpose. Rate: 0.

• Analyzer 2: Yes. This paper introduces a new form of covariance matrix which allows a few full covariance matrices

to be shared over many distributions and this technique fits within the standard maximum-likelihood criterion used for

training HMMs. This method can be applied to speech recognition. Rate: 4.

• Analyzer 3: No. This paper introduced a new form of covariance matrix, to choose a compromise between the large

number of parameters of the full-covariance matrix and the poor modeling ability of the diagonal case. Though it also

derives the maximum likelihood re-estimation formulae, the main focus deviates from the purpose of citing. Rate: 3.

Is CAN5 by [169] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper aims to propose a speech recognition system rather than proposing a MLLR

method. Rate: 0.

• Analyzer 2: Yes. This paper also introduces Maximum Likelihood Linear Regression and how it can be applied to

speech recognition. Rate: 4.

• Analyzer 3: No. This paper mainly described the modification and improvement on HMM model, which differs the

intention of citing. Rate: 2.
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B.9 Answers for IC9

IC9:

“...MCVQ falls into the expanding class of unsupervised algorithms known as factorial methods, in which the aim of the learning

algorithm is to discover multiple independent causes, or factors, that can well characterize the observed data. Its direct ancestor is

Cooperative Vector Quantization [32, =?=, 10], which has a very similar generative model to MCVQ, but lacks the stochastic selection

of one VQ per data dimension. Instead, a data vector is generated cooperatively - each VQ selects one vector, and these vectors are

summed to produce the data (again using a Gaussian noise model)...” [170]

What is ground truth paper [171] about?

• Analyzer 1: The source paper is citing papers about cooperative vector quantization.

• Analyzer 2: The paper discusses factorial stochastic vector quantization and proposes a new objective function for

training autoencoders that allows them to discover non-linear, factorial representations.

• Analyzer 3: This paper is cited because it came up with a new objective function for training auto encoders that

allows to discover non-linear, factorial representations, combining the merits of both Principal Components Analysis

(PCA) and Vector Quantization (VQ). VQ is directly related to the citing place.

Is CAN1 by [65] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed the latent dirichlet allcatoion method (LDA) rather than a vector

quantization method. Rate: 0.

• Analyzer 2: No. The paper introduces Latent Dirichlet Allocation, and does not talk about anything about VQ

(although sometimes LDA need to be combined with VQ). Rate: 0.

• Analyzer 3: No. This paper introduced the Latent Dirichlet Allocation (LDA) model, a generative probabilistic model

for topic modeling of a text corpora. It has low relevance to the VQ process. Rate: 2.

Is CAN2 by [172] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper aims to propose a method for factorizing matrix which is different from the

citing purpose. Rate: 0.

• Analyzer 2: Yes. Rate:4. The paper mainly analyzes PCA and VQ in detail for learning the optimal non-negative

factors from data. Rate: 4.

• Analyzer 3: No. This paper focused on the method of matrix factorization, which is somehow related to vector

quantization. However, the connection between MF and VQ is not clearly shown. Rate: 3

Is CAN3 by [173] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper introduces a probabilistic model rather than a vector quantization method.

Rate: 0.

• Analyzer 2: No. The paper proposes a widely applicable generalization of maximum likelihood model fitting by

tempered EM and called it Probabilistic Latent Semantics Analysis (PLSA). And does not talk about VQ. Rate: 0.

• Analyzer 3: No. This paper introduced the Latent Semantic Analysis (LSA) model for the analysis of two-mode and

co-occurrence data. It has little relevance to the VQ process. Rate: 2.

Is CAN4 by [174] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper introduces a probabilistic model rather than a vector quantization method.

Rate: 0.

• Analyzer 2: No. The paper is nearly the same to REF 3. It proposes a widely applicable generalization of maximum

likelihood model fitting by tempered EM and called it Probabilistic Latent Semantics Analysis (PLSA). And does not

talk about VQ. Rate: 0.

• Analyzer 3: No. This paper presents a novel statistical method for factor analysis of binary and count data which is

closely related to a technique known as Latent Semantic Analysis. It does really relate to VQ method. Rate: 2

Is CAN5 by [175] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper is about a model for matching words and pictures, which is different from the

citing purpose. Rate: 0.

• Analyzer 2: No. This paper explores a variety of latent variable models that can be used for auto-illustration,

annotation and correspondence. It just mentions VQ but not explain too much about VQ. Rate: 0.

• Analyzer 3: No. This paper explores a variety of latent variable models that can be used for auto-illustration,

annotation and correspondence. It differs from the purpose of citation. Rate: 2.
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B.10 Answers for IC10

IC10:

“...Unfortunately CVQ can learn unintuitive global features which include both additive and subtractive effects. A related model,

non-negative matrix factorization (NMF) [20, =?=, 24], proposes that each data vector is generated by taking a non-negative linear

combination of non-negative basis vectors. Since each basis vector contains only nonnegative values, it is unable to ‘subtract away’ the

effects of other basis vectors it is combined with....” [170]

What is ground truth paper [172] about?

• Analyzer 1: The cited paper is about non-negative matrix factorization (NMF).

• Analyzer 2: The paper explains Non-negative matrix factorization (NMF) and how it works.

• Analyzer 3: This paper is cited because it focuses on the description of non-negative matrix factorization (NMF)

algorithm.

Is CAN1 by [176] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: The candidate paper seems to fit the role by topic, however it is published later than the source paper.

Rate: 0.

• Analyzer 2: Yes. The paper shows how explicitly incorporating the notion of ‘sparseness’ improves the found decom-

positions in NMF. It also explains NMF and how it works. Rate: 4.

• Analyzer 3: Yes. This paper has relatively high relevance to the keywords. Also, the limitation of citation is not strict

by context. So, it’s appropriate to cite this paper. Rate: 4.

Is CAN2 by [65] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed the latent dirchlet allocation (LDA) which is different from the purpose.

Rate: 0.

• Analyzer 2: No. The paper introduces latent Dirichlet allocation (LDA), and does not explain NMF. Rate: 0.

• Analyzer 3: No. This paper describes Latent Dirichlet Allocation (LDA), which is different from the purpose of

referencing the NMF algorithm. Rate: 2.

Is CAN3 by [173] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed the probabilistic latent semantic analyses (PLSA) rather than a NMF

model. Rate: 0.

• Analyzer 2: No. The paper introduces probabilistic latent Dirichlet allocation (LDA), and does not explain NMF.

Rate: 0.

• Analyzer 3: No. This paper describes Latent Semantic Analysis, which is different from the purpose of referencing the

NMF algorithm. Rate: 2.

Is CAN4 by [171] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a vector quantization method based on Boltzmann distribution which

is different to the citing purpose. Rate: 0.

• Analyzer 2: No. This paper shows that an autoencoder network can learn factorial codes by using non-equilibrium

Helmholtz free energy as an objective function. It does not talk about NMF and how it works. Rate: 0.

• Analyzer 3: No. This paper came up with a new objective function for training auto encoders that allows to discover

non-linear, factorial representations, combining the merits of both Principal Components Analysis (PCA) and Vector

Quantization (VQ). Therefore, the relevance to NMF algorithm is very low. Rate: 1.

Is CAN5 by [177] suitable to be used as a citation for the context? Explain reasons, and rate from 0 to 5.

• Analyzer 1: No. The candidate paper proposed a matrix decomposition method based on overcomplete basis rather

than a NMF method. Rate: 0.

• Analyzer 2: No. This paper presents an algorithm for learning an overcomplete basis by viewing it as probabilistic

model of the observed data. But it does not talk about NMF and how it works. Rate: 0.

• Analyzer 3: No. This paper presents an algorithm for the generalization of independent component analysis and

provides a method for identification when more sources exist than mixtures. It has low relevance to the NMF algorithm.

Rate: 2.
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