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One of the most frequent questions considered when writing academic papers
is: “Which paper should I cite at this place?” However, searching and
finding comprehensive, relevant articles for citing from many publications
is challenging, even for expert researchers. According to the STM scholarly
publishing report (https://www. stm—
assoc. org/2018 10 _04 STM Report 2018.pdf), up to 2018, there were 150
million articles in total published in the Web of Science databases. In
addition, the number of newly published papers is also growing at 5-6% per
year in recent years. It could imagine that researchers would not find and
read all the potential articles relevant to their studies. Exploring the
mountains of publications and efficiently recommending them has become a
non-trivial problem.

To the end of assisting writing and reviewing academic papers, this work
proposes a novel concept of “on-the-fly” citation recommendations to
recommend practical candidate papers efficiently and accurately for citing.
In addition to providing comprehensive citing candidates, there are two
requirements of the “on-the-fly” recommendations: 1) the system could
recommend citing candidates to a working manuscript, even it is still
underwriting, and 2) the system should be able to recommend not only the
papers from the database but also the out-of-dataset papers, i.e., the newly
published papers

Technical ly, the proposed on-the-fly citation recommendation approach
leverages the advantages of the embedding techniques to mine citation
knowledge and adapt them for the recommendation tasks. Citation knowledge
mining involves three tasks: source representation learning for extracting
the citing intents of users, target representation learning for inferring
the content semantics of citing candidates from the databases, and citation
relationship mining to enhance the recommendation by learning the relation
knowledge from the citation network

(1) Source Representation Learning focuses on representing the source
manuscript, including users’ c¢iting intents into semantic space. The




proposed algorithm detects the citing intents from the query contexts and
adaptively detects the topic semantics from the continuous updates of the
manuscr ipt.

(2) Target Representation Learning is designed to learn the representation
of the content semantics of the candidate papers, which the source
manuscript may cite. The work proposes a method to construct a “universal
content modeling” by adapting content embedding techniques, complied with
dynamic content sampling strategies. The constructed content model ing can be
adapted for representing and recommending citing candidates from both in-
dataset and out-of-dataset (newly published papers).

(3) Citation Relationship Mining leverages the structural information of
citations, such as co-citation relationships, co-citation frequencies, and
frequencies of their historical appearances, to improve the accuracy and
efficiency of citation recommendations. The proposed approach also enables
the requests of multiple targets for citing, which is helpful to find
comprehensive citing candidates

Experiments simulating real-world scenarios with two open datasets have
verified the proposed methods. Three completing stages with different
amounts of finished contents for input manuscripts are adapted to validate
the on-the-fly recommendations. In addition, extensive user tests and
explainability studies are conducted to demonstrate the usability and
rationality of the approaches. The proposed models are additionally analyzed
in the ablation study to verify each designed component. Overall, the
exper iments could demonstrate the framework's effectiveness and rationality
from the perspectives of accuracy, rationality, and usability.
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