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Chapter 1

Introduction

Autonomous navigation technology has been applied to various robots, including automated
guided vehicles and cars. For robots, estimation of their pose, namely mobile robot local-
ization, is essential [1–3].

Monte Carlo localization (MCL) is one of the most popular localization methods [4–6].
It is a particle-filter-based algorithm, which scatters a large number of particles (hypotheses
about the pose estimate) onto the environment map and calculates the likelihood of each par-
ticle (the likelihood of the corresponding pose estimate) to estimate a probability distribution
of the robot pose. Since MCL can handle complex multimodal probability distributions, it
enables highly reliable estimation in various environments. Therefore, it has been widely
studied and used for over two decades; e.g., [7] improved MCL by adding the process of
injecting random particles, and [8] proposed Kullback-Leibler divergence (KLD) sampling,
which dynamically adapts the number of particles. In [9], a pre-caching technique was
applied to MCL to reduce the computational burden and sample particles efficiently. The
method in [10] combined MCL with a laser scan matching algorithm to inherit the stability
of MCL and the high accuracy of the scan matching. A particle initialization method by a
convolutional neural network was proposed in [11]. The major target of MCL is a wheeled
robot [12], but it has also been applied to an underwater robot [13], an uncrewed aerial
vehicle [14], and the field of wireless sensor networks [15].

Although many robots utilize MCL as above, MCL often fails in monotonous environ-
ments, e.g., a long straight corridor, a large vacant room, and a warehouse where the same
shelves are equally spaced.

The details of MCL are described here in order to explain the problem. MCL includes
a measurement model, which gives the likelihood of a pose estimate by matching the map
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Chapter 1. Introduction

(a) Original map (occupancy grid map)

(b) Likelihood field map

Figure 1.1: Example of likelihood field map

and measurements of the robot’s sensor, such as a light detection and ranging (LIDAR),
ultrasonic sensor, or camera. The measurement model is often built based on a likelihood
field (see, for instance, [16–21]). A likelihood field is a map that considers the sensor’s
measurement noise. Figure 1.1 shows an example. Figure 1.1(a) is the original map, where
the color indicates the probability that the space is occupied by an object. Figure 1.1(b) is
the corresponding likelihood field map, which is generated by blurring the original map by
the magnitude of the measurement noise. The map of Fig. 1.1(b) denotes that the darker
a location is, the more likely it is to be detected by the sensor. Figure 1.2 is an example
demonstrating how the likelihood of a pose estimate is calculated from a likelihood field map
in the case of using a LIDAR sensor. Figure 1.2(a) shows the LIDAR measurement data,
and Fig. 1.2(b) and (c) show the projection of the measurement data onto the likelihood field
map at each pose estimate. The measurement data in Fig. 1.2(c), which are the red points,
overlap the dark locations more than in Fig. 1.2(b); thus, the pose estimate of Fig. 1.2(c) is
judged to be more likely.

The likelihood calculation in MCL does not work well in monotonous environments.
For example, in the case of a long straight corridor shown in Fig. 1.3, the pose estimate
of Fig. 1.3(b) is greatly shifted to the left from the actual robot pose, whereas in the case
of Fig. 1.3(c), it is slightly rotated clockwise from the actual pose. On the other hand, the

2



1.1. Highlighted map

(a) Measurement data

(b) Case of pose estimate whose likelihood is low

(c) Case of pose estimate whose likelihood is high

Figure 1.2: Projection of measurement data onto map

measurement data in Fig. 1.3(b) overlap the dark locations more than in Fig. 1.3(c). This
means that the pose estimate of Fig. 1.3(b) is more deviated but is judged to be more likely
than that of Fig. 1.3(c). If the robot does not have enough computational resources, it will
get lost by this matter.

The most common conventional method for localization in such environments is to use
additional sensors having different characteristics from those of a LIDAR, e.g., use a global
navigation satellite system (GNSS) [22, 23] or a camera [24, 25], and fuse these data. The
sensor fusion method in [26] adopted the fault detection and isolation techniques to exclude
the effects of faulty sensors. Another approach is localization based on a moving horizon
estimation for the environments [27]. Methods that prevent a robot from entering such
monotonous areas were presented in [28, 29].

1.1 Highlighted map

This thesis considers how to make full use of a few uniquely shaped objects in a monotonous
environment (hereinafter referred to as landmarks) to increase the localization accuracy. The
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Chapter 1. Introduction

(a) Measurement data

(b) Case of pose estimate whose error is large but
likelihood is high

(c) Case of pose estimate whose error is small but
likelihood is low

Figure 1.3: Projection of measurement data onto corridor map

approach in this thesis is to generate a map on which the landmarks are emphasized and use
the map for localization instead of a likelihood field map. For example, if the landmarks are
darkened, the likelihood of the pose estimate increases when the measurement data overlap
the landmarks. As a result, the localization accuracy improves. Figure 1.4 demonstrates the
idea. The measurement data in Fig. 1.4(a) overlap only the light locations, whereas those in
Fig. 1.4(b) also overlap the dark locations. Thus, the pose estimate of Fig. 1.4(b) is judged
to be more likely than that of Fig. 1.4(a).

In this thesis, the map whose shade is modified for making a more accurate localization
is called a highlighted map. The advantage of the highlighted map approach is that it
requires no additional sensors or online computation for localization (only an offline pre-
computation to generate a highlighted map is needed). Therefore, the performance of many
robots, especially low-cost robots, can be improved at no additional cost. In addition, the
highlighted map approach can be easily combined with other existing algorithms based on
MCL.

Now let us consider how to generate a highlighted map. The simplest method is to find
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1.1. Highlighted map

(a) Case of pose estimate whose error is large and
likelihood is low

(b) Case of pose estimate whose error is small and
likelihood is high

Figure 1.4: Projection of measurement data onto highlighted map

Figure 1.5: Landmarks and non-landmarks

landmarks directly based on the shape of the map and modify their shade. However, it is
difficult to automate the process of finding them because there is no rule regarding the shapes
of the landmarks. For example, there are several protrusions of the same shape in Fig. 1.1,
but, as indicated in Fig. 1.5,

• The protrusion at the center of the north corridor (in a long straight corridor) is a
landmark.

• The protrusion at the northeast (in a corner) is not an important landmark compared
to the above landmark because it is easier to estimate pose in a corner than in a long
straight corridor.
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Chapter 1. Introduction

• The protrusions in the south corridor are not landmarks, whereas the place without
protrusions is a landmark because the most unique shape in that corridor is the flat
area, not the protrusions.

Note that the upper side of the figure is north in this thesis. Moreover, in such an approach,
it is also difficult to make a map that reflects the sensor characteristics and robot dynamics
and to guarantee the optimality of localization.

This thesis presents the reverse approach, where landmarks are searched for from the
localization results instead of searching for them directly according to the shape of the map.
In this approach, the following two steps are repeated: 1) estimate the pose with the map and
evaluate the accuracy; 2) modify the shade of the map based on the result of Step 1). Here,
consider using reinforcement learning (RL), which has attracted much attention in various
fields including robotics [30,31], to optimize the shade of the map. The idea in this thesis is
to regard the randomness of MCL as the randomness required for RL and to modify MCL
to fit the RL framework. The features of this approach are as follows:

• Landmarks useful for localization can be automatically identified and emphasized.

• The map is optimized using the actual robot data (e.g., control data and measurement
data). Nevertheless, unlike many other RL applications, we only need to drive the
actual robot once.

• Since the optimization uses actual robot data, it is possible to obtain a highlighted map
specialized for situations, such as the type and specifications of the sensor, the robot’s
velocity, the robot’s route, and the MCL setting.

In this thesis, the problem of generating a highlighted map is formulated, and a numerical
optimization method based on RL is proposed for the solution. Furthermore, a theorem that
guarantees the optimization will converge is derived. The numerical simulation and real-
world experiment are performed to show the effectiveness of a highlighted map.

Note that this study is different from simultaneous localization and mapping (SLAM).
SLAM is the problem of associating the measurement data at each position to construct a
map of the environment [4]. The constructed map is generally used for path planning as well
as localization. Various SLAM methods, such as EKF-SLAM [32, 33], particle-filter-based
SLAM [34, 35], and graph-based SLAM [36, 37], have been studied, and their main topic
has been loop closure, which is the technology used to create a consistent map by adjusting
the positional relationships of these measurement data when the robot revisits a known area.
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1.2. Robust highlighted map

On the other hand, this thesis considers modifying the shade of each location in the map
based on the existing map (e.g., a map created by SLAM) for the purpose of improving
localization. Therefore, the construction of a highlighted map is a process performed after
SLAM.

1.2 Robust highlighted map

After the basic method of generating a highlighted map is proposed, the robustification of a
highlighted map is considered. Since the proposed method generates a highlighted map by
utilizing a limited number of the sensor measurement data, the generated highlighted map is
vulnerable to unexpected sensor measurement noise.

In recent years, adversarial learning has received considerable attention in the machine
learning community (e.g., generative adversarial networks [38]), and it has also been used
in RL to acquire robust policies. The method proposed in [39], robust adversarial reinforce-
ment learning (RARL), trains both the original system (protagonist) and extra disturbances
(adversary) simultaneously in the framework of a two-player game. By the training, the
protagonist becomes robust to the environmental changes and modeling errors. This method
has shown good results in various problems [40, 41], and it is often applied to autonomous
vehicle control [42, 43]. In related studies, [44] proposed a Q-learning-based RL algorithm
for a two-player game, and [45] presented an actor-critic-based RL algorithm that learns a
robust policy in a framework similar to adversarial learning.

This thesis also proposes a method of generating a robust highlighted map, which is a
highlighted map that is robust against noise, by using adversarial RL. This method introduces
a virtual obstacle causing measurement noise and learns both the worst-case obstacle behavior
and the optimal highlighted map simultaneously. The numerical simulation is performed to
verify the robustness of the map.

1.3 Particle filter design

Next, consider generalizing the proposed method of generating a highlighted map to the
design of a particle filter (PF). A PF is a popular method for estimating the state of a
dynamical system [46, 47]. Owing to its high versatility in handling nonlinear systems with
non-Gaussian noise and ease of implementation, it has a wide range of applications. For
example, it has been used for object tracking in computer vision [48] and for predicting
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Chapter 1. Introduction

remaining useful life of lithium-ion batteries [49] in addition to mobile robot localization.

The PF algorithm is outlined below. The PF approximates the probability distribution of
the estimated state by using a set of many particles, which represent hypotheses about the
state. This probability distribution is estimated by repeating the following steps: 1) predict
the current particles based on the system model; 2) calculate the weight (likelihood) of
each particle based on the measurement model; 3) resample the particles according to their
weights. Here, the system and measurement models must be designed by the user for each
target system. The design of these models is an important problem because the performance
of a PF depends on it.

Therefore, several methods for estimating appropriate models, or the parameters that
determine them, have been studied. For example, the Bayesian estimation method in [50]
incorporates the parameters into the state vector and estimates both the state and parameters
simultaneously using the PF algorithm. Another Bayesian approach in [51] uses Markov
chain Monte Carlo methods. In [52], a PF was used to approximate the gradient and Hessian
of the log-likelihood of the parameters, which enabled a gradient ascent for maximum
likelihood estimation (MLE). These methods aim to provide plausible models but do not
directly consider the performance of the PF (e.g., estimation accuracy).

Several methods directly optimize the estimation accuracy of a PF. The method in [53]
uses particle swarm optimization (PSO) to optimize it. However, PSO cannot be expected
to optimize high-dimensional parameters successfully. Another method to optimize the
estimation accuracy implements the system and measurement models as neural networks
to make the PF algorithm differentiable [54], so it lacks versatility in the structure of the
models. Furthermore, the convergence of the optimization is not considered in [53, 54].

The proposed method of generating a highlighted map optimizes the estimation accuracy
of MCL, whose algorithm is equivalent to a PF. In addition, it is proven that the optimization
converges. This method regards every pixel of the map as parameters that determine the
measurement model of the PF and optimizes them by using RL. As described here, this
method considers only a specific PF application and lacks generality; e.g., the system model
is not designed, and only the estimation accuracy can be optimized. Thus, this method needs
to be extended.

In this thesis, a new PF design method is proposed. The advantage of the proposed
method is that it is possible to optimize various objective functions, e.g., the likelihood of the
parameters, the estimation accuracy of the PF, and the regularization term of the parameters.
Moreover, the convergence of the optimization is guaranteed.

8



1.4. Summary

After presenting the proposed PF design method, it is applied to mobile robot localization,
and the numerical simulation is performed, where more than 30,000-dimensional parameters
are optimized simultaneously.

1.4 Summary

In summary, the main contributions of this thesis are as follows:

• This thesis newly proposed the idea of modifying the shade of a map that evaluates
the likelihood of a pose estimate to improve the localization accuracy. The modified
map is called a highlighted map. The map can improve the accuracy of the MCL
algorithm without additional sensors or online computation. Moreover, the idea can
be combined with various versions of MCL.

• The method of generating a highlighted map based on RL is proposed.

• By applying the framework of the adversarial RL, the above method is extended to
generate a highlighted map that is robust against noise.

• The above method is generalized to a PF design method. This method can design
not only the measurement model but also the system model and accommodate various
objective functions.

This thesis is organized as follows. First, Chapter 2 explains the MCL and RL algorithm.
Next, Chapter 3, Chapter 4, and Chapter 5 propose the method of generating a highlighted
map, the method of generating a robust highlighted map, and the method of designing a PF,
respectively. Chapter 6 is the conclusion.

Notation: Let R, R+, N, C, ∅, and Pn
0+ denote the real number field, the set of positive

real numbers, the set of natural numbers, the set of complex numbers, the empty set, and the
set of the n × n positive semidefinite matrices, respectively. For N data x(1), x(2), . . . , x(N),
the notation

{
x(i)

}N
i=1 denotes the set of them, i.e.,

{
x(i)

}N
i=1 :=

{
x(1), x(2), . . . , x(N)

}
. For

time-varying data xt , xt1:t2 denotes sequences of data from time t1 to time t2, i.e., xt1:t2 :=(
xt1, xt1+1, xt1+2, . . . , xt2

)
. For a vector v and matrix M , ‖v‖ and ‖M ‖F represent the Euclidean

norm of v and the Frobenius norm of M , respectively. For a vector v, scalar function f , and
vector function g, ∇v f , ∇2

v f , and ∇v g denote the gradient of f , the Hessian matrix of f ,
and the Jacobian matrix of g, respectively.

9





Chapter 2

Preliminaries

This chapter describes the MCL algorithm and its components, the map and the measurement
model. In addition, RL, which is utilized to solve the problems in the following chapters, is
outlined.

2.1 Grid map

A grid map is a grid array that discretizes the environment with a certain resolution. Each
grid cell has a value. Let the map be denoted by m :=

[
m(1),m(2), . . . ,m(M)

]>, where M ∈ N
and m(µ) ∈ R are the number of grid cells and the value of the µ-th cell, respectively. Figure
2.1 is an example of the grid map.

Several kinds of maps can be represented as such a grid by setting the cell values m(µ) in
an appropriate manner. In the case of Fig. 1.1(a), which is called an occupancy grid map [4],
m(µ) indicates the probability that the µ-th cell is occupied by an object. In the case of
Fig. 1.1(b), which is called a likelihood field map, m(µ) denotes the probability that the µ-th
cell is detected by a sensor. Although Fig. 1.1 is the case of a two-dimensional (2D) map, a
three-dimensional (3D) map can also be expressed in the same form by regarding m(µ) as a
voxel value.

2.2 Monte Carlo localization

Although the highlighted map can be applied to various localization algorithms related to
MCL, this thesis considers the combination with the most basic MCL for simplicity. This
section describes the MCL algorithm.
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Chapter 2. Preliminaries

Figure 2.1: Grid map (size 100 × 50)

Let xt ∈ Rn denote the true pose of the robot at time t ∈ {0} ∪ N. In the case of a robot
moving on a plane, xt is given by

xt := [xt,yt, θt]> (2.1)

where (xt,yt) ∈ R2 is the position, and θt ∈ R is the orientation.

MCL is a PF-based algorithm for estimating xt , which corresponds to Table 8.2 in [4].
Algorithm 1 illustrates MCL, where x̂(i)t ∈ Rn is the state of the i-th particle, N ∈ N is the

number of particles, and χt :=
{
x̂(i)t

}N

i=1
is the particle set. Each particle x̂(i)t represents a

candidate for the pose estimate, and the set χt approximates the probability distribution of
the pose. The purpose of Algorithm 1 is to update χt at each time.

Algorithm 1 has four inputs χt−1, ut , zt , and m, where ut ∈ Rnu are control data such as

velocity commands or wheel odometry, zt :=
{
z(ℓ)t

}L

ℓ=1
are data measured by a sensor (e.g.,

LIDAR), and m ∈ RM is a map. The measurement data zt is a point cloud consisting of
L ∈ N points z(ℓ)t ∈ Rnz , which is an nz-dimensional vector of an object’s position detected
by the sensor in the sensor coordinates.

Algorithm 1 contains two functions, f and g. The function f : Rnu × Rn → Rn updates
the state of each particle by applying control data ut . The output x̂(i)t |t−1 ∈ R

n is the state
of the particle after the update. The function g : Rnz×L × Rn × RM → R+ corresponds to
the measurement model, which provides the likelihood of a pose estimate by matching the
measurement data zt to the map m. The output w(i)t ∈ R+ is the likelihood of the i-th particle.
Note that g is different from an output equation in control theory which outputs measurement
data.

The flow of Algorithm 1 is as follows: 1) calculate the weighted particle set χ̄t :=

12



2.3. Measurement model and likelihood field map

Algorithm 1 MCL
1: function MCL(χt−1,ut, zt,m)
2: χ̄t = χt = ∅
3: for i = 1 to N do
4: x̂(i)t |t−1 = f

(
ut, x̂

(i)
t−1

)
5: w

(i)
t = g

(
zt, x̂

(i)
t |t−1,m

)
6: χ̄t ← χ̄t ∪

{(
x̂(i)t |t−1,w

(i)
t

)}
7: end for
8: for i = 1 to N do

9: x̂(i)t =



x̂(1)t |t−1 with probability w
(1)
t∑N

j=1 w
(j)
t

x̂(2)t |t−1 with probability w
(2)
t∑N

j=1 w
(j)
t

...
...

x̂(N)t |t−1 with probability w
(N )
t∑N

j=1 w
(j)
t

10: χt ← χt ∪
{
x̂(i)t

}
11: end for
12: return χt , χ̄t
13: end function

{(
x̂(i)t |t−1,w

(i)
t

)}N

i=1
(lines 3–7); 2) sample the particles randomly based on the ratio of the

likelihood w
(i)
t to compose the particle set at time t, χt (lines 8–11); 3) return χt and χ̄t .

The sampling process in Step 2) is called resampling. Note that the algorithm in [4] returns
χt only, whereas Algorithm 1 also returns χ̄t . This is because χ̄t is used for generating a
highlighted map, as described later.

2.3 Measurement model and likelihood field map

The measurement model simulates the probability distribution p
(
zt

�� xt,m
)
. The function g

in Algorithm 1 calculates the likelihood of a pose estimate based on the measurement model.
There are several kinds of measurement models, e.g., the beam model and the likelihood

field model [4]. The likelihood field model is often used, not only for 2D maps [16–19]
but also for 3D maps [20, 21], because it tends to produce smoother distributions even in
cluttered areas, and it is computationally efficient.

Here, the details of the likelihood field model are described. An example of the calculation
based on it is presented in Table 6.3 in [4] as algorithm likelihood_field_range_finder_model.
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Chapter 2. Preliminaries

This algorithm includes a costly operation of searching for the nearest object on the map
for each measurement data. Therefore, it is useful to pre-compute a lookup table that
implements a likelihood field map so that most parts of the likelihood calculation can be
skipped by referring it [4, 21].

In the case of a 2D map, the likelihood field map mlf ∈ RM is generated from an
occupancy grid map mocc ∈ RM by

m(µ)lf = κ1 N (D (xµ, yµ,mocc) ,σ) (2.2)

where κ1 ∈ R+ is a constant, (xµ, yµ) ∈ R2 is the map coordinates of the µ-th cell, and
D : R × R × RM → {0} ∪ R+ is the distance to the nearest object on the map, i.e.,

D(x, y,m) := min
x′,y′

{√
(x − x′)2 + (y − y′)2

���� (x′, y′) occupied in m
}
. (2.3)

The function N : R × R+ → R+ denotes a zero-centered normal distribution, and the value
N(x,σ2) is the probability density at x ∈ R with standard deviation σ ∈ R+. Note that the
likelihood field model assumes that the sensor measurement noise is Gaussian.

The likelihood field map implemented by the lookup table simplifies the calculation in the
likelihood field model. In the case of using algorithm likelihood_field_range_finder_model
in [4] as the function g; g includes only the following operation:

g(zt, xt,m) :=
L∏
ℓ=1

q
(
z(ℓ)t , xt,m

)
(2.4)

where

q
(
z(ℓ)t , xt,m

)
:=


1 if ℓ−th sensor does not detect object(
κ2M

(
z(ℓ)t , xt,m

)
+ κ3

)
otherwise,

(2.5)

m is the likelihood field map, and κ2, κ3 ∈ R+ are the model parameters. Also, M :
Rnz × Rn × RM → R is a function, andM

(
z(ℓ)t , xt,m

)
is the cell value m(µ) of the likelihood

field map containing the measurement data z̃(ℓ)t , where z̃(ℓ)t is the position obtained by
converting z(ℓ)t (the measurement data in the sensor coordinates) into the map coordinates
based on the robot pose xt . For example, in Fig. 2.2, the measurement data are located on
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2.4. Reinforcement learning

Figure 2.2: Projection of measurement data onto likelihood field map and the corresponding
cell values

the 14th, 20th, and 23rd cells; thus, the likelihood of the pose estimate is

w
(i)
t =

(
κ2 m(14) + κ3

) (
κ2 m(20) + κ3

)2 (
κ2 m(23) + κ3

)
. (2.6)

2.4 Reinforcement learning

This section outlines RL, which is an approach for finding the optimal policy through trial
and error [55].

RL deals with the system in Fig. 2.3, composed of an agent and an environment. They
repeat the following behaviors: 1) the agent observes a state of the environment st ; 2) the
agent selects and executes an action at according to st and the policy π; 3) the environment
outputs a reward rt according to st and at ; 4) the environment st transitions to st+1 by referring
to at . For this system, the purpose of RL is to determine the optimal policy π that gives the
highest cumulative reward.

RL mainly consists of two types of methods: value iteration methods, e.g., Q learning [56]
and deep Q-network (DQN) [57], and policy gradient methods, e.g., REINFORCE [58] and
stochastic hill climbing [59]. This thesis mostly uses the policy gradient method and also
uses the value iteration method in Chapter 4.

The policy gradient methods directly optimize the parameter Θ that defines the policy.
For optimizing Θ, many policy gradient methods use the characteristic eligibility [58–61].
It is given by

et := ∇Θ ln {π̃(at, st,Θ)} (2.7)
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Figure 2.3: RL framework

where
π̃(at, st,Θ) := p

(
at

�� st,Θ
)

(2.8)

is the probability density function corresponding to π. The characteristic eligibility et

represents the value of the executed action evaluated from information theory, and if the
action is less frequent and is more sensitive to Θ, et becomes larger.

The value iteration methods learn the value of each pair of states and actions. For example,
Q learning updates the state-action value function Q(st,at) by the following equation:

Q(st,at) ← Q(st,at) + η
{
rt + λmax

a
Q(st+1,a) −Q(st,at)

}
, (2.9)

where η ∈ R+ is a learning rate, and λ ∈ R+ is a discount factor [56]. The optimal policy
π∗(st) is obtained indirectly from the value function, e.g.,

π∗(st) = arg max
a

Q(st,a). (2.10)
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Chapter 3

Highlighted map generation

This chapter presents the generation method of a highlighted map. First, the problem of
generating a highlighted map is formulated, and the solution for it is proposed. Next, the
numerical simulation and experiment show the effectiveness of using a highlighted map.

3.1 Problem formulation

Consider modifying a map m described in Chapter 2, which consists of M values
m(1),m(2), . . . ,m(M). If we obtain a suitably modified map m, using it in MCL in Sec-
tion 2.2 may improve the localization accuracy. In this thesis, the modified map is called a
highlighted map.

The objective function for constructing a highlighted map m is defined as follows:

J(m) :=
T∑

t=1
ρ (xt, χt) (3.1)

where T ∈ N is the operating time, and ρ : Rn × Rn×N → R evaluates the localization
accuracy at each time from the true pose xt and the particle set (probability distribution of
the pose estimate) χt in Section 2.2. For example, ρ can be defined as the error between xt

and the average of χt

ρ (xt, χt) := exp
{
− (xt − h (χt))> A (xt − h (χt))

}
, (3.2)
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Chapter 3. Highlighted map generation

or the variance of χt

ρ (xt, χt) := exp

{
−

N∑
i=1

(
x̂(i)t − h (χt)

)>
A

(
x̂(i)t − h (χt)

)}
, (3.3)

where h : Rn×N → Rn is the average of the state of the particles, i.e.,

h (χt) :=
1
N

N∑
i=1

x̂(i)t , (3.4)

and A ∈ Pn
0+ is a weight coefficient matrix. Note that (3.3) does not use the true pose xt .

The problem is formulated as follows.

Problem 1. For Algorithm 1, assume that the number N of particles, functions f , g, and ρ,
an initial particle set χ0, control data u1:T , measurement data z1:T , and true poses x1:T are
given. Then, find the optimal highlighted map

arg max
m

J̄(m) (3.5)

where J̄ : RM → R is the expected value of (3.1), i.e.,

J̄(m) := E [J(m)] . (3.6)

Note that the solution (3.5) is optimal just for the past data u1:T , z1:T , and x1:T . Optimality
is not guaranteed for the future data but it is assumed that the map provides the same
performance when the robot moves on a trajectory similar to the one the robot followed
when the data u1:T , z1:T , and x1:T were measured. In fact, a simulation and experiment
verified that it is effective for future data (see Sections 3.3 and 3.4).

3.2 Highlighted map generation based on reinforcement
learning

This section presents the solution to Problem 1 based on RL.

18



3.2. Highlighted map generation based on reinforcement learning

3.2.1 Interpretation of highlighted map generation problem into rein-
forcement learning

Let us associate MCL with RL described in Section 2.4. RL is characterized by a mechanism
to search for the optimal policy using a probabilistic policy that selects an action at random.
MCL is the algorithm that estimates the pose by resampling particles at random. Therefore,
by regarding the resampling process of MCL as a policy π and the resampling result as an
action at in RL, the highlighted map, which is the design parameter used in MCL, can be
optimized in the RL framework.

This chapter uses the method in [59], a kind of policy gradient method, which directly
optimizes the parameters of the policy.

First, MCL is converted into the RL framework by the following assignment:

• Policy π: Function g and resampling process of MCL. The highlighted map m is a
parameter that determines the behavior of these processes.

• State st =
((

x̂(1)t |t−1, x̂
(2)
t |t−1, . . . , x̂

(N)
t |t−1

)
, ct

)
: States of all particles of MCL

x̂(1)t |t−1, x̂
(2)
t |t−1, . . . , x̂

(N)
t |t−1 and current time ct := t.

• Action at =
[
γ
(1)
t , γ

(2)
t , . . . , γ

(N)
t

]>
: Resampling result of MCL, where γ(i)t ∈ N is the

index j of the state x̂( j)t |t−1 to which the i-th particle is resampled in line 9 of Algorithm 1.

• Reward rt : Output of the function ρ in (3.1).

Figure 3.1 shows the relationship between MCL and RL in this case. In Fig. 3.1, D outputs
at =

[
γ
(1)
t , γ

(2)
t , . . . , γ

(N)
t

]>
as follows:

γ
(i)
t =



1 with probability w
(1)
t∑N

j=1 w
(j)
t

2 with probability w
(2)
t∑N

j=1 w
(j)
t

...
...

N with probability w
(N )
t∑N

j=1 w
(j)
t

(i = 1,2, . . . ,N) (3.7)

which generates N random numbers from the probability distribution represented by
w
(1)
t ,w

(2)
t , . . . ,w

(N)
t . In addition, A in Fig. 3.1 is the process to compose χt , where the
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Chapter 3. Highlighted map generation

Figure 3.1: Relationship between MCL and RL

state of the i-th particle in χt is set to x̂(γ
(i)
t )

t |t−1 (i = 1,2, . . . ,N). Then,

p
(
st+1

�� s1:t,a1:t, π
)
= p

(
st+1

�� st,at
)
, (3.8)

p
(
at

�� s1:t,a1:t−1, π
)
= p

(
at

�� st,m
)
, (3.9)

E
[
rt

�� s1:t,a1:t, π
]
= E

[
rt

�� st,at
]

(3.10)

are satisfied, and the whole system can be regarded as a Markov decision process (MDP),
which is the target system for many RL algorithms [55, 59].

Next, the characteristic eligibility (2.7) is derived. The probability density function (2.8)
is derived as follows:

π̃(at, st,m) =
N∏

i=1

w
(γ(i)t )
t∑N

j=1 w
( j)
t

. (3.11)

From (2.7) and (3.11), the characteristic eligibility is derived as follows:

et := ∇m ln {π̃(at, st,m)}

=

N∑
i=1

©­«Γ(i)t −
Nw
(i)
t∑N

j=1 w
( j)
t

ª®¬∇m ln
{
g

(
zt, x̂

(i)
t |t−1,m

)}
(3.12)
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3.2. Highlighted map generation based on reinforcement learning

where
Γ
(i)
t :=

���{ j
�� γ( j)t = i, j = 1,2, . . . ,N

}��� (3.13)

is the number of particles resampled to the state x̂(i)t |t−1. The values of Γ(i)t and w
(i)
t in (3.12)

are obtained from χt and χ̄t , and ∇m ln g can be calculated from χ̄t , zt , and m. For example,
if g is given by (2.4), ∇m ln g is

∂

∂m(µ)
ln

{
g

(
zt, x̂

(i)
t |t−1,m

)}
=

κ2 β
(i,µ)

κ2 m(µ) + κ3
(3.14)

where β(i,µ) ∈ {0} ∪N is the order of the factor
(
κ2 m(µ) + κ3

)
in the function g in (2.4), and

it corresponds to the number of measurement data z(ℓ)t projected onto the µ-th cell. In the
case of Fig. 2.2 and (2.6), β(i,µ) takes the following values:

β(i,µ) =


1 if µ = 14
2 if µ = 20
1 if µ = 23
0 otherwise.

(3.15)

3.2.2 Method of generating highlighted map

This chapter proposes Algorithm 2 for generating a highlighted map based on RL. Note that
m(k) ∈ RM is the highlighted map at iteration k ∈ {0} ∪ N, kmax ∈ N is the maximum
iteration number, b ∈ R is a reinforcement baseline [58], and η(k) ∈ R+ is a learning rate for
updating the map.

To execute Algorithm 2, it is necessary to drive the robot to record control data u1:T ,
measurement data z1:T , and true poses x1:T . The true poses x1:T can be obtained, e.g., by
temporarily adding a sensor that can measure the robot pose directly, such as a GNSS or
indoor positioning system [62], to the robot. Alternatively, x1:T are approximately obtained
by executing a more complex localization algorithm than usual (e.g., MCL with a larger
number of particles, at a higher frequency) after recording u1:T and z1:T . Note that real-time
processing is not required for this computation.

In this algorithm, the following calculation is performed kmax times. At each time from
t = 1 to T , MCL is executed first; then, the evaluation value of the estimation rt and the
characteristic eligibility et are computed. Next, the cumulative sum of et denoted by Ut ∈ RM

and the cumulative sum of (rt − b)Ut denoted by Vt ∈ RM are updated. After the calculation
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Chapter 3. Highlighted map generation

Algorithm 2 Highlighted map generation
1: function HighlightedMapGen(χ0,u1:T, z1:T, x1:T,m(0))
2: for k = 0 to kmax − 1 do
3: U0 = V0 = 0
4: for t = 1 to T do
5: χt, χ̄t = MCL (χt−1,ut, zt,m(k))
6: rt = ρ (xt, χt)
7: calculate et according to (3.12) from χt , χ̄t , zt , and m(k)
8: Ut = Ut−1 + et
9: Vt = Vt−1 + (rt − b)Ut

10: end for
11: m(k + 1) = m(k) + η(k)VT
12: end for
13: return m(kmax)
14: end function

at time T , the map m(k) is modified by adding η(k)VT .

3.2.3 Theoretical analysis

The following theorem shows the optimality of the proposed method.

Theorem 1. For Algorithm 2, assume that the following conditions hold:

(C1) There exists a bounded setX ⊂ Rn such that for all (k, t, i) ∈ ({0} ∪ N)×{1,2, . . . ,T}×
{1,2, . . . ,N}, x̂(i)t |t−1 ∈ X with probability 1.

(C2) There exist δ1, δ2 ∈ R such that for all k ∈ {0} ∪ N, m(k) ∈ M where M :={
m

�� δ1 ≤ m(µ) ≤ δ2, µ = 1,2, . . . ,M
}
.

(C3) There exists a δ3 ∈ R+ such that for all (t, x̂,m) ∈ {1,2, . . . ,T} ×X×M, |g (zt, x̂,m)| ≥
δ3.

(C4) For all (t, x̂,m) ∈ {1,2, . . . ,T} × X ×M, ∇m g (zt, x̂,m) exists, ‖∇m g (zt, x̂,m)‖ < ∞,
and ∇m g (zt, x̂,m) is continuous in m.

(C5) For all (t, χ) ∈ {1,2, . . . ,T} × XN , |ρ (xt, χ)| < ∞.

(C6) The learning rate η(k) ∈ R+ satisfies
∑∞

k=0 η(k) = ∞ and
∑∞

k=0 η(k)2 < ∞.

(C7) For variables t ∈ R and ν ∈ RM , the differential equation

dν(t)
dt
= ∇ν J̄ (ν(t)) (3.16)
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3.2. Highlighted map generation based on reinforcement learning

has an asymptotically stable equilibrium ν = m∗ ∈ M.

(C8) There exists a compact set B1 ⊆ B(m∗) such that
��{k

�� m(k) ∈ B1, k = 0,1,2, . . .
}�� =

∞, where B(m∗) :=
{
ν0

�� limt→∞ ν(t|ν0) = m∗
}
, and ν(t|ν0) ∈ RM is the solution of

(3.16) for an initial value ν0 ∈ RM .

Then,
lim

k→∞
m(k) = m∗, with probability 1. (3.17)

Proof. The equation in line 11 of Algorithm 2 can be rewritten as

m(k + 1) = m(k) + η(k)∇m J̄ (m(k)) + η(k)φ(k) (3.18)

where
φ(k) := VT − ∇m J̄ (m(k)) . (3.19)

Then, if (C2), (C6)–(C8), and the following conditions are satisfied, (3.17) holds by Theorem
2.3.1 in [63].

(D1) For all k ∈ {0} ∪ N, E [VT ] = ∇m J̄ (m(k)).

(D2) The function ∇m J̄(m) is continuous at all m ∈ M.

(D3) For all ϵ ∈ R+, limk→∞ P
(
supK≥k



∑K
k ′=k η(k′)φ(k′)



 ≥ ϵ ) = 0.

Conditions (D1)–(D3) hold if (C1)–(C6) are satisfied. Appendix A gives the proofs.

Since Algorithm 2 is based on the RL method of [59], (D1) holds. Furthermore, (D1)
implies that Algorithm 2 is also equivalent to the stochastic approximation method [63,64],
which updates the parameter according to the gradient of the objective function. The theorem
in [63] allows us to prove Theorem 1.

Theorem 1 reveals that if (C1)–(C8) are satisfied, the proposed method converges to
a local optimum, which means that the method can provide an approximate solution to
Problem 1.

Finally, a supplementary explanation of the conditions in the theorems is provided.
Conditions (C1), (C3), and (C4) are about the setting of MCL. The satisfaction of (C1)
depends on the structure of f and the boundedness of χ0 and u1:T . Conditions (C3) and
(C4) hold if, e.g., g is given by (2.4), and (C2) holds with δ1 > −κ3/κ2. Conditions
(C2) and (C5)–(C8) are for RL and stochastic approximation. For example, the function
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Figure 3.2: Simulation environment

ρ given by (3.2) or (3.3) satisfies (C5). Condition (C6) holds by setting the learning rate
η(k) appropriately. Conditions (C2), (C7), and (C8) are generally assumed in stochastic
approximation methods [63, 64]. Condition (C2) can be omitted by using the optimization
algorithm proposed in [64], which explicitly keeps the solution in the constraint set.

3.3 Numerical simulation

To clarify the effectiveness of the highlighted map, this section compares it with a con-
ventional likelihood field map based on several MCL-based algorithms first. Furthermore,
comparisons with other existing MCL algorithms are performed. These comparisons are
carried out under harsh conditions, i.e., low computational resources and a low-performance
sensor, because the proposed method is especially effective for a low-cost robot.

In this section, the proposed method is evaluated in the 3D dynamic simulator Gazebo
[65]. The simulation environment is shown in Fig. 3.2. Cargo lines some of the corri-
dors. The robot moves on a plane, so its pose is expressed as (2.1). The robot has a 2D
LIDAR and can obtain wheel odometry data ut and LIDAR measurement data zt . The
specification of the LIDAR is as follows: possible maximum detection range is 5 m, scan-
ning angle is 360 degrees, and the number of data is L := 18 data/rev. The MCL setting
is as follows: the number of the particles is N := 100, frequency is 5 Hz, the function f

is algorithm sample_motion_model_odometry in Table 5.6 in [4] with sampling algorithm
sample_normal_distribution in Table 5.4 in [4], and g is given by (2.4) where κ2 := 0.6 and
κ3 := 0.4. These specifications were chosen assuming a low-cost robot.
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3.3. Numerical simulation

Figure 3.3: Initial map m(0) (conventional likelihood field map) in simulation

3.3.1 Generation of highlighted map

The (local) optimal highlighted map m∗ was generated under the settings described below.
The initial map m(0) is shown in Fig. 3.3, which is the same map as in Fig. 1.1(b), except
that it is represented on a color scale. This is a likelihood field map generated by (2.2) with
κ1 := 0.1, σ := 0.15, and an occupancy grid map mocc in Fig. 1.1(a). The map size (number
of cells) is M := 240 × 140, and the grid scale is 0.1 m/cell. The training data used for
generating the map u1:T , z1:T , and x1:T (denoted by utrain

1:T , ztrain
1:T , and xtrain

1:T ) were obtained by
the following procedure:

• The control data utrain
1:T and measurement data ztrain

1:T were measured while the robot
followed the route in Fig. 3.2 at 1 m/s.

• The true poses xtrain
1:T were approximately obtained as follows: perform MCL with

N := 10,000 particles (a larger number than usual for this robot) by using utrain
1:T , ztrain

1:T ,
and m(0); then, regard the following maximum likelihood pose as xtrain

t ,

xtrain
t := x̂(i

∗)
t |t−1 s.t. i∗ = arg max

i
w
(i)
t . (3.20)

Note that the true poses could be obtained from the simulator, however, it was not used
for generating the map in order to simulate a realistic situation.

The initial particle set is given by χ0 :=
{

x̂ini, x̂ini, . . . , x̂ini} where x̂ini ∈ R3 is the initial true
pose. The function ρ in (3.1) is set as

ρ (xt, χt) := exp

− (xt − h (χt))>

10 0 0
0 10 0
0 0 0

 (xt − h (χt))

 (3.21)
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Figure 3.4: Highlighted map m∗ in simulation

where h is defined as (3.4). In Algorithm 2, the learning rate η(k) is

η(k) :=
1

k + 3 × 106 , (3.22)

maximum iteration number is kmax := 4× 106, and reinforcement baseline is b := 0.85. The
reinforcement baseline is set to reduce the estimated variance of the equation in (D1).

Conditions (C1) and (C3)–(C6) hold under these settings, and it was numerically con-
firmed that (C2), (C7), and (C8) held.

The highlighted map m∗ generated by Algorithm 2 is shown in Fig. 3.4. In the north
corridor, the cargo at the center is highlighted most strongly (red spot). In contrast, the
cargo at the northeast in the corridor is highlighted only weakly. This is because it is more
difficult to estimate pose in a long straight corridor than in a corner, and therefore, the central
cargo (in the long straight corridor) is more important as a landmark. In the south corridor,
conversely, the location without cargo is highlighted (purple spot). Note that the red spot
indicates that the corresponding object is an important landmark, and the purple spot denotes
that the absence of an object is such a landmark. It can be seen that the way of highlighting
differs depending on the surrounding environment even for the same-shaped objects, which
implies that landmarks useful for localization are properly identified and emphasized.

The change in the objective function is illustrated in Fig. 3.5. The thin blue line is the
value of J (m(k)) at each iteration k, and the thick red line is its moving average. The data
are thinned out to 1/1000, i.e., only the data at k = 0,1000,2000, . . . are displayed. Figure
3.5 indicates that convergence is achieved.

Note that a similar highlighted map will be generated if ρ is given by (3.3) instead of
(3.21). In this case, the process of obtaining true poses x1:T can be omitted because (3.3)
does not require xt .
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Figure 3.5: Change in objective function in simulation

3.3.2 Performance of highlighted map

Next, the generated highlighted map m∗ was verified. The test data for the verification u1:T ,
z1:T , and x1:T (denoted by utest

1:T , ztest
1:T , and xtest

1:T ) were obtained as follows:

• The control data utest
1:T and measurement data ztest

1:T were measured while the robot
followed the same route at the same velocity as Section 3.3.1. Note that these values
are different from utrain

1:T and ztrain
1:T because the robot was operated manually and traced

a route slightly different from that of Section 3.3.1.

• The true poses xtest
1:T were obtained from the simulator.

The performance of the map was evaluated by

• The objective function J with (3.21),

• Estimation error:

∆t :=

√√√√√√√√√(
xtest

t − h (χt)
)> 

1 0 0
0 1 0
0 0 0


(
xtest

t − h (χt)
)

(3.23)

with (3.4),

• Computation time for one estimation cycle Υt ∈ R+.

The values of J and∆t were calculated with xtest
1:T and χ1:T . Also, χ1:T were computed by MCL

with utest
1:T and ztest

1:T . The computation time was measured by using a Broadcom BCM2837
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system on a chip (SoC) with a 1.2 GHz 64-bit quad-core ARM Cortex-A53 processor. Since
MCL contains randomness and the estimation result changes every iteration, the map was
tested 20 times using the same utest

1:T , ztest
1:T , and xtest

1:T .
The following two comparisons were carried out. Firstly, the highlighted map was com-

pared with the conventional map in several MCL algorithms to verify the effectiveness of the
highlighted map and the validity of combining the highlighted map with various MCL-based
algorithms. Secondly, the combination of the basic MCL and the highlighted map was com-
pared with that of the improved MCL-based algorithms and the conventional map to verify
the significance of the improvement by the highlighted map. As the improved algorithms,
this section chose KLD-sampling-based MCL (KLD-MCL) [4, 8] and the algorithm intro-
duced in [10], which this section calls scan-matching-based MCL (SM-MCL). KLD-MCL
is the most widely used MCL-based algorithm and has been actively studied in recent years,
and SM-MCL is one of the state-of-the-art methods.

For the above two comparisons, this section performed six simulations denoted by S1–S6,
whose configurations and results are shown in Table 3.1. Table 3.1 summarizes the values
of the objective function J, the mean and maximum values of the estimation error ∆t , and
the mean and maximum values of the computation time Υt . All these values are the averages
over 20 tests. To show how the highlighted map improved the performance, the estimation
errors ∆t of 20 tests in the case of S1 and S2 are shown in Figs. 3.6 and 3.7, respectively.
Furthermore, the statistical significance of the improvement was evaluated by box plots
presented in Fig. 3.8 and t-tests. The mean and maximum values of ∆t of S2, S4, and S6
had statistically significant differences from those of S1, S3, and S5, respectively (t-test,
p < 0.001). The highlighted map (optimized for use in MCL) improved KLD-MCL and
SM-MCL as well as MCL because of the similarity between these improved MCL algorithms
and MCL algorithm. These results confirmed the effectiveness of the highlighted map and
the validity of combing the highlighted map with other MCL-based algorithms. In addition,
by comparing the mean and maximum values of ∆t of S2 with those of S3 and S5, we find
that the significance of the improvement by the highlighted map was comparable or greater
than the other existing algorithms even though the highlighted map approach required less
computation time.
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Chapter 3. Highlighted map generation

(a) Error at each time

(b) Error at each position

Figure 3.6: Estimation errors with combination of MCL and conventional likelihood field
map m(0) in simulation

Note that a highlighted map was generated from the actual robot data utrain
1:T , ztrain

1:T , and
xtrain

1:T ; thus, the generated highlighted map should be specialized for situations such as sensor
characteristics and robot dynamics. For example, since utrain

1:T , ztrain
1:T , and xtrain

1:T were measured
when the robot followed a clockwise route, the generated highlighted map was especially
effective for clockwise driving as shown in this section. On the other hand, by using the data
recorded when the robot traced a counterclockwise route, we would obtain a highlighted
map specialized for counterclockwise driving, which is slightly different from m∗ in Fig. 3.4.
As described here, the proposed method can generate various highlighted maps adapted to
each situation.

3.4 Experiment

To verify the performance of the highlighted map in a practical situation, this section performs
the real-world experiment in two environments: the corridor shown in Fig. 3.9 and the
laboratory shown in Fig. 3.10. Each picture in these figures is a landscape from the viewpoint
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3.4. Experiment

(a) Error at each time

(b) Error at each position

Figure 3.7: Estimation errors with combination of MCL and highlighted map m∗ in simula-
tion

(a) Mean error
(

1
T
∑T

t=1 ∆t

)
(b) Maximum error (maxt ∆t)

Figure 3.8: Box plots of mean and maximum of estimation errors in simulation

of the arrow. Figure 3.11 shows the robot system. A 2D LIDAR mounted on the robot was
RPLIDAR (SLAMTEC), whose possible maximum detection range, scanning angle, and the

31



Chapter 3. Highlighted map generation

Figure 3.9: Experimental environment (corridor)

Figure 3.10: Experimental environment (laboratory)

number of data were 12 m, 360 degrees, and 360 data/rev, respectively. However, this section
used only 1/20 of the data (18 data/rev) and excluded data that were more than 5 m in order
to simulate a low-cost sensor.
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3.4. Experiment

Figure 3.11: Experimental robot system

First, the highlighted maps m∗ were generated. The initial maps m(0) in the corridor
and laboratory experiments are illustrated in Figs. 3.12 and 3.13, which are likelihood field
maps generated by (2.2) with κ1 := 0.1, σ := 0.15, and the occupancy grid maps mocc in
Figs. 3.9 and 3.10, respectively. The data for generating the maps utrain

1:T , ztrain
1:T , and xtrain

1:T
were measured in the same way as in Section 3.3.1, where the routes followed by the robot
when collecting utrain

1:T and ztrain
1:T are shown in Figs. 3.9 and 3.10. The map sizes M and

reinforcement baselines b were 240×200 and 0.85 in the corridor experiment, 220×180 and
0.9 in the laboratory experiment, respectively. All other parameters and functions were the
same as in Section 3.3.1. The generated highlighted maps and the changes in the objective
function in the corridor and laboratory experiments are shown in Figs. 3.14, 3.15, 3.16, and
3.17, respectively. In Fig. 3.14, objects in the middle of the corridors, where localization is
difficult, are highlighted. Also, in Fig. 3.15, important landmarks are highlighted, e.g., the
object in the south corridor (indicated by a circle below) and the place without walls in the
north corridor (indicated by a circle above). The meanings of the lines in Figs. 3.16 and 3.17
are the same as in Fig. 3.5. As in Section 3.3.1, it can be seen that the landmarks useful for
localization are highlighted, and convergence is achieved in both environments.

Next, the generated highlighted maps m∗ was evaluated. The measurement procedure
of utest

1:T and ztest
1:T , and the evaluation method were the same as in Section 3.3.2. The true

poses xtest
1:T were approximately calculated from utest

1:T , m(0), and the complete data obtained
from RPLIDAR (possible maximum detection range was 12 m, and the number of data was
360 data/rev) instead of ztest

1:T (possible maximum detection range was 5 m, and the number
of data was 18 data/rev). The results of the corridor experiment are shown in Table 3.2,
Figs. 3.18, 3.19, and 3.20. Table 3.2 summarizes the values of J, ∆t , and Υt for each
configuration denoted by C1–C6. All these values are the averages over 20 tests. Figures
3.18 and 3.19 show the errors (3.23) of 20 tests in the case of C1 and C2, respectively. Figure
3.20 illustrates box plots of the errors. Similarly, the results of the laboratory experiment,
denoted by L1–L6, are presented in Table 3.3, Figs. 3.21, 3.22, and 3.23. The mean
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Chapter 3. Highlighted map generation

Figure 3.12: Initial map m(0) (conventional likelihood field map) in corridor experiment

Figure 3.13: Initial map m(0) (conventional likelihood field map) in laboratory experiment

and maximum values of ∆t of C2, C4, C6, L2, L4, and L6 had statistically significant
differences from those of C1, C3, C5, L1, L3, and L5, respectively (t-test, p < 0.001). As
in Section 3.3.2, it was confirmed that the highlighted maps improved those localization
algorithms by replacing the conventional maps. By comparing C2 with C3 and C5, and L2
with L3 and L5, respectively, we find that the accuracy of the highlighted map approach
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3.4. Experiment

Figure 3.14: Highlighted map m∗ in corridor experiment

Figure 3.15: Highlighted map m∗ in laboratory experiment

was comparable or better than the other existing algorithms, regardless of the fact that the
proposed approach took less computation time. These results show the effectiveness of the
highlighted map in a practical situation. Note that the reason why the degree of improvement
differs for each experiment is mainly due to the difference in the shape of the environments.
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Chapter 3. Highlighted map generation

Figure 3.16: Change in objective function in corridor experiment

Figure 3.17: Change in objective function in laboratory experiment
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Chapter 3. Highlighted map generation

(a) Error at each time

(b) Error at each position

Figure 3.18: Estimation errors with combination of MCL and conventional likelihood field
map m(0) in corridor experiment
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3.4. Experiment

(a) Error at each time

(b) Error at each position

Figure 3.19: Estimation errors with combination of MCL and highlighted map m∗ in corridor
experiment

(a) Mean error
(

1
T
∑T

t=1 ∆t

)
(b) Maximum error (maxt ∆t)

Figure 3.20: Box plots of mean and maximum of estimation errors in corridor experiment
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3.5. Conclusion

(a) Error at each time

(b) Error at each position

Figure 3.21: Estimation errors with combination of MCL and conventional likelihood field
map m(0) in laboratory experiment

3.5 Conclusion

This chapter proposed a highlighted map for mobile robot localization and a method for
generating such a map. The highlighted map can improve the localization accuracy without
any need for updating their sensors or online computation, and moreover, it can be applied
to various versions of MCL. Although this chapter only generated 2D highlighted maps, the
proposed method can also create 3D highlighted maps.
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Chapter 3. Highlighted map generation

(a) Error at each time

(b) Error at each position

Figure 3.22: Estimation errors with combination of MCL and highlighted map m∗ in labo-
ratory experiment

(a) Mean error
(

1
T
∑T

t=1 ∆t

)
(b) Maximum error (maxt ∆t)

Figure 3.23: Box plots of mean and maximum of estimation errors in laboratory experiment
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Chapter 4

Robust highlighted map generation

In this chapter, a method of generating a robust highlighted map based on adversarial RL is
proposed. First, a virtual obstacle (e.g., assuming a pedestrian) that generates measurement
noise to interfere with the localization is considered. Next, this chapter proposes an algorithm
that simultaneously learns the worst-case obstacle behavior and the optimal highlighted map
in a competitive manner to output a robust highlighted map. Finally, it is confirmed by
performing a numerical simulation that the proposed robust highlighted map gives highly
accurate estimation even in the presence of measurement noise.

As in Chapter 3, this chapter also treats MCL described in Section 2.2 as a localization
algorithm.

4.1 Problem in highlighted map

The highlighted map proposed in Chapter 3 is a grid map where landmarks useful for
localization are highlighted. The example of the map is shown in Fig. 4.1. Figure 4.1(a) is
the original map (occupancy grid map), where the color indicates the probability that the
space is occupied by an object. Figure 4.1(b) is the likelihood field map, which is generated
by blurring the original map by the magnitude of measurement noise. Figure 4.1(c) is the
highlighted map. The environment in the map is a corridor with a large pillar at the north
center and several small square objects. Outside the vicinity of the pillar, localization with
Fig. 4.1(b) tends to fail since there are only small landmarks. In Fig. 4.1(c), the objects at the
southwest and the northeast, which are useful landmarks, are highlighted in red. By using
the highlighted map as m in MCL, the pose estimates (particles) where the measurement
data zt overlaps these landmarks will be evaluated more in line 5 of Algorithm 1, and as a
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Chapter 4. Robust highlighted map generation

(a) Original map (occupancy grid map)

(b) Likelihood field map

(c) Highlighted map

Figure 4.1: Example of highlighted map

result, the localization accuracy will improve.
Chapter 3 also proposed the method of generating a highlighted map. This is an RL-

based method that performs the following two steps repeatedly: 1) replay the control and
measurement data recorded by the actual robot and perform (offline) localization; 2) modify
the shade of the map gradually according to the localization results. This method can
automatically detect and highlight landmarks useful for localization.

However, the method in Chapter 3 does not take into account any measurement noise
caused by dynamic obstacles that are not drawn on the map. If highlighted landmarks in the
highlighted map are occluded by dynamic obstacles during localization, the map may not be
able to perform well.

4.2 Virtual obstacle

In order to solve this problem, this chapter consider introducing a virtual obstacle, which
simulates, e.g., a pedestrian wandering around the robot. If the highlighted map is generated
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4.3. Problem formulation

by RL where localization is performed under the influence of noise caused by the virtual
obstacle, the generated highlighted map should be robust against the same kind of actual
noise.

The dynamics of the virtual obstacle is defined by the following state equation:{
ξt = f o (ξt−1, dt)
z̃t = go (zt, ξt)

(4.1)

where ξt ∈ Rnξ and dt ∈ Rnd are the state and input of the virtual obstacle, respectively, and
z̃t ∈ Rnz×L is the measurement data affected by the obstacle. The function f o : Rnξ ×Rnd →
Rnξ represents the state transition, and go : Rnz×L ×Rnξ → Rnz×L inserts the noise caused by
the obstacle into zt , which is the raw measurement data. Figure 4.2 shows an example, where
the shape of the obstacle is a simple circle. In Fig. 4.2(b), ξt :=

[
ro

t , θ
o
t
]> ∈ R2 corresponds

to the position of the obstacle in the sensor coordinates (polar coordinate representation),
and dt := [∆ro,∆θo]> ∈ R2 means the amount of movement of the obstacle. Then, f o is
given by

f o (ξt−1, dt) := ξt−1 + dt . (4.2)

The function go converts zt in Fig. 4.2(c) into z̃t in Fig. 4.2(d) based on ξt .

4.3 Problem formulation

LetD ⊂ Rnd be the set of values of the obstacle input dt , and consider generating a highlighted
map m that best improves the localization accuracy when dt takes the worst-case value for
localization at each time.

This section defines the objective function for generating a robust highlighted map in the
same way as in Section 3.1, i.e.,

J(m, d1:T ) :=
T∑

t=1
ρ (xt, χt) . (4.3)

Here, the particle set χt is calculated by Algorithm 1 whose inputs are χt−1, ut , z̃t , and
highlighted map m, i.e., χt = MCL (χt−1,ut, z̃t,m).

Then, the problem in this chapter is formulated as follows.

Problem 2. For Algorithm 1, assume that the number N of particles, functions f , g, f o, go,
and ρ, an initial particle set χ0, an initial obstacle state ξ0, control data u1:T , measurement
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Chapter 4. Robust highlighted map generation

(a) Situation (b) State ξt of virtual obstacle
and its transition

(c) Original measurement data zt (d) Measurement data z̃t affected by vir-
tual obstacle

Figure 4.2: Relationship between virtual obstacle and measurement data

data z1:T , true poses x1:T , and a set D of the obstacle input are given. Then, find the optimal
highlighted map

arg max
m

min
d1,d2,...,dT ∈D

J̄(m, d1:T ) (4.4)

where J̄ : RM × Rnd×T → R is the expected value of (4.3), i.e.,

J̄(m, d1:T ) := E [J(m, d1:T )] . (4.5)
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4.4. Robust highlighted map generation based on adversarial reinforcement learning

4.4 Robust highlighted map generation based on adversar-
ial reinforcement learning

This section derives the solution to Problem 2. Problem 2 has the difficulty that as the map
m is optimized, the worst-case obstacle inputs d1:T also changes. Therefore, this section uses
the framework of the adversarial RL such as RARL [39] to learn the optimal highlighted
map and the worst-case obstacle behavior simultaneously in a competitive manner. The
worst-case obstacle behavior is learned by a value iteration method outlined in Section 2.4,
and the highlighted map is optimized by the method proposed in Chapter 3, which is based
on the policy gradient method in [59].

The state of the whole system is uniquely determined from the state of all particles χt

(or χ̄t), the state of the virtual obstacle ξt , and current time ct := t. Thus, the input of the
obstacle should be selected from these values, i.e.,

dt = π̃
o (χt−1, ξt−1, ct) (4.6)

where π̃o : Rn×N × Rnξ × N→ Rnd is a function that selects the value of dt from the set D.

4.4.1 Optimizing of highlighted map

First, focus on how to optimize the highlighted map m. The target system in this chapter
is different from Chapter 3 because it includes a virtual obstacle. However, the map can
actually be optimized in the similar way as in Chapter 3.

This section interprets MCL into the RL framework in Section 2.4 by the following
assignment:

• Policy πm: Functions g and go, and resampling process of MCL. The highlighted map
m is a parameter that determines the behavior of these processes.

• State sm
t =

((
x̂(1)t |t−1, x̂

(2)
t |t−1, . . . , x̂

(N)
t |t−1

)
, ξt, ct

)
: States of all particles of MCL

x̂(1)t |t−1, x̂
(2)
t |t−1, . . . , x̂

(N)
t |t−1, state of virtual obstacle ξt , and current time ct := t.

• Action am
t =

[
γ
(1)
t , γ

(2)
t , . . . , γ

(N)
t

]>
: Resampling result of MCL, where γ(i)t ∈ N is the

index j of the state x̂( j)t |t−1 to which the i-th particle is resampled in line 9 of Algorithm 1.

• Reward rm
t : Output of the function ρ in (4.3).
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Chapter 4. Robust highlighted map generation

Figure 4.3: Relationship between MCL and RL in case of optimizing highlighted map

Figure 4.3 shows the relationship between MCL and RL in this case. In Fig. 4.3, D and A
compose the resampling process as in Section 3.2.1. Then, the whole system can be regarded
as an MDP.

Next, the characteristic eligibility (2.7) is derived. From Section 3.2.1, π̃m :=
p
(
am

t

�� sm
t ,Θ

)
and et := ∇m ln

{
π̃(am

t , s
m
t ,m)

}
are derived as follows:

π̃m(am
t , s

m
t ,m) =

N∏
i=1

w
(γ(i)t )
t∑N

j=1 w
( j)
t

, (4.7)

et =

N∑
i=1

©­«Γ(i)t −
Nw
(i)
t∑N

j=1 w
( j)
t

ª®¬∇m ln
{
g

(
zt, x̂

(i)
t |t−1,m

)}
. (4.8)

By using et , we can optimize m based on the policy-gradient-based algorithm corresponding
to Algorithm 2.
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4.4. Robust highlighted map generation based on adversarial reinforcement learning

Figure 4.4: Relationship between MCL and RL in case of learning the worst-case obstacle
behavior

4.4.2 Learning of the worst-case obstacle behavior

Next, let us consider learning the worst-case inputs d1:T of the virtual obstacle. From (4.6),
the RL assignment for learning the worst-case d1:T is as follows:

• Policy πo: Function (4.6) which selects the obstacle input dt from D.

• State so
t = (χt−1, ξt−1, ct): States of all particles of MCL χt−1, state of virtual obstacle

ξt−1, and current time ct := t.

• Action ao
t = dt : Input of virtual obstacle dt .

• Reward ro
t = −rm

t : Output of the function ρ in (4.3).

The relationship in this case is shown in Fig. 4.4. The policy πo can be optimized by a value
iteration method such as the classical Q learning [56] or DQN [57].

Here, an example implementation of the obstacle learning based on Q learning is pre-
sented. Q learning requires a table of Q values in the space of the state so

t and action ao
t .

49



Chapter 4. Robust highlighted map generation

To satisfy this condition, it is assumed that the set of obstacle’s inputs consists of a finite
number of elements. In the case of the obstacle in Fig. 4.2(b), an example of the set is

D =

{[
0
0

]
,

[
∆ro

0

]
,

[
−∆ro

0

]
,

[
0
∆θo

]
,

[
0
−∆θo

]}
(4.9)

where ∆ro ∈ R and ∆θo ∈ R are constants. Since the particle set χt , which is included
in the state so

t , has a large dimension (n × N dimension) for Q learning, its dimension
is reduced to n + 1 dimensions, i.e., average estimation error (xt − h (χt)) and variance

(
∑N

i=1




x̂(i)t − h (χt)



2

).

4.4.3 Method of generating robust highlighted map

The proposed method of generating a robust highlighted map is shown in Algorithm 3, which
is an extension of Algorithm 2.

Algorithm 3 repeats the following processes kmax times. Firstly, the obstacle behavior
is learned in lines 3–10. At each time from t = 1 to T , dt and ξt are calculated to
obtain measurement data including noise, z̃t , and then MCL is executed by using z̃t . After
calculating rt , πo is updated by, e.g., Q learning. Secondly, the highlighted map is updated
in lines 11–22. At each time from t = 1 to T , as in the first half of the algorithm, dt , ξt , and
z̃t are computed, MCL is executed, and rt is calculated. Next, et , the cumulative sum Ut of
et , and the cumulative sum Vt of (rt − b)Ut are computed. After the calculation at time T , the
map m(k) is updated by adding η(k)VT .

Since the expected value of VT is equal to the gradient of (4.5), i.e.,

E [VT ] = ∇m J̄(m, d1:T ), (4.10)

the equation in line 22 can be regarded as a stochastic approximation method [63,64], similiar
to Algorithm 2. Therefore, this algorithm gives an approximate solution to Problem 2.

4.5 Numerical simulation

The effectiveness of the robust highlighted map is demonstrated in the 3D dynamic simulator
Gazebo. The experimental environment is the corridor shown in Fig. 4.5, whose maps are
equivalent to Fig. 4.1. There is a large pillar at the center and several small objects in the
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4.5. Numerical simulation

Algorithm 3 Robust highlighted map generation
1: function RobustHighlightedMapGen(χ0, ξ0,u1:T, z1:T, x1:T,m(0))
2: for k = 0 to kmax − 1 do
3: for t = 1 to T do
4: dt = π̃

o (χt−1, ξt−1, ct)
5: ξt = f o (ξt−1, dt)
6: z̃t = go (zt, ξt)
7: χt, χ̄t = MCL (χt−1,ut, z̃t,m(k))
8: rt = ρ (xt, χt)
9: update πo from so

t = (χt−1, ξt−1, ct), so
t+1 = (χt, ξt, ct+1), and rt

10: end for
11: U0 = V0 = 0
12: for t = 1 to T do
13: dt = π̃

o (χt−1, ξt−1, ct)
14: ξt = f o (ξt−1, dt)
15: z̃t = go (zt, ξt)
16: χt, χ̄t = MCL (χt−1,ut, z̃t,m(k))
17: rt = ρ (xt, χt)
18: calculate et according to (4.8) from χt , χ̄t , z̃t , and m(k)
19: Ut = Ut−1 + et
20: Vt = Vt−1 + (rt − b)Ut
21: end for
22: m(k + 1) = m(k) + η(k)VT
23: end for
24: return m(kmax)
25: end function

Figure 4.5: Simulation environment

corridor. The robot pose is expressed as (2.1). The specification of the LIDAR is as follows:
possible maximum detection range is 3 m, scanning angle is 360 degrees, and the number
of data is L := 36 data/rev. The MCL setting is as follows: the number of the particles is
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Figure 4.6: Robust highlighted map m∗

N := 100, frequency is 5 Hz, and functions f and g are the same as in Section 3.3.

The robust highlighted map was generated by the proposed method under the following
settings. The initial map m(0) is the likelihood field map shown in Fig. 4.1(b). The map
size (number of cells) is M := 240 × 60, and the grid scale is 0.1 m/cell. The training data
utrain

1:T , ztrain
1:T , and xtrain

1:T were obtained as follows: 1) record utrain
t and ztrain

t while the robot
follows the route in Fig. 4.5 at 2 m/s; 2) calculate xtrain

t approximately by executing MCL
with N := 10,000 particles (a larger number than usual for this robot). The function ρ in
(4.3) is set as (3.21). The virtual obstacle is the one in Fig. 4.2, where the shape of the
obstacle is a circle with a diameter of 0.5 m. The set of dt is

D :=

{[
0
0

]
,

[
0.2
0

]
,

[
−0.2

0

]
,

[
0

30◦

]
,

[
0
−30◦

]}
, (4.11)

and the obstacle wanders 360 degrees around the robot, keeping the distance to the robot
between 1 m and 3 m (ro

t ∈ {1,1.2,1.4, . . . ,3}, θo
t ∈ {0◦,30◦,60◦, . . . ,330◦}). For learning

the the worst-case obstacle behavior, Q learning in Section 4.4.2 was used. In Algorithm 2,
the learning rate, maximum iteration number, and reinforcement baseline are

η(k) :=
3

k + 3 × 106 , (4.12)

kmax := 4 × 106, and b := 0.9, respectively.

The robust highlighted map generated by the proposed method is shown in Fig. 4.6.
Compared to the conventional highlighted map (Fig. 4.1(c)), more objects, i.e., the objects at
the northwest, south center, and southeast, are highlighted (red spots) in addition to the one
at the northeast. From the fact, even if some objects are occluded by the obstacle, MCL can
estimate the robot pose by observing other highlighted objects. On the other hand, the object
at the southwest is no longer highlighted. This is because this object was often confused with
the obstacle and interfered with the estimation. Based on these observations, it seems that
the differences from the conventional highlighted map are reasonable ones that contribute to
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Figure 4.7: Change in objective function while policy of virtual obstacle is trained

the robustness of MCL.

To confirm this robustness, the performance of the generated robust highlighted map are
evaluated as follows. The test data for the evaluation utest

1:T , ztest
1:T , and xtest

1:T were collected in the
similar way as in Section 3.3.2. Firstly, only the virtual obstacle πo was trained (while the
map remained fixed) in the case of using the likelihood field map in Fig. 4.1(b), conventional
highlighted map in Fig. 4.1(c), and robust highlighted map in Fig. 4.6 (denoted by LF, CH,
and RH, respectively). The change in the objective function J is plotted in Fig. 4.7, where
each line shows a moving average of J. It can be seen that the performance of the robust
highlighted map hardly deteriorates even if the training of the virtual obstacle is advanced.
Secondly, the estimation errors in the presence of the trained (worst-case) obstacle were
measured. Each map was tested 100 times by using the corresponding trained obstacle. If
the error exceeded 4 m along the way, it was judged that the robot got lost, and the test was
terminated as a failure. In the case of LF, CH, and RH, the percentages of times the robot
got lost is 6/100, 3/100, 0/100, respectively. The three failures when using CH all resulted
from the confusion between the highlighted object at the southwest and the obstacle. In the
case of RH, the robot did not get lost due to the confusion since the object at the southwest
were not highlighted. Figure 4.8 shows box plots of the maximum estimation errors for each
of the 100 tests, except for the failed tests. The maximum estimation errors when using CH
were mainly caused by the fact that the highlighted object at the northeast was occluded by
the obstacle. In the case of RH, the object at the southeast were also highlighted; thus, even if
one side was occluded by the obstacle, the robot could estimate accurately by observing the
other side. These results suggest that the robust highlighted map has the highest robustness
against the obstacle.
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Figure 4.8: Box plots of maximum estimation errors in presence of the worst-case obstacle

4.6 Conclusion

This chapter proposed the method of generating a robust highlighted map. Whereas it needs
complex computation such as Q learning and the policy gradient method during generating
the map, it only requires ordinary MCL computation after the map generation. Although
the classical Q learning was used for learning the obstacle behavior, it is possible to learn
more sophisticated behavior by using deep RL such as DQN. In future work, it is necessary
to devise a robustification method that can consider not only measurement noise but also
system noise.
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Particle filter design

This chapter proposes a new PF design method by extending the method in Chapter 3. Similar
to Chapter 3, it is an RL-based method, where the parameters of the PF are optimized in the
RL framework by assigning the two randomnesses in the PF to the randomness required for
RL. Specifically, this method performs the following two steps repeatedly: 1) estimate by
the PF; 2) update the parameters based on the estimation results. This method can design
both the system and measurement models and accommodate various objective functions.

First, the PF design method based on RL is proposed. Next, it is applied to the mobile
robot localization problem. The numerical simulation confirms that the proposed method
makes the localization even more accurate than the method in Chapter 3, where only the
measurement model is designed.

5.1 Target system

The target system in this chapter is the general stochastic state-space model denoted by{
xt+1 = F(xt,ut, vt)
zt = G(xt,ωt)

(5.1)

where xt ∈ Rn is the state, ut ∈ Rnu is the input, zt ∈ Rnz is the output or measurement
data, vt ∈ Rnv is the system noise, and ωt ∈ Rnω is the measurement noise. The functions
F : Rn × Rnu × Rnv → Rn and G : Rn × Rnω → Rnz are possibly nonlinear.
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5.2 Particle filter

Consider estimating the probability distribution of xt from ut and zt by the PF shown in
Algorithm 4. This algorithm is a generalization of MCL in Section 2.2. In the algorithm,

x̂(i)t ∈ Rn is the state of the i-th particle, N ∈ N is the number of particles, and χt :=
{
x̂(i)t

}N

i=1
is the particle set. Each particle x̂(i)t is a hypothesis about the true state xt , and the set χt

represents the probability distribution of xt approximately. The algorithm has inputs ut , zt ,
and Θ in addition to χt−1, where ut and zt are the input and measurement data of the target
system (5.1), respectively, and Θ ∈ RnΘ is the parameter vector that characterizes the system
model and the measurement model in the algorithm. Line 4 in the algorithm predicts the state
of each particle based on the system model p

(
xt

�� xt−1,ut,Θ
)
, which expresses the function

F. The state of the i-th particle after the prediction step is denoted by x̂(i)t |t−1 ∈ R
n. Line 5

calculates the weight (likelihood) of each particle from the measurement model p
(
zt

�� xt,Θ
)
,

which corresponds to the function G. The output w(i)t ∈ R+ is the weight of the particle
x̂(i)t |t−1. The system and measurement models, which are both probability density functions
formed by the parameter vector Θ, are hereinafter referred to as

f pf (xt, xt−1,ut,Θ) := p
(
xt

�� xt−1,ut,Θ
)
, (5.2)

gpf (zt, xt,Θ) := p
(
zt

�� xt,Θ
)
. (5.3)

This algorithm performs the following processes. After calculating the weighted particle

set χ̄t :=
{(

x̂(i)t |t−1,w
(i)
t

)}N

i=1
, the particles are randomly sampled based on the ratio of the

weight w(i)t to compose χt . This sampling process is called resampling. Finally, χt is
returned. In addition, the algorithm returns the weighted particle set before resampling, χ̄t ,
which is used for designing the PF.

5.3 Problem formulation

For the purpose of optimizing the parameter vector Θ in the PF, the objective function is
defined as follows:

J(Θ) :=
T∑

t=1
ρ (xt, χt, χ̄t,Θ) (5.4)

where T ∈ N is the operating time, and ρ : Rn × Rn×N × (Rn × R+)N × RnΘ → R evaluates
the estimation result at each time from the true state xt , the particle sets χt and χ̄t , and the
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5.3. Problem formulation

Algorithm 4 Particle filter
1: function PF(χt−1,ut, zt,Θ)
2: χ̄t = χt = ∅
3: for i = 1 to N do
4: sample x̂(i)t |t−1 ∼ p

(
xt

�� x̂(i)t−1,ut,Θ
)

5: w
(i)
t = p

(
zt

�� x̂(i)t |t−1,Θ
)

6: χ̄t ← χ̄t ∪
{(

x̂(i)t |t−1,w
(i)
t

)}
7: end for
8: for i = 1 to N do

9: x̂(i)t =



x̂(1)t |t−1 with probability w
(1)
t∑N

j=1 w
(j)
t

x̂(2)t |t−1 with probability w
(2)
t∑N

j=1 w
(j)
t

...
...

x̂(N)t |t−1 with probability w
(N )
t∑N

j=1 w
(j)
t

10: χt ← χt ∪
{
x̂(i)t

}
11: end for
12: return χt , χ̄t
13: end function

parameter vector Θ. Note that ρ has more inputs than that in the previous chapters, i.e., χ̄t

and Θ in addition to xt and χt . This allows us to set up a variety of objective functions.
The PF design problem is formulated as follows.

Problem 3. For Algorithm 4, assume that the number N of particles, functions f pf , gpf , and
ρ, an initial particle set χ0, input data u1:T , measurement data z1:T , and true states x1:T are
given. Then, find the optimal parameter vector

arg max
Θ

J̄(Θ) (5.5)

where J̄ : RnΘ → R is the expected value of (5.4), i.e.,

J̄(Θ) := E [J(Θ)] . (5.6)

Note the following two facts: First, as with the previous problems, the solution (5.5) is
optimal only for the past data (u1:T , z1:T , and x1:T ) and may not be optimal for future data.
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However, it is expected that the same performance is obtained when the state changes in a
trajectory similar to the one in which the training data (u1:T , z1:T , and x1:T ) were collected.
The simulation in Section 5.5 confirmed that it was also effective for future data. Second,
this study focuses on time-invariant systems for simplicity, but its contributions can be easily
extended to time-varying systems. In other words, if the functions in the target system (5.1),
PF, and objective function (5.4) are time-varying (Ft , Gt , f pf

t , gpf
t , and ρt), all the results

described below can be applied in the same way.
In Problem 3, various optimal PFs can be obtained by appropriately assigning ρ. For

example, ρ can be given as one or a combination of the following.

Example 1 (Estimation Error). Assume that the weighted average of the particles

h̄ ( χ̄t) :=

∑N
i=1 w

(i)
t x̂(i)t |t−1∑N

i=1 w
(i)
t

(5.7)

is a representative state estimate at each time. Then, maximizing the sum of

ρ1 (xt, χt, χ̄t,Θ) := −
(
xt − h̄ ( χ̄t)

)> A
(
xt − h̄ ( χ̄t)

)
(5.8)

gives the PF that minimizes the error between the true state and the estimate, where A ∈ Pn
0+

is a weight coefficient matrix.

Example 2 (Particle Dispersion). Roy and Thrun presented the mobile robot motion planning
that minimized the uncertainty of pose estimation along the way [28]. They used a Bayes
filter and represented the uncertainty as the entropy of the probability distribution of the
pose estimate. In the case of the PF, the variance of the particles

ρ2 (xt, χt, χ̄t,Θ) := −
N∑

i=1

(
x̂(i)t − h (χt)

)>
A

(
x̂(i)t − h (χt)

)
(5.9)

can represent the uncertainty of estimation, where h is the average of the state of the particles,
defined as (3.4).

Example 3 (Likelihood). As the log-likelihood of the parameters ln
{
p
(
z1:T

��Θ)}
can be

approximated by the sum of

ρ3 (xt, χt, χ̄t,Θ) := ln

(
1
N

N∑
i=1

w
(i)
t

)
, (5.10)
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the MLE of Θ can be performed by maximizing them [47].

Example 4 (Regularization). By adding the regularization term

ρ4 (xt, χt, χ̄t,Θ) := κ ‖Θ‖2 (5.11)

to functions such as the above ρ1–ρ3, the parameters will not be extremely large, and
overfitting can be avoided [66], where κ ∈ R+ is a weight coefficient for the term.

5.4 Particle filter design based on reinforcement learning

This section gives the solution to Problem 3 based on RL.

5.4.1 Interpretation of particle filter design problem into reinforcement
learning

Consider associating PF with RL. Many RL algorithms, such as in [59], optimizes the
parameters included in the policy by using a probabilistic policy that selects an action at
random. On the other hand, a PF has two random processes; the prediction of the state from
the system model f pf and the resampling based on the ratio of w(i)t . Therefore, by assigning
these random processes of PF to the policy π of RL, the PF parameters Θ can be optimized
based on such RL algorithms. Thus, this section interprets PF into the RL framework in
Section 2.4 by the following assignment:

• Policy π: Prediction process based on the system model f pf and resampling process
including the weight calculation based on the measurement model gpf . The parameter
vector Θ determines the behavior of these processes.

• State st = (χt−1, ct): Particle set χt−1 and current time ct := t.

• Action at =
(
ap

t ,a
r
t
)
: Prediction result ap

t :=
(
x̂(1)t |t−1, x̂

(2)
t |t−1, . . . , x̂

(N)
t |t−1

)
and resampling

result ar
t :=

[
γ
(1)
t , γ

(2)
t , . . . , γ

(N)
t

]>
, where γ(i)t ∈ N is the index j of the state x̂( j)t |t−1 to

which the i-th particle is resampled in line 9 of Algorithm 4.

• Reward rt : Output of the function ρ in (5.4).

59



Chapter 5. Particle filter design

Figure 5.1: Relationship between PF and RL

Note that this chapter differs from Chapter 3 mainly in the following aspects: not only the
resampling but also the prediction process are regarded as the policy, and the reward depends
on χ̄t and Θ in addition to xt and χt .

The relationship between PF and RL is shown in Fig. 5.1, where the systems D and A
are the same as in Section 3.2.1.

Then, the equations

p
(
st+1

�� s1:t,a1:t, π
)
= p

(
st+1

�� st,at
)
, (5.12)

p
(
at

�� s1:t,a1:t−1, π
)
= p

(
at

�� st,Θ
)
, (5.13)

E
[
rt

�� s1:t,a1:t, π
]
= E

[
rt

�� st,at,Θ
]

(5.14)

are satisfied, and the entire system can be treated in a similar way as an MDP. Note that in
a general MDP, the reward does not depend on the policy parameters Θ; however, some RL
methods [67, 68] consider the parameter-dependent reward (5.14).

To apply the policy gradient method in [59], the characteristic eligibility (2.7) is derived.
In the case of this system, π̃ in (2.8) is derived as:

π̃(at, st,Θ) = p
(
ap

t

�� st,Θ
)

p
(
ar

t

�� st,a
p
t ,Θ

)
(5.15)
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where

p
(
ap

t

�� st,Θ
)
=

N∏
i=1

f pf
(
x̂(i)t |t−1, x̂

(i)
t−1,ut,Θ

)
, (5.16)

p
(
ar

t

�� st,a
p
t ,Θ

)
=

N∏
i=1

w
(γ(i)t )
t∑N

j=1 w
( j)
t

. (5.17)

Equations (5.16) and (5.17) are the probability distributions corresponding to the prediction
from f pf and resampling based on w

(i)
t , respectively. From (5.15)–(5.17), et is derived as:

et =

N∑
i=1

 ∇Θ ln
{

f pf
(
x̂(i)t |t−1, x̂

(i)
t−1,ut,Θ

)}

+
©­­«Γ
(i)
t −

Ngpf
(
zt, x̂

(i)
t |t−1,Θ

)
∑N

j=1 g
pf

(
zt, x̂

( j)
t |t−1,Θ

) ª®®¬∇Θ ln
{
gpf

(
zt, x̂

(i)
t |t−1,Θ

)}  (5.18)

where Γ(i)t is defined as (3.13).

In addition, for the conciseness in discussing the parameter-dependent reward (5.14), the
gradient of the reward function is denoted by

ζt := ∇Θ ρ̃ (st,at,Θ) , (5.19)

where ρ̃ : (st,at,Θ) 7→ ρ (xt(st), χt(at), χ̄t(st,at,Θ),Θ) is a rewriting of the function ρ in (5.4)
with RL variables. This can be transformed into

ζt =

N∑
i=1

∂ρ

∂w
(i)
t

(xt, χt, χ̄t,Θ) · ∇Θ w(i)t + ∇Θ ρ (xt, χt, χ̄t,Θ)

=

N∑
i=1

∂ρ

∂w
(i)
t

(xt, χt, χ̄t,Θ) · ∇Θ gpf
(
zt, x̂

(i)
t |t−1,Θ

)
+ ∇Θ ρ (xt, χt, χ̄t,Θ) . (5.20)

It should be noted that w(i)t is included in χ̄t

(
χ̄t :=

{(
x̂(i)t |t−1,w

(i)
t

)}N

i=1

)
. For example, if ρ is
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given by (5.8),

ζt =
2∑N

i=1 w
(i)
t

{
N∑

i=1

(
xt − h̄ ( χ̄t)

)> Ax̂(i)t |t−1∇Θ g
pf

(
zt, x̂

(i)
t |t−1,Θ

)
−

(
xt − h̄ ( χ̄t)

)> Ah̄ ( χ̄t)
N∑

i=1
∇Θ gpf

(
zt, x̂

(i)
t |t−1,Θ

) }
. (5.21)

Also, in the case of (5.10),

ζt =
1∑N

i=1 w
(i)
t

N∑
i=1
∇Θ gpf

(
zt, x̂

(i)
t |t−1,Θ

)
. (5.22)

By using the values et and ζt , the parameter vector Θ can be optimized based on the
RL-based algorithm described in the next section.

5.4.2 Particle filter design method

The PF design method proposed in this chapter is shown in Algorithm 5, where Θ(k) ∈ RnΘ

is the parameter vector at the iteration k. This algorithm is a generalization of Algorithm 2.
In Algorithm 5, the following process is repeated kmax times. First, at each time from

t = 1 to T , the PF is executed, rt , et , and ζt are calculated, and then the cumulative sum Ut

of et and the cumulative sum Vt of (rt − b)Ut + ζt are updated. Second, the parameters are
modified by adding η(k)VT .

Before executing Algorithm 5, it is necessary to operate the system and record its inputs
u1:T , measurement data z1:T , and true states x1:T . The true states x1:T can be acquired, e.g., by
temporarily adding a high-performance sensor that can observe the true state to the system.
In [53], which optimized the estimation accuracy of a PF for estimating a robot pose, the
true poses were measured by a camera mounted in the environment. Alternatively, x1:T

can be estimated after recording u1:T and z1:T using a more complex estimation algorithm
than usual (e.g., PF with a larger number of particles), or a smoothing algorithm [69] which
utilizes future measurement data to improve past estimates. Although x1:T estimated by these
methods will naturally contain some errors, the simulation in Section 5.5.3 confirms that this
x1:T is sufficient to design a practical PF. Note that it is not necessary to obtain x1:T if the
objective function consists of (5.9)–(5.11).

Another example of the procedure for preparing u1:T , z1:T , and x1:T as follows: 1) record
u1:T and z1:T and estimate x1:T from these data; 2) add the extra noise to u1:T and z1:T
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Algorithm 5 Particle filter design
1: function PFDesign(Θ(0), χ0,u1:T, z1:T, x1:T )
2: for k = 0 to kmax − 1 do
3: U0 = V0 = 0
4: for t = 1 to T do
5: χt , χ̄t = PF(χt−1,ut, zt,Θ(k))
6: rt = ρ (xt, χt, χ̄t,Θ(k))
7: calculate et according to (5.18) from χt , χ̄t , ut , zt , and Θ(k)
8: calculate ζt according to (5.20) from χt , χ̄t , zt , xt , and Θ(k)
9: Ut = Ut−1 + et

10: Vt = Vt−1 + (rt − b)Ut + ζt
11: end for
12: Θ(k + 1) = Θ(k) + η(k)VT
13: end for
14: return Θ(kmax)
15: end function

intentionally and input these and x1:T to Algorithm 5. This procedure is expected to design
the PF that is robust to noise.

For the algorithm, the following theorem holds.

Theorem 2. For Algorithm 5, assume that the following conditions hold:

(C9) There exists a bounded convex set P ⊂ RnΘ such that for all k ∈ {0} ∪ N, Θ(k) ∈ P.

(C10) For all (t, x̂, x̂′, χt, χ̄t,Θ) ∈ {1,2, . . . ,T} × Rn × Rn × Rn×N × (Rn × R+)N × P,
∇2
Θ

f pf (x̂, x̂′,ut,Θ), ∇2
Θ
gpf (zt, x̂,Θ), ∇2

wt
ρ (xt, χt, χ̄t,Θ), and ∇2

Θ
ρ (xt, χt, χ̄t,Θ) exists,

where wt :=
[
w
(1)
t ,w

(2)
t , . . . ,w

(N)
t

]>
.

(C11) For all (t, τ,Θ) ∈ {1,2, . . . ,T} × {1,2, . . . , t} × P, E [|rt |] < ∞, E
[
‖et ‖2

]
< ∞,

E
[
‖rteτ‖2

]
< ∞, E [‖rt∇Θ eτ‖F] < ∞, E

[
‖ζt ‖2

]
< ∞, and E [‖∇Θ ζt ‖F] < ∞.

(C12) The learning rate η(k) ∈ R+ satisfies
∑∞

k=0 η(k) = ∞ and
∑∞

k=0 η(k)2 < ∞.

(C13) For variables t ∈ R and ν ∈ RnΘ , the differential equation

dν(t)
dt
= ∇ν J̄ (ν(t)) (5.23)

has an asymptotically stable equilibrium ν = Θ∗ ∈ P.
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(C14) There exists a compact setB1 ⊆ B(Θ∗) such that
��{k

��Θ(k) ∈ B1, k = 0,1,2, . . .
}�� = ∞,

whereB(Θ∗) :=
{
ν0

�� limt→∞ ν(t|ν0) = Θ∗
}
, and ν(t|ν0) ∈ RnΘ is the solution of (5.23)

for an initial value ν0 ∈ RnΘ .

Then,
lim

k→∞
Θ(k) = Θ∗, with probability 1. (5.24)

Proof. By defining φ(k) := VT − ∇Θ J̄ (Θ(k)), line 12 in Algorithm 5 can be rewritten as
follows:

Θ(k + 1) = Θ(k) + η(k)∇Θ J̄ (Θ(k)) + η(k)φ(k). (5.25)

This equation corresponds to the stochastic approximation method [63, 64], and Theorem
2.3.1 in [63] reveals that (5.24) holds if (C9), (C12)–(C14), and the following conditions are
satisfied.

(D4) For all k ∈ {0} ∪ N, E [VT ] = ∇Θ J̄ (Θ(k)).

(D5) The function ∇Θ J̄(Θ) is continuous at all Θ ∈ P.

(D6) For all ϵ ∈ R+, limk→∞ P
(
supK≥k



∑K
k ′=k η(k′)φ(k′)



 ≥ ϵ ) = 0.

Conditions (D4)–(D6) hold if (C9)–(C12) are satisfied (see Appendix B).

Theorem 2 clarifies that the proposed method gives a local optimum Θ∗, i.e., an approx-
imate solution to Problem 3.

Finally, here are some comments on the conditions in Theorem 2. Conditions (C9),
(C13), and (C14) pertain to the boundedness, convergence value, and trajectory of the
parameters, respectively. These conditions are generally assumed in stochastic approximation
methods [63, 64], and (C9) can be omitted using the method in [64]. Condition (C10) is
about the differentiability of the functions f pf , gpf , and ρ, and (C11) means the boundedness
of the expected values. Although the expected values in (C11) are difficult to calculate, the
corresponding samples (e.g., |rt |, ‖et ‖2, and ‖ζt ‖2) are easily available. Therefore, (C11)
can be roughly assessed by running Algorithm 5 several times to obtain the samples and
confirming that each sample does not diverge. If it is difficult to obtain the samples of
‖rt∇Θ eτ‖F and ‖∇Θ ζt ‖F , the inequalities should be decomposed as follows:

E [‖rt∇Θ eτ‖F] < ∞

⇔ E
[


rt∇2

Θ
ln

{
f pf

(
x̂(i)
τ |τ−1, x̂

(i)
τ−1,uτ,Θ

)}



F

]
< ∞

and E
[


rt∇2

Θ
ln

{
gpf

(
zτ, x̂

(i)
τ |τ−1,Θ

)}



F

]
< ∞, (5.26)
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E [‖∇Θ ζt ‖F] < ∞

⇔ E
[

∇Θ (

∇wt ρ (xt, χt, χ̄t,Θ)
)



F ·



∇Θ gpf

(
zt, x̂

(i)
t |t−1,Θ

)


] < ∞,
E

[

∇2
wt
ρ (xt, χt, χ̄t,Θ)




F ·




∇Θ gpf
(
zt, x̂

(i)
t |t−1,Θ

)


2
]
< ∞,

E
[

∇wt ρ (xt, χt, χ̄t,Θ)



 · 


∇2
Θ
gpf

(
zt, x̂

(i)
t |t−1,Θ

)



F

]
< ∞,

and E
[

∇2
Θ
ρ (xt, χt, χ̄t,Θ)




F

]
< ∞. (5.27)

Condition (C12) is used for designing the learning rate η(k).

5.4.3 Illustrative example

To demonstrate how to use the proposed method, this section designs a PF for estimating the
state xt ∈ R of the Weiner process: {

xt+1 = xt + vt

zt = xt + ωt
(5.28)

where the system noise vt ∈ R and measurement noise ωt ∈ R are zero-mean Gaussian noise
with standard deviations σv ∈ R+ and σω ∈ R+, respectively. Consider finding the parameter
vector Θ := [σv,σω]> optimal with respect to the objective function consisting of (5.10)
(MLE). The system and measurement models are described as

f pf (xt, xt−1,ut,Θ) = N
(
xt − xt−1, σ

2
v

)
, (5.29)

gpf (zt, xt,Θ) = N
(
zt − xt, σ

2
ω

)
, (5.30)

where the function N is a zero-centered normal distribution, as in (2.2). From (5.18) and
(5.22), the characteristic eligibility and gradient of the reward are derived as follows:

et =



1
σ3
v

N∑
i=1

(
x̂(i)t |t−1 − x̂(i)t−1

)2
− N
σv

1
σ3
ω

N∑
i=1

©­«Γ(i)t −
Nw
(i)
t∑N

j=1 w
( j)
t

ª®¬
(
zt − x̂(i)t |t−1

)2


, (5.31)

ζt =

[
0,

1
σ3
ω

∑N
i=1 w

(i)
t

N∑
i=1

w
(i)
t

(
zt − x̂(i)t |t−1

)
− 1
σω

]>
. (5.32)
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By executing Algorithm 5 with (5.31) and (5.32), we can obtain the (local) maximum
likelihood estimate of the parameters.

To confirm this, simulations were performed to record the training data z1:T (x1:T are not
required for (5.10)) from the system (5.28) with σv = 3 and σω = 6 (unknown parameters),
and then the parameters Θ were designed. The initial parameters, the number of particles,
learning rate, and maximum iteration number were Θ(0) := [4,4]>, N := 100,

η(k) :=
1

k + 1 × 105 , (5.33)

and kmax := 1 × 105, respectively. The reinforcement baseline, which reduces the estimated
variance of the equation in (D4), was b := −3.4. By performing the simulations 10 times,
10 sets of training data were collected, and Θ were designed for each set (the designed
parameters for the i-th set are denoted by Θ∗i ). The results obtained were as follows: the
mean Θ̄∗ :=

∑10
i=1Θ

∗
i /10 = [3.00,6.03]> and the variance σ2

Θ
:=

∑10
i=1

(
Θ∗i − Θ̄∗

)2 /10 =[
0.3252,0.3202]>.

5.5 Application to mobile robot localization

This section applies the proposed PF design method to MCL, whose algorithm corresponds
to the PF, to show that the proposed method can be applied to practical-scale problems.

This section considers a wheeled robot equipped with a 2D LIDAR. The state xt of
the robot is represented by (2.1). The robot uses wheel odometry data as ut and LIDAR
measurement data as zt to estimate the state.

5.5.1 System and measurement models in localization

As typical examples of a system model f pf and measurement model gpf , this section uses mo-
tion_model_odometry and likelihood_field_range_finder_model in [4]. Each model involves
parameters α and m, respectively; therefore, Θ :=

[
α>,m>

]>.

The system model motion_model_odometry calculates the probability density of the
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5.5. Application to mobile robot localization

Figure 5.2: Odometry data in system model

current pose xt from the previous pose xt−1 and odometry data ut as follows [4]:

f pf (xt, xt−1,ut,Θ) = N
(
ϕt − ϕ̂t, α

(1)ϕ2
t + α

(2)δ2
t

)
×N

(
δt − δ̂t, α

(3)δ2
t + α

(4)ϕ2
t + α

(4)ψ2
t

)
×N

(
ψt − ψ̂t, α

(1)ψ2
t + α

(2)δ2
t

)
, (5.34)

where ut := [ϕt, δt,ψt]> represents the odometry data at each time in three steps: rotation
(ϕt), translation (δt), and rotation (ψt), as shown in Fig. 5.2. In addition, ϕ̂t , δ̂t , and ψ̂t are
computed from xt and xt−1 as follows:

ϕ̂t = Arg ((xt − xt−1) + i (yt − yt−1)) − θt−1, (5.35)

δ̂t =

√
(xt−1 − xt)2 + (yt−1 − yt)2, (5.36)

ψ̂t = θt − θt−1 − ϕ̂t (5.37)

where i is the imaginary unit, and Arg : C→ R is the argument of the input complex number.
In (5.34), zero-centered normal distributions N are used to model odometry errors, such
as wheel slippage. The parameter vector α :=

[
α(1), α(2), α(3), α(4)

]> ∈ R4
+ represents the

relationship between the amount of movements and variance of odometry errors.

The measurement model likelihood_field_range_finder_model

gpf(zt, xt,Θ) =
L∏
ℓ=1

q
(
z(ℓ)t , xt,m

)
(5.38)

uses LIDAR measurement data zt and the environment map m ∈ Rnm to calculate the
likelihood of a pose estimate xt as described in Section 2.3. In the previous chapters, the cell
values of m were optimized to improve the estimation accuracy, and this chapter also treats
them as the parameters of the measurement model. Note that the measurement model (2.4)
has parameters κ2 and κ3 in addition to m, but in this chapter, these values are fixed as κ2 = 1
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and κ3 = 0 for simplicity.

5.5.2 Derivation of characteristic eligibility for applying proposed
method

To design Θ :=
[
α>,m>

]> using the proposed method, the characteristic eligibility (5.18) is
derived for the models in Section 5.5.1. From (5.34), the log-derivative of f pf in (5.18) is

∇Θ ln
{

f pf
(
x̂(i)t |t−1, x̂

(i)
t−1,ut,Θ

)}
= ∇α ln

{
N

(
ϕt − ϕ̂(i)t , α

(1)ϕ2
t + α

(2)δ2
t

)}
+∇α ln

{
N

(
δt − δ̂(i)t , α

(3)δ2
t + α

(4)ϕ2
t + α

(4)ψ2
t

)}
+∇α ln

{
N

(
ψt − ψ̂(i)t , α

(1)ψ2
t + α

(2)δ2
t

)}
(5.39)

where ϕ̂(i)t , δ̂(i)t , and ψ̂(i)t denote the amount of movements (5.35)–(5.37) for the i-th particle,
and each term in (5.39) can be calculated, e.g., as follows:

∂

∂α(1)
ln

{
N

(
ϕt − ϕ̂(i)t , α

(1)ϕ2
t + α

(2)δ2
t

)}
=

{(
ϕt − ϕ̂(i)t

)2 − α(1)ϕ2
t − α(2)δ2

t

}
ϕ2

t

2
(
α(1)ϕ2

t + α
(2)δ2

t
)2 . (5.40)

The log-derivative of gpf in (5.18) is derived as:

∂

∂m(µ)
ln

{
gpf

(
zt, x̂

(i)
t |t−1,Θ

)}
=
β(i,µ)

m(µ)
(5.41)

where β(i,µ) ∈ {0} ∪N is the order of the factor m(µ) in (5.38), or the number of measurement
data z(ℓ)t projected onto the µ-th cell as described in Section 3.2.1. By substituting (5.39)
and (5.41) into (5.18), the characteristic eligibility is calculated.

5.5.3 Numerical simulation

5.5.3.1 Configuration

This section verifies the effectiveness of the proposed method using the 3D dynamic simulator
Gazebo. Figure 5.3 shows the environment and robot. The measurement data zt are
obtained from the LIDAR whose possible maximum detection range is 5 m, scanning angle
is 360 degrees, and the number of data is L := 18 data/rev. In the PF, the number of particles

68



5.5. Application to mobile robot localization

Figure 5.3: Simulation environment

is N := 100, and the frequency is 5 Hz. The system model f pf and measurement model gpf

are given by (5.34) and (5.38), respectively.

The parameter vector Θ =
[
α>,m>

]> of the PF was optimized under the following
settings. The initial parameter vector of the system model is α(0) := [0.5,0.5,0.5,0.5]>,
and that of the measurement model m(0) is shown in Fig. 5.4, where the map size (number
of cells) is nm := 240 × 140, and the grid scale is 0.1 m/cell. The training data utrain

1:T , ztrain
1:T ,

and xtrain
1:T were collected as follows. First, the robot followed the route in Fig. 5.3 at 2 m/s

to obtain utrain
1:T and ztrain

1:T . Second, the PF was performed with N := 10,000 particles (a
larger number than usual for this robot) by using α(0), m(0), utrain

1:T , and ztrain
1:T , and xtrain

1:T were
approximately computed as the following maximum likelihood pose:

xtrain
t := x̂(i

∗)
t |t−1 s.t. i∗ = arg max

i
w
(i)
t . (5.42)

Note that the true poses, which could be obtained from the simulator, was not used in
the design of the PF to simulate a realistic scenario. The initial particle set is χ0 :={

x̂ini, x̂ini, . . . , x̂ini} where x̂ini ∈ R3 is the initial true state. The function ρ in (5.4) is set as
follows, using the estimation error (5.8),

ρ (xt, χt, χ̄t,Θ) := exp

−
(
xt − h̄ ( χ̄t)

)> 
10 0 0
0 10 0
0 0 0


(
xt − h̄ ( χ̄t)

) , (5.43)

where the exponential function is used to prevent the magnitude of the value from becoming
too large. The gradient ζt of ρ can be calculated similar to (5.21). The learning rate,

69



Chapter 5. Particle filter design

Figure 5.4: Initial map m(0)

maximum iteration number, and reinforcement baseline are

η(k) :=
0.4

k + 4 × 106 , (5.44)

kmax := 4 × 106, and b := 0.8, respectively. As the parameters α in f pf are positive
numbers close to zero and change sensitively during optimization, this section optimized
α′ :=

[
lnα(1), lnα(2), lnα(3), lnα(4)

]> ∈ R4 instead of α to keep α positive.

5.5.3.2 Result

The result of optimizing the parameters under this configuration is as follows. The change
in the objective function is shown in Fig. 5.5, where the thin blue line is the value of
J (Θ(k)) (only the data at k = 0,1000,2000, . . . are displayed), and the thick red line is
its moving average. It can be seen that the parameters converged to the (local) optimum
Θ∗ :=

[
α∗ >,m∗ >

]>. The parameter vector α changed as shown in Fig. 5.6, and the final
value was α∗ = [0.490,0.079,0.339,0.505]>. The final value m∗ of m is shown in Fig. 5.7,
where uniquely shaped objects in the map are emphasized (red or purple spots). By using
m∗, the robot can use these spots more effectively as clues for localization.

Next, the performance of the designed PF was evaluated. The test data utest
1:T , ztest

1:T , and xtest
1:T

were obtained as follows. The odometry data utest
1:T and measurement data ztest

1:T were measured
while the robot followed the similar trajectory as Section 5.5.3.1, and the true poses xtest

1:T
were obtained from the simulator. The PF estimation was performed 20 times using these
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Figure 5.5: Change in objective function

Figure 5.6: Change in odometry parameters α

Figure 5.7: Optimized map m∗

test data to calculate the objective function J consisting of (5.43) and the estimation error

∆t :=

√√√√√√√√√(
xtest

t − h̄ ( χ̄t)
)> 

1 0 0
0 1 0
0 0 0


(
xtest

t − h̄ ( χ̄t)
)
. (5.45)
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Table 5.1: Performance of each PF

PF Mean of J Mean of 1
T
∑T

t=1 ∆t (m)
Initial parameters 22.2 0.816
Only α was optimized 45.3 0.407
Only m was optimized 72.5 0.263
Both α and m were optimized 84.0 0.212

Figure 5.8: Estimation error with PF equivalent to Chapter 3

Figure 5.9: Estimation error with PF designed by proposed method

Table 5.1 shows the mean of J and the mean of the mean absolute error 1
T
∑T

t=1 ∆t over 20
estimations. In addition to the designed PF where both α and m were optimized, the results
of the PF with the initial parameters Θ(0), PF where only α was optimized, and PF where
only m was optimized (equivalent to the method in Chapter 3) are presented for comparison.
In addition, Figs. 5.8 and 5.9 illustrate the errors ∆t of 20 estimations for the PF equivalent
to Chapter 3 (only m was optimized) and the designed PF (both α and m were optimized),
respectively. These results suggest that the proposed method further reduces estimation
errors compared to the conventional method.

Note that there were no objects that were difficult to detect by the LIDAR (e.g., glass),
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Figure 5.10: Simulation environment in additional experiment

so the color differences in Fig. 5.7 were not caused by the ease of detection by the LIDAR.
Therefore, Fig. 5.4 is a more accurate representation of the environment; whereas Fig. 5.7
provides the PF better estimation accuracy. This is because the estimation accuracy (5.43)
was optimized; therefore, Fig. 5.7 cannot be obtained by the conventional method that
optimizes the likelihood of the parameters, such as [50–52].

5.5.3.3 Verification in different environment

To show the robustness of the proposed method, an additional experiment in a different
environment was performed. The environment and the initial map m(0) are shown in
Figs. 5.10 and 5.11, respectively. The map size is nm := 220 × 220, and the grid scale is
0.1 m/cell. Other settings are the same as in Section 5.5.3.1.

The convergence of the optimization was achieved as shown in Fig. 5.12, which illustrates
the change in the objective function. The odometry parameters α changed as shown in
Fig. 5.13, and the final values were α∗ = [0.445,0.059,0.292,0.490]>. Figure 5.14 shows
the optimized map m∗.

The performance of the designed PF was evaluated in the same way as in Section 5.5.3.2,
and the results are shown in Table 5.2, Figs. 5.15, and 5.16. Table 5.2 lists the values of J

and ∆t for four PFs. Figures 5.15 and 5.16 demonstrate the transition of ∆t in the case of
the PF equivalent to Chapter 3 and the PF designed by the proposed method, respectively.
These results confirm that the proposed method produced a high-performance PF as in the
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Figure 5.11: Initial map m(0) in additional experiment

Figure 5.12: Change in objective function in additional experiment

first experiment. Even though the proposed method designed the PFs with almost the same
settings, it showed good performance in both environments; thus, the proposed method is
considered to be robust to changes in an environment.

5.6 Conclusion

This chapter proposed a method of designing the system and measurement models for
a PF. As the proposed method can optimize various objective functions, it has multiple
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Figure 5.13: Change in odometry parameters α in additional experiment

Figure 5.14: Optimized map m∗ in additional experiment

applications, such as nonlinear system identification and improvement of the performance
of a PF. The conditions to guarantee the convergence of the optimization were derived.
Furthermore, the method was applied to mobile robot localization to confirm that it provided
better performance than the method proposed in the previous chapter. Although this study
considered the most basic PF for simplicity, there are many variations of PF, such as auxiliary
PF [70], Rao-Blackwellized PF [71,72], and cluster PF [73,74]. The future work is to develop
design methods for these.
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Table 5.2: Performance of each PF in additional experiment

PF Mean of J Mean of 1
T
∑T

t=1 ∆t (m)
Initial parameters 8.7 1.325
Only α was optimized 22.5 0.512
Only m was optimized 76.6 0.267
Both α and m were optimized 83.9 0.232

Figure 5.15: Estimation error with PF equivalent to Chapter 3 in additional experiment

Figure 5.16: Estimation error with PF designed by proposed method in additional experiment
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Conclusion

6.1 Summery

This thesis proposed a new kind of map for mobile robot localization, a highlighted map,
and its generation method. Furthermore, the method was generalized to PF design problem.

In Chapter 3, the concept of the highlighted map was introduced. By using this map,
the localization performance can be improved without having to update robot’s sensors or
online computation. Furthermore, this map can be easily combined with many other existing
MCL-based algorithms. This chapter formulated the problem of generating a highlighted
map and proposed a numerical optimization method based on RL as a solution. This
method automatically identifies and emphasizes the important landmarks on the map. The
generated highlighted map is adapted to situations such as the sensor characteristics and
robot dynamics because this method uses the actual sensor measurement data. It was proven
that the optimization converges under certain technical assumptions.

Chapter 4 constructed the robustification method of a highlighted map. This method
introduces a virtual obstacle causing measurement noise and learns both the worst-case
obstacle behavior and the optimal highlighted map simultaneously based on RARL. The
highlighted map generated by this method improves the localization performance even in the
presence of measurement noise.

Chapter 5 presented a novel method to design the system and measurement models in
a PF. First, the particle filter design problem was formulated, and a solution was proposed.
This is a numerical optimization method, which is a generalization of the method in Chap-
ter 3. Compared to other PF design methods, the advantage of the method is that it can
accommodate various objective functions, such as the estimation accuracy of the PF, the
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variance of the particles, the likelihood of the parameters that determine both models, and
the regularization term of the parameters. Moreover, the conditions to guarantee that the
optimization converges with probability 1 were derived. Next, the PF for mobile robot
localization was designed by this method to show that this PF design method can be applied
to practical-scale problems. It should be noted that the robustification method in Chapter 4
can be applied to this PF design method if an effective virtual obstacle for the target system
is introduced.

6.2 Future work

To propose the first highlighted map generation method and a novel PF design method,
this thesis simplified these problems as much as possible. Hence, several issues should be
considered to make the proposed methods more general and practical. For example, the
estimators designed by the proposed methods (MCL with the generated highlighted map
or the designed PF) are specific to a certain situation because they are designed from a
single training data set. Therefore, the estimators are not guaranteed to be effective for all
situations. Also, the proposed methods need to measure the true states as training data in
order to minimize the estimation errors. Several procedures for acquiring true states are
presented in Chapter 3 and 5, but these procedures are sometimes difficult to use.

To design an estimator effective for various possible situations, the following approaches
could be used. The first is to prepare a large number of training data and use all of them
by turns to learn. This is expected to extract common patterns for each data set and yield a
highly versatile estimator. Another approach designs an optimal estimator for each training
data set, and then switches between these designed estimators according to the situation.

It is also necessary to devise a method of designing an estimator that minimizes the
estimation errors without using true states as training data. In [75], RL was used to learn
a policy for estimating hidden states and parameters of nonlinear dynamical systems. They
defined the accumulated errors of observable states as the objective function to search for an
estimation policy that reduces the estimation errors; so their method uses only measurement
data and does not need true states. By applying the strategy of the method, it is expected
that we can obtain an estimator design method that minimizes estimation errors without
measuring true states.

Solving these issues and deriving a more general and practical method of designing
estimators is an important task for the future.
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Appendices

A Complement to proof of Theorem 1

This appendix provides lemmas about conditions (D1)–(D3) in the proof of Theorem 1.

Lemma 1. For Algorithm 2, if (C1)–(C5) are satisfied, then (D1) holds.

Proof. Several variables have to be defined first. From (2.8) and (3.8)–(3.10), the state
transition probability and the expected reward under π are derived as

Pst+1
st := p

(
st+1

�� st, π
)
=

∑
a∈A

π̃(a, st,m) p
(
st+1

�� st,a
)
, (A.1)

Rst := E
[
rt

�� st, π
]
=

∑
a∈A

π̃(a, st,m) E
[
rt

�� st,a
]
, (A.2)

where A ⊂ {0} ∪ NN is the action set. The probability distribution of the initial state is
defined as

Ps1
χ0,u1 := p

(
s1

�� χ0,u1
)
. (A.3)

Then, from (3.1) and (3.6), the gradient of J̄ is represented by (A.1)–(A.3), as follows:

∇m J̄ (m) = ∇m E

[
T∑

t=1
rt

]
=

T∑
t=1
∇m E [rt]

=

T∑
t=1
∇m

(∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1 Rst ds1:t

)
, (A.4)

where S := XN is the space of all possible states at each time. For the integrand of (A.4),
this appendix defines

Et (s1:t,m) := Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1 Rst . (A.5)
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From (C1)–(C5), the following properties hold:

• The function Et is integrable, i.e.,
∫
St
|Et (s1:t,m)| ds1:t < ∞, for all m ∈ M because S

is the bounded set, and |Et (s1:t,m)| is bounded.

• The function Et is differentiable with respect to m, and there exists an integrable
function Ẽ (s1:t) such that ‖∇m Et (s1:t,m)‖ ≤ Ẽ (s1:t) for all (s1:t,m) ∈ St ×M. This is
because there exists a δ4 ∈ R+ such that ‖∇m Et (s1:t,m)‖ ≤ δ4 for all (s1:t,m) ∈ St×M,
and δ4 is integrable, i.e.,

∫
St
|δ4 | ds1:t < ∞.

Thus, the order of differentiation and integration can be interchanged by Proposition 5.9
in [76]. As a result,

∇m

(∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1 Rst ds1:t

)
=

∫
St
∇m

(
Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1 Rst

)
ds1:t

=

∫
St

Ps1
χ0,u1

(
∇m Ps2

s1

)
· · · Pst

st−1 Rst ds1:t

+ · · ·

+

∫
St

Ps1
χ0,u1 Ps2

s1 · · ·
(
∇m Pst

st−1

)
Rst ds1:t

+

∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1

(
∇m Rst

)
ds1:t . (A.6)

On the other hand, the expected value of (rt − b)Ut in Algorithm 2 is represented as
follows:

E [(rt − b)Ut] = E

[
(rt − b)

t∑
τ=1

eτ

]
=

t∑
τ=1

E [rteτ] − b
t∑

τ=1
E [eτ] . (A.7)

The expected value of rteτ in the case of τ < t is given by

E [rteτ] =
∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

(
Psτ+1

sτ · eτ
)

Psτ+2
sτ+1 · · · P

st
st−1 Rst ds1:t

=

∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

{∑
a∈A

π̃(a, sτ,m) p
(
sτ+1

�� sτ,a
)
· ∇m ln {π̃(a, sτ,m)}

}
×Psτ+2

sτ+1 · · · P
st
st−1 Rst ds1:t

=

∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

{∑
a∈A
∇m π̃(a, sτ,m) p

(
sτ+1

�� sτ,a
)}

Psτ+2
sτ+1 · · · P

st
st−1 Rst ds1:t

=

∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

(
∇m Psτ+1

sτ
)

Psτ+2
sτ+1 · · · P

st
st−1 Rst ds1:t, (A.8)
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and similarly,

E [rtet] =
∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1

(
∇m Rst

)
ds1:t, (A.9)

E [eτ] =
∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

{∑
a∈A

π̃(a, sτ,m) · ∇m ln {π̃(a, sτ,m)}
}

ds1:τ

=

∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
sτ
sτ−1

{
∇m

∑
a∈A

π̃(a, sτ,m)
}

ds1:τ

= 0. (A.10)

From (A.6)–(A.10),

∇m

(∫
St

Ps1
χ0,u1 Ps2

s1 · · · P
st
st−1 Rst ds1:t

)
= E [(rt − b)Ut] . (A.11)

Then, from (A.4) and the fact that VT =
∑T

t=1(rt − b)Ut , (D1) holds.

Lemma 2. For Algorithm 2, if (C1)–(C5) are satisfied, then (D2) holds.

Proof. From (C3) and (C4), the derivative of (A.5) is continuous in m for all s1:t ∈ St , which
means that for all (m′, ϵ) ∈ M × R+, there exists a δ5 ∈ R+ such that for all m ∈ M,

‖m − m′‖ < δ5 ⇒ max
s1:t
‖∇m Et(s1:t,m) − ∇m Et(s1:t,m′)‖ < ϵ. (A.12)

Then, for Ft(m) := ∇m

(∫
St
Et(s1:t,m) ds1:t

)
,

‖Ft(m) − Ft(m′)‖ ≤
∫
St
‖∇m Et(s1:t,m) − ∇m Et(s1:t,m′)‖ ds1:t < δ6 ϵ (A.13)

where δ6 ∈ R+ is some constant. Note that the order of differentiation and integration can be
interchanged from (C1)–(C5), as explained in Lemma 1. Therefore, Ft(m) is also continuous.
From this fact and (A.4), ∇m J̄(m) is continuous.

Lemma 3. For Algorithm 2, if (C3)–(C6) are satisfied, then (D3) holds.

Proof. The following equation holds for the random variable ΞK :=
∑K

k ′=k η(k′)φ(k′),

E
[
ΞK

��Ξk:K−1
]
= E

[
ΞK−1 + η(K)φ(K)

��Ξk:K−1
]

= ΞK−1 + η(K) E
[
φ(K)

��Ξk:K−1
]

= ΞK−1. (A.14)
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Therefore, the stochastic process ΞK (K = k, k + 1, k + 2, . . . ) is a martingale, and we obtain
the martingale inequality of Doob [63]

P

(
sup
K≥k






 K∑
k ′=k

η(k′)φ(k′)





 ≥ ϵ

)
≤ 1
ϵ2 E







 ∞∑

k ′=k

η(k′)φ(k′)





2 . (A.15)

Since E
[
φ(k1)>φ(k2)

]
= 0 if k1 , k2, the right side of (A.15) can be transformed as follows:

1
ϵ2 E







 ∞∑

k ′=k

η(k′)φ(k′)





2 =

1
ϵ2

∞∑
k ′=k

η(k′)2E
[
‖φ(k′)‖2

]
. (A.16)

In addition,

E
[
‖φ(k′)‖2

]
= E

[

VT − ∇m J̄(m(k′))


2

]
= E

[
‖VT ‖2

]
−



∇m J̄(m(k′))


2

≤ E
[
‖VT ‖2

]
= E







 T∑

t=1
(rt − b)

t∑
τ=1

eτ






2
≤ E


(

T∑
t=1
|rt − b|

t∑
τ=1
‖eτ‖

)2 . (A.17)

Here, (C5) gives |rt | < ∞, and we have ‖eτ‖ < ∞ from (3.12) and (C3), (C4). Thus, there
exists a δ7 ∈ R+ such that

T∑
t=1
|rt − b|

t∑
τ=1
‖eτ‖ < δ7. (A.18)

From (A.15)–(A.18),

P

(
sup
K≥k






 K∑
k ′=k

η(k′)φ(k′)





 ≥ ϵ

)
<
δ2

7
ϵ2

∞∑
k ′=k

η(k′)2. (A.19)

Equation (A.19) and (C6) indicate that (D3) holds.
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B Complement to proof of Theorem 2

This appendix gives the three lemmas to prove Theorem 2.

Lemma 4. For Algorithm 5, if (C9)–(C11) are satisfied, then (D4) holds.

Proof. The particle set χt−1, which composes the RL state st = (χt−1, ct), can be denoted as
χ(at−1) since it is uniquely determined from at−1. Therefore,

π̃(at, st,Θ) = π̃ (at, (χ(at−1), ct) ,Θ) , (B.1)

ρ̃ (st,at,Θ) = ρ̃ ((χ(at−1), ct) ,at,Θ) . (B.2)

With the notation, the following functions are defined:

Pat
t,at−1

:= p
(
at

�� t,at−1, π
)
= π̃ (at, (χ(at−1), ct) ,Θ) , (B.3)

Rt,at−1:t := E
[
rt

�� t,at−1,at, π
]
= ρ̃ ((χ(at−1), ct) ,at,Θ) , (B.4)

where in the case of t = 1,

Pa1
1,a0

:= p
(
a1

�� χ0, π
)
= π̃ (a1, (χ0,1) ,Θ) , (B.5)

R1,a0:1 := E
[
r1

�� a1, π
]
= ρ̃ ((χ0,1) ,a1,Θ) . (B.6)

Then, the gradient of J̄ is represented as:

∇Θ J̄ (Θ) = ∇Θ E

[
T∑

t=1
rt

]
=

T∑
t=1
∇Θ E [rt]

=

T∑
t=1
∇Θ

©­«
∑

ar
1:t∈(Ar)t

∫
(Ap)t
Gt (a1:t,Θ) dap

1:t
ª®¬ (B.7)

where Ap ⊆ Rn×N and Ar ⊂ NN are the sets of ap
t and ar

t , respectively, and

Gt (a1:t,Θ) := Pa1
1,a0

Pa2
2,a1
· · · Pat

t,at−1
Rt,at−1:t . (B.8)

From (C10) and (C11), the following properties hold for (B.8):
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• The function Gt is integrable for allΘ ∈ P because
∫
(Ap)t |Gt (a1:t,Θ)| dap

1:t = E [|rt |] <
∞.

• The function Gt is differentiable with respect to Θ, and there exists an integrable
function G̃ (a1:t) such that ‖∇Θ Gt (a1:t,Θ)‖ ≤ G̃ (a1:t) for all (a1:t,Θ) ∈ (Ap × Ar)t×P.
This is because for the functions

P(τ)t (a1:t,Θ) := Pa1
1,a0
· · ·

(
∇Θ Paτ

τ,aτ−1

)
· · · Pat

t,at−1
Rt,at−1:t , (B.9)

Rt (a1:t,Θ) := Pa1
1,a0
· · · Pat

t,at−1

(
∇Θ Rt,at−1:t

)
, (B.10)

the following inequalities hold:

‖∇Θ Gt (a1:t,Θ)‖ ≤
t∑

τ=1




P(τ)t (a1:t,Θ)



 + ‖Rt (a1:t,Θ)‖ , (B.11)

∫
(Ap)t




P(τ)t (a1:t,Θ)



 dap

1:t = E [‖rteτ‖] < ∞, (B.12)∫
(Ap)t
‖Rt (a1:t,Θ)‖ dap

1:t = E [‖ζt ‖] < ∞, (B.13)

where the equality in (B.12) results from

∇Θ Paτ
τ,aτ−1 = Paτ

τ,aτ−1 × ∇Θ ln Paτ
τ,aτ−1 = Paτ

τ,aτ−1 × eτ . (B.14)

From these properties, the order of differentiation and integration can be interchanged by
Proposition 5.9 in [76], and thus,

∇Θ
©­«

∑
ar

1:t∈(Ar)t

∫
(Ap)t
Gt (a1:t,Θ) dap

1:t
ª®¬ =

∑
ar

1:t∈(Ar)t

∫
(Ap)t
∇Θ Gt (a1:t,Θ) dap

1:t . (B.15)

On the other hand, the expected value of (rt −b)Ut + ζt in Algorithm 5 can be transformed
as follows:

E [(rt − b)Ut + ζt] =
t∑

τ=1
E [rteτ] − b

t∑
τ=1

E [eτ] + E [ζt] . (B.16)

84



B. Complement to proof of Theorem 2

Each term in the right side of (B.16) is calculated similar to (B.12), as follows:

E [rteτ] =
∑

ar
1:t∈(Ar)t

∫
(Ap)t
P(τ)t (a1:t,Θ) dap

1:t, (B.17)

E [eτ] = 0, (B.18)

E [ζt] =
∑

ar
1:t∈(Ar)t

∫
(Ap)t
Rt (a1:t,Θ) dap

1:t . (B.19)

Therefore,
E [(rt − b)Ut + ζt] =

∑
ar

1:t∈(Ar)t

∫
(Ap)t
∇Θ Gt (a1:t,Θ) dap

1:t . (B.20)

From (B.7), (B.15), (B.20), and the fact that VT =
∑T

t=1 ((rt − b)Ut + ζt), (D4) holds.

Lemma 5. For Algorithm 5, if (C9)–(C11) are satisfied, then (D5) holds.

Proof. From (B.7), it is sufficient to prove that the function

Ht(Θ) := ∇Θ
(∫
(Ap)t
Gt (a1:t,Θ) dap

1:t

)
(B.21)

is continuous. Since the order of differentiation and integration can be interchanged as
explained in Lemma 4, for all (Θ′,Θ) ∈ P2, the following inequality holds:

‖Ht(Θ′) − Ht(Θ)‖ ≤
∫
(Ap)t
‖∇Θ Gt (a1:t,Θ

′) − ∇Θ Gt (a1:t,Θ)‖ dap
1:t

≤
t∑

τ=1

∫
(Ap)t




P(τ)t (a1:t,Θ
′) − P(τ)t (a1:t,Θ)




 dap
1:t

+

∫
(Ap)t
‖Rt (a1:t,Θ

′) − Rt (a1:t,Θ)‖ dap
1:t . (B.22)

First, it is proven that there exists a δ8 ∈ R+ such that∫
(Ap)t




P(τ)t (a1:t,Θ
′) − P(τ)t (a1:t,Θ)




 dap
1:t ≤ δ8 ‖Θ′ − Θ‖ . (B.23)

From (C10) and Taylor’s theorem, there exists a λ ∈ (0,1) such that

P(τ,i)t (a1:t,Θ
′) − P(τ,i)t (a1:t,Θ)

=

nΘ∑
j=1

(
Θ
′( j) − Θ( j)

) ∂P(τ,i)t

∂Θ( j)
(a1:t,Θ + λ (Θ′ − Θ)) (B.24)
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where P(τ,i)t is the i-th component of P(τ)t , and Θ( j) is the j-th component of Θ. Therefore,∫
(Ap)t

���P(τ,i)t (a1:t,Θ
′) − P(τ,i)t (a1:t,Θ)

��� dap
1:t

≤
nΘ∑
j=1

���Θ′( j) − Θ( j)��� ∫
(Ap)t

�����∂P(τ,i)t

∂Θ( j)
(a1:t,Θ + λ (Θ′ − Θ))

����� dap
1:t . (B.25)

Also, ∫
(Ap)t

�����∂P(τ,i)t

∂Θ( j)
(a1:t,Θ)

����� dap
1:t ≤

t∑
τ′=1

∫
(Ap)t

���V(τ,i,τ′,j)t (a1:t,Θ)
��� dap

1:t

+

∫
(Ap)t

���W(τ,i,j)
t (a1:t,Θ)

��� dap
1:t (B.26)

where

V(τ,i,τ
′,j)

t (a1:t,Θ) := Pa1
1,a0
· · ·

∂Paτ
τ,aτ−1

∂Θ(i)
· · ·

∂Paτ′
τ′,aτ′−1

∂Θ( j)
· · · Pat

t,at−1
Rt,at−1:t , (B.27)

W(τ,i,j)
t (a1:t,Θ) := Pa1

1,a0
· · ·

∂Paτ
τ,aτ−1

∂Θ(i)
· · · Pat

t,at−1

∂Rt,at−1:t

∂Θ( j)
. (B.28)

Each term in the right side of (B.26) is calculated as:

∫
(Ap)t

���V(τ,i,τ′,j)t (a1:t,Θ)
��� dap

1:t =


E

[�����rt

(
∂e(i)τ
∂Θ( j)

+ e(i)τ e( j)τ

)�����
]

if τ = τ′

E
[���rt e(i)τ e( j)τ′

���] otherwise,
(B.29)

∫
(Ap)t

���W(τ,i,j)
t (a1:t,Θ)

��� dap
1:t = E

[���e(i)τ ζ
( j)
t

���] , (B.30)

where (B.29) is derived from the fact that

∂e(i)τ
∂Θ( j)

=
∂

∂Θ( j)
∂ ln Paτ

τ,aτ−1

∂Θ(i)

=
1

Paτ
τ,aτ−1

∂2Paτ
τ,aτ−1

∂Θ( j)∂Θ(i)
−
∂ ln Paτ

τ,aτ−1

∂Θ(i)
∂ ln Paτ

τ,aτ−1

∂Θ( j)
. (B.31)

Hence, we have
∫
(Ap)t

���� ∂P(τ,i)t

∂Θ(j)
(a1:t,Θ)

���� dap
1:t < ∞ because (C11) results in E [‖rt∇Θ eτ‖F] <

∞, E [‖rteτ‖ · ‖eτ′‖] < ∞, and E [‖eτ‖ · ‖ζt ‖] < ∞. Note that for any two random variables
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(X,Y ) ∈ R2, we have

E
[
X2] < ∞ and E

[
Y2] < ∞⇒ E [XY ] < ∞ (B.32)

from the Cauchy-Schwarz inequality |E [XY ]|2 ≤ E
[
X2] E

[
Y2] . Thus, from (B.25), (B.23)

holds.
Similarly, from (C11), there exists a δ9 ∈ R+ such that∫

(Ap)t
‖Rt (a1:t,Θ

′) − Rt (a1:t,Θ)‖ dap
1:t ≤ δ9 ‖Θ′ − Θ‖ . (B.33)

From (B.22), (B.23), and (B.33),

lim
Θ′→Θ

‖Ht(Θ′) − Ht(Θ)‖ = 0, (B.34)

which means thatHt(Θ) is continuous.

Lemma 6. For Algorithm 5, if (C9)–(C12) are satisfied, then (D6) holds.

Proof. For the random variable ΞK :=
∑K

k ′=k η(k′)φ(k′), the stochastic process
ΞK (K = k, k + 1, k + 2, . . . ) is a martingale (because the equation E

[
ΞK

��Ξk:K−1
]
= ΞK−1

holds from Lemma 4), and then the martingale inequality of Doob holds [63]. Therefore,

P

(
sup
K≥k






 K∑
k ′=k

η(k′)φ(k′)





 ≥ ϵ

)
≤ 1
ϵ2 E







 ∞∑

k ′=k

η(k′)φ(k′)





2

=
1
ϵ2

∞∑
k ′=k

η(k′)2E
[
‖φ(k′)‖2

]
(B.35)

where the equality follows by the fact that E
[
φ(k1)>φ(k2)

]
= 0 if k1 , k2. In addition,

E
[
‖φ(k′)‖2

]
= E

[
‖VT ‖2

]
−



∇Θ J̄(Θ(k′))


2

≤ E
[
‖VT ‖2

]
≤ E


{

T∑
t=1

(
|rt − b|

t∑
τ=1
‖eτ‖ + ‖ζt ‖

)}2
< ∞ (B.36)

where the last inequality follows from (C11), which leads to E [‖eτ‖ · ‖eτ′‖] < ∞,
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Chapter 6. Conclusion

E [‖ζt ‖ · ‖ζt ′‖] < ∞, E [‖rteτ‖ · ‖rt ′eτ′‖] < ∞, E [‖eτ‖ · ‖ζt ‖] < ∞, E [‖rteτ‖ · ‖eτ′‖] < ∞,
and E [‖rteτ‖ · ‖ζt ′‖] < ∞ from (B.32). From (B.35), (B.36), and (C12), (D6) holds.
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