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1 Introduction

The linearized Boltzmann equation is widely used for the study of a slow rarefied gas flow
or a gas in a micro scale system such as a micro channel, an aerosol particle, etc. One of
the interesting features in such gas systems is cross effects between fluid-dynamical and
thermodynamical phenomena (e.g., the Poiseuille flow vs. the thermal transpiration [1,2],
the thermophoresis [3,4] vs. the thermal polarization [5]; see, e.g., [6-8]). In order to in-
vestigate what kind of relation holds in general between such independent problems, we
recently derived in [9] a symmetric relation between two different boundary-value problems
described by the steady linearized Boltzmann equation. In this reference, by considering
a solution of the problem as a static response of the system against the perturbation from
the surroundings through the boundary, we introduced the Green function for an elemental
source on the boundary. Then, we derived a general expression of mass, momentum, and
heat fluxes through the boundary in terms of the corresponding Green function. The expres-
sion is valid for the entire range of the Knudsen number Kr:(Bn < ). As a natural
consequence of the Green function approach, the reciprocity of the fluxes on the boundary
caused by the Green functions was obtained. With the aid of this reciprocity, in [10], we
discussed the Onsager—Casimir reciprocity for the systems of arbitrary Kn on the basis of
the entropy production argument. In this reference, as in [11-15], we considered the total
entropy production caused by the gas—gas and gas—surface interactions. Then, we obtained
the Onsager—Casimir reciprocity in a way of point correspondence. We also pointed out that
the real identity of the conventional-type Onsager—Casimir relation is the Green reciprocity.

In [9,10], we have restricted ourselves to discussion of time-independent problems. In
the present paper, we will extend our theory [9] to time-dependent problems. The existing
theories on the Onsager—Casimir relation are based on the entropy production argument
(e.g., [11-15]), in which the production caused by the gas—surface interaction is determined
indirectly by the entropy balance at the steady state. On the other hand, we have shown in [9]
that the meaningful cross effects can be deduced from the Green function approach, which
is completely free from the entropy production argument. This feature allows us to develop a
general framework for the cross effects between time-dependent problems described by the
linearized Boltzmann equation. In the present paper, we restrict ourselves to a monatomic
single component gas in a fixed bounded domain.

The paper is organized as follows. In Sect. 2, we first formulate the class of time-
dependent problems to be discussed and then derive a symmetric relation between two
problems described by the unsteady linearized Boltzmann equation. Next in Sect. 3, we
introduce a few Green functions for the initial data and present a general expression of the
total mass, momentum, and energy in the system for any time. In Sect. 4, we introduce a few
Green functions for the inhomogeneous term, which represents the effect of a generalized
weak external force, and present an expression corresponding to that derived in Sect. 3. By
comparing two expressions, we show that the Green functions for the inhomogeneous term
are a time integration of the corresponding Green function for the initial data. In Sect. 5,
we introduce the Green functions for boundary data and derive a general expression of the
mass, momentum, and heat fluxes through the boundary. This is an extension of the repre-
sentation theorem in [9] to the case of unsteady systems. One may find a similarity of some
results in Sects. 3 and 4 to those of the linear response theory [16,17] for the systems with-
out boundary effect (the so-called bulk systems, where Kn is supposed to be small), though
our theory covers the entire range of the Knudsen number. In order to illustrate a point about
the resemblance, in Sect. 6, we apply the symmetric relation to a gas in a periodic box and
derive the expressions similar to the fluctuation—dissipation theorem and to those for the



static admittance in the linear response theory for bulk systems [16]. We also discuss their
extensions to the systems of arbitrary Kn.

2 Symmetry of the linearized Boltzmann equation in unsteady systems
2.1 Problem

Consider the time-dependent behavior of a single component monatomic rarefied gas that
occupies a fixed bounded doméin(i.e., the shape a¥ does not change in time). The state
of the gas is assumed to be close to the equilibrium state at rest with degaitgl temper-
atureTp, so that the higher order effects of the deviation from this state will be neglected.
With a proper choice of the reference timeand lengthL, we denote bytot, LX,
(2kTo/m)Y2Z, po(2kTo/m)~%/2[1 + @(t,x,{)]E({), the time, the space coordinates, the
molecular velocity, and the velocity distribution function of gas molecules, respectively.
Here kis the Boltzmann constanis the mass of a molecule, a&dZ ) = /2 exp(—|{|?).
The domain of the dimensionlegsspace corresponding 1@ will be denoted byD. Then,
the behavior of the gas is described by the following linearized Boltzmann equation:
o 10 2 1
Shgy +4 dx  /mKn

Here Sh= L/to(2kTo/m)/?] is the Strouhal number, Ke= ¢o/L) is the Knudsen number
(4o is the mean free path of a molecule in the reference equilibrium state at_#8s8),
the linearized collision operator and is required to have the properties summarized in Ap-
pendix A.1. For the sake of the latter discussions, the inhomogeneouk(texnd ) is added
to the right-hand side of (D).
The initial data is denoted by putting the subscripted “initial”:

Z(p)+1 (ZeR3 xeD, t>0). (1)

(p(o7 X7 Z) = (ﬂnitial(xa Z) (z S R37 X S D) (2)

The boundaryD of the domairD is composed of two parts in general. One is a simple
boundary (or a solid surface) or an interface with the condensed phase of the gas, which we
generically call the real boundary and denotedi¥,. The other is an artificial boundary
or a control surface set inside a gas region wider thanvhich we generically call the
imaginary boundary and denote BYD4. The specular reflection and periodic boundaries
are typical examples of the imaginary boundary.

First consider the real boundaipD,,. Let us denote the temperature of the boundary by
To(1+ tw), the corresponding saturation pressure of the gasbl/+ Ry), and the velocity
of the boundary by2kTo/m)Y/?uy, wherepg = (po/m)kTy is the pressure at the reference
equilibrium state at resBy, Ty, andu,, are, in general, a function bfandx. Since the shape
of D does not change in time&,, - n = 0. @ obeys the following condition odD,:

= M * * _ of *
<p—gw+/zn*<0 TR RE LN -G fordy>0XEaDw >0 ()

1 A typical example of is the effect of weak external forces ©f @), thoughl is not necessarily related
to external forces. For instance, in the problem of the Poiseuille flow, the imposed pressure gradient can
be treated as the inhomogeneous term (see Examples 2 and 3). In the present paper, we do not consider an
external force oD(1) for simplicity.



where

0w = Pu(t,X)+ 24t (1) + (122~ 2)7(tX) for € B, X 0Dy t >0, (4)
Zn=12-n, andy; = " -n. The(2kTo/m)%?Ris the reflection kernel of the boundary that
is at rest with the reference temperatiigeln what follows, if necessary, we shall den&e
of a simple boundary biRcr and that of an interface with the condensed phasBday As
to the descriptions with the notatid® they are valid both foRcr andRpr. The Rcr and
Rpr satisfy the properties summarized in Appendix A.2. Due to the fourth propeRy®gf
Ry in gw is a fake parameter on a simple boundary, and one maR,put0 without loss of
generality forRcg. It should be noted thatl,@) = 0 holds on a simple boundary (see the
second property dRcr). This equality does not hold in general fesg.

Next consider the imaginary boundaﬁpg We assume that the imaginary boundary is,

in general, composed of two parts, sﬂyg anddD (| e.,0Dg = dDél)u&‘Dgz)):

(i) On dDg , @ obeys the following condition:

@, %) =hin(t,x,) for {y>0,xc DY, t > 0. (5a)

Hereh;, is a given function fo,, > 0. For the sake of later discussions, we denote this
function extended to the whole range®fy h(t,x,{). The way of extension may be
arbitrary and does not influence the results that follow in the present paper.

(i) On dD&z), @ obeys the following condition:

—htx )+ [ [ PX.E X Q)@ - dlds
0Dy Zr:,<0
for Z, > 0,x€ dDY, t >0, (5b)

whereh(t,x, ) is a given function fo € R3, x € dDéz), andt > 0; {/, = Z'-n;n'is

the inward unit vector normal t@Déz) at positionx’; dS is the surface element 6Dé,2>

at positionx’; and¢g/ = ¢(t,x’, ') andh’ = h(t,x, ). The kerneP is independent df

and its properties are summarized in Appendix A.3. It should be noted that the specular
and periodic boundaries are a typical examplé§2>.

Let us denote the mass density, flow velocity, and temperature of the gasby w),
(2kTo/m)Y2u;, andTo(1 4 7). Let us denote the stress tensor, heat-flow vector, and specific
energy of the gas bgo(&j +Pj), po(2kTo/m)Y/2Q;, and3 po(1+&). Then, they are defined
as the moment of as follows:

ool = (@), ulel=@e). o= (122~ 9. (62)
slol=202%0), Qo =122~ 29, Rild=(2449. @)
Here, the bracket§) represents the following moment:

DX = [ FLxOEQ) K.

In later discussions, we need to deal with the moments of different velocity distribution
functions, sayp®, @B. For the sake of later convenience, we have introduced the notation



convention in (6) that the concerned velocity distribution function is indicated inside the
solid parenthesi$ | (e.g., w[¢@"], w[¢®], etc.). If [-] is omitted, the quantity is defined as
the corresponding moment @f (e.g., w = w[¢]). In what follows, we denote a quantity
integrated in time fronh = O by putting a line~ over the quantity. For instance,

wl[](t,x) = /0t w|[@](r,X)dr.

2.2 Preparations — basic lemmas

We introduce the following notation:
fr(t,x,{) =f(t+t,x,{) (1>0,t>-1),
f2t,x0):=f(1-t,x,) (1>0,t<71),
f(t,x ) = f(t,x,—{),
and frequently use the following obvious properties in the sequel:
(7)) =, (®)=(d7) foranyd. (7)

Below we show Lemmas 1-3, which will be the base in deriving the symmetric relation
for unsteady systems.

Lemma 1 Let ¢ be a solution of(1) with | = IA. Let ¢B be a solution of1) with | =
IB. Here, Sh Kn, and.Z in (1) are common tap® and ¢B. If .# satisfies the properties
summarized in Appendix A.1, the foIIowing equality holds:

17} _
Shoc (o) + z.qf @)= (1 ). ®)
Proof Because of the definition qﬁA, @ satisfies

qaﬁ ot 2 1
+4 o ﬁ@iﬂ(‘lﬁwﬂ?-

The integration over the whole spaceoifter the multiplication oflf’~ E yields

ogP aqﬁ 2 1
By — By — B— (A
(@ Sha ) + (@ 875,0) = (@ T L)+ (@17). )
On the other hand, because of the deﬁnitiorzp%fqafb satisfies

_opI® w2 1 &

S ot +d 0 \/ﬁKnx((pS )+
Thus the first term on the right-hand side of (9) is transformed as follows:
2 1 2 1
B— £ 1 R S B
(@ (o) = (o ﬁan«ps )

gt s (g O i)

W?Sha(psi <¢Nia

— (@)

where in the first equality the self-adjointness.gfand (7) have been used. Substitution
into (9) eventually leads to (8). O
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Lemma 2 Let ¢” satisfy(3) with gy = gfy. Let ¢ satisfy(3) with gy = g&. Here R in(3)
is common tap” and @B and satisfies the properties summarized in Appendix A.2. Then, the
following equality holds:

(Zn(@* — ) (9®—af)2 ) =0 ondDy. (10)

Proof Consider the integraf, o {n(¢* — giy)r (¢° — g5 )2 EdZ. By the use of (3) fo?,
this integral is expressed as

/ In(@* — e (0P~ GBS EdC
:/ / Z3IE" R, X) (@ — o) (9% — ) dZ"dZ.
{n>0J¢;<0

Because of the detailed balance in Appendix A.2, the right-hand side is rewritten as
=) JGERE T (@ ) (0P - ) 0L L.
{n>0.J¢3<0

This form can be further transformed by changing the variable of integration and substituting
(3) for ¢B:

_/M/ IGERE, 2 53) (9 —g)r )ed"d¢
= [ GIE @ =g (¢ — i

—/ |0 E(¢0" — d)r (0° —d)s dd.

Transposing the most right-hand side to the most left-hand side yields (10). O

Remark 1Even wherR is common top® and ¢® only on a part 0Dy, the equality (10)
holds at every point on the common part.

Lemma 3 Let ¢* satisfy(5) with h=h”. Let ¢® satisfy(5) with h= hB. Here P in(5b)is

common tog” and ¢® and satisfies the properties summarized in Appendix A.3. Then, the
following equality holds:

[ (@@~ (¢° 1)) ds—o. (11)

Here, ondD{", h* and P are respectively the extensions @fand I, into the whole space

of Z.

Proof The proof is similar to that of Lemma 2 and is omitted here. O



2.3 Symmetric relation in unsteady systems

Lemmas 1-3 in Sect. 2.2 are the extensions of the corresponding lemmas for the steady
systems in [9]. As in the case of the steady systems, we now derive the symmetric relation
for the unsteady systems from Lemmas 1-3.

Proposition 1 (Symmetric relation for unsteady systems)Let ¢* be a solution of the
initial- and boundary-value probler@)~(5) with | = 14, g, = g, h= M, and @nitial =
@niia- LEL @B be a solution of the initial- and boundary-value probléi(5) with | =18,

ow =05, h=h®, and@nital = @2, - Here the bounded domain D, the Strouhal and Knudsen
numbersSh and Kn, the collision operator?, and the kernels R and P are common to
the problems ofp® and @B. Then, if.#, R, and P satisfy the properties summarized in
Appendix A, the following symmetric relation holds:

sh [ (@@t x) a0 [ 17700 [ Gnldh « o) txds
Lo, <zn<h3**¢A>><t,x>dS+% [, (altE ) 1303
= [ (@hia )00 [ 175 Pxd [ Gnldh 0P txds
_.LDQ<Z“( ))(tde+2/ (Ga(t <) (S (12)

Here, fxg is a convolution of f and g with respect to time (thusgf= g« f):

frg(t, /f gt —r,-)dr.

Proof First integrate (8) with respect toover the domair:

Sh% /D (PP )y dx— /d “)ds= / (1A~ /D 1P gMdx.  (13)

With the aid of (10), (11), and (4), the second term on the left-hand side is transformed as
follows:

| @otd ) ds= / (Gnot dS+/ (Cngf e
= [ (el 05+ / (&
— Bbf ABb—
+ o (Gt s+ [mg«nwhs dS—,/d o, (Gahre ) ds
Thus (13) is rewritten as
o (1A ' A Bb
Sh 4#* dX—/ @) dx— _LDW<Zn9WT%>
_ A— B> } A—1,Bb o Bh—
o Gt as 5 [ (gt r)ds— 02 g ox

By — Br— 1 Bh— A
+ /(3Dw<zngws o) dS+ /aDg<znhs of)ds / (GhE ds (14)



Now integrate (14) with respect tofromt = —1 to t = s. Then the integration of the
left-hand side leads to

Sh( [ (@i @1+ 5% )~ [ (@ @P(s+1.%.0))x).

while the integration of each term of the right-hand side is transformed as follows:

[ frggdt:/j f(r+t)g(s—t)dt:/()T+Sf(t)g(s+r—t)dt:(f*g)(s+r).

Denotingt + sbyt, we eventually obtain (12) from (14). O

Proposition 1 is an extension of the symmetric relation for steady systems (see Sect. 2.2.2
in [9]) and is the most general form proposed in the present contribfitishould be noted
that each term in the equation is a definite momenpbbr ¢B. This feature is significant
and is due to the fact that the cross termpBfand¢® is eliminated by Lemmas 2 and 3.

Remark 2Consider the homogeneous linearized Boltzmann equation for the domain sur-
rounded by a resting simple boundary. In the case, (12) is reduced to

S [ (@B ") X~ | 18+ Qule"dS= S [ (ehyia ") X~ | T+ QulePlas (16)

Ja

This equation is remarkably similar to the Green formula for the solutions of heat conduc-
tion equation. Let us consider two solutions of the heat conduction equation for a common
domainD:

AGTA=ATA, TAt=0,x)=TAw(X) inD, TA=T/t,x)ondD,
aTB=ATB TB(t=0x=TEiu(X)inD, TB=TE(t,x)onaD.
The Green formula for two function§(t, x) andg(t, x) generally takes the form of
/ [(f+Ag) - (g*Af)]dx:/ g+ (Of -n) — f+(Og-n)|dS
D aD
Substitution ofT” andTB into f andg yields the relation
/[(TA*dtTB)f(TB*atTA)]dx:/d T+ (OTA-n)— T2+ (OT® - n)]dS
D D
Sinceg; [p T+ gdX = |5 TOinitiat X+ fp T * ,gdx, we eventually obtain
/ 'I'ir?itia|TAdx+/ T« (OTA.-n)dsS= / TiﬁmalTBdH/ TH+(OTB.nyds  (17)
D oD D oD

The correspondence to (16) is now obvious because the heat flow is of opposite sign of the
temperature gradient. In the fluid-dynamic limit of the linearized Boltzmann equation, the
temperature field is known to be expressed by the heat-conduction equation. In this sense,
(16) may be regarded as the extension of (17) to the systems of arbitrary Knudsen number.

2 In the case of steady systems, individual functions are time-independent, so that we m@y_pet ¢
(a = A B). Then, (12) divided by is reduced to

Laeea [ i otyds— [ @t ohdst o, b 10

Dy 9Dy

I - N A B\ qa_ A B 1 A1 B
= [0 o [ @ gtias- [ @it eP)ase [ @itif)ds o)

This is identical to the symmetric relation for steady bounded-domain systems (see (14) in [9]).



Table 1 Green functions for initial data

Green function corresponding element sources note
" (t,x.) gw=0 h=0 G - 1=0 -
G0 (t,x,{)2 gv=0 h=0 gﬁlal (, 1=0 G0 =_c®
G®(t,x.¢) Gu=0 h=0 Gy=3[7 1=0 -

@ ¢ is an arbitrary unit vector angy = {/;.

In the same way as in [9], we can consider a point source in the initial data, inho-
mogeneous term, and boundary data and its corresponding Green functions. Then, various
reciprocities in a way of point correspondence can be derived from Proposition 1. We shall
not repeat all these processes here. Rather, we shall pick up only a few kinds of Green func-
tions in Sects. 3—-5 and present several interesting consequences obtained from Proposition 1.
Further in Sect. 6, we will show that the expressions similar to the fluctuation—dissipation
theorem and to those for the static admittance in the linear response theory for bulk systems
[16] can be obtained from Proposition 1 by applying it to a gas in a periodic box. On the
basis of this observation, we also discuss their extensions to the systems of arbitrary Kn.

3 Representation in terms of the Green functions for initial data

We consider an initial- and boundary-value problem (1)—(5) (the original problem, in short)
and its associated problems (1)—(5) with the initial data, boundary data, and inhomogeneous
term listed in Table 1. The latter problems are associated with the original one in the sense
that the domairD, collision operator?, kernelsR andP, and the Strouhal and Knudsen
numbers Sh and Kn are the same as those in the original problem. We denote the solutions
of the associated problems 8™, G, andG®) and call them the Green function for

the initial mass, momentum, and energy, respectiv@lf), G, andG®) represent the
response of the system against the initial uniform perturbation of mass, momentum, and
energy. There is no perturbation through the boundary and the inhomogeneous term. By
applying (12) to the pair of the solutiop of the original problem and any of the Green
functions in Table 1, we obtain a general expression of the total mass, momentum, and
energy in the domaib at any time for the original problem:

Proposition 2 Consider the initial- and boundary-value probléf) — (5) in the domain D.
The total mass, momentum, and energy in the domain at any time are expressed in terms of
the Green function for the initial mass, momentum, and energy as follows:

w(t X) (Britia Gm) (t,x)
Sh / x dx = Sh / qm:allG ) ,x dx+ / t,x) dx
’ (anaIG t X)
(Zn(Gw = G™))(t,X) . [ {da(h™ *G( >)>(7 X)

- /' (G <L 0))(6x) | dS— / (G(h <G O))(tx) | dS (18)
P | (Zn(gu xGE)) (1) P9 | (ga(h™+G®))(t,%)
Example 1Consider a vapor in a domalihthat is surrounded by its condensed phases -1V

at rest at uniform temperatuiig (Fig. 1). The vapor is in phase equilibrium with the con-
densed phases (the reference equilibrium statef) =A®, the temperature of the condensed
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v condensed phase

00— T
b & "
@ Fig. 1 A vapor in the domairD surrounded by its condensed

phases (I~ IV). At t = 0, the temperature of the condensed
% phases instantaneously changes fiiyto To(1+ Tw). The cor-
responding saturation pressure of the vapor changes fxpta
po(1+Ry).
------ N pressure or

temperature gradient

Fig. 2 Poiseuille and thermal
transpiration flows. (a) Sketch of
the problems. (b) Geometry of the
pipe cross-section.

(2)

phases instantaneously changes fffano To(1+ Ty ), wheret,, may be nonuniform but is
constant in time. We are interested in the time evolution of the total mass and energy in the
domainD.

In the present case, there is no imaginary boundary, s@ihat dD,,. Let us denote the
saturation pressure of the vapor at temperafyfg+ tw) by po(1+ Ry) and the solution of
the considered problem lgg. Sinceg is the solution of the problem (1)—(3) witlhitial = O,
| =0, andgw = Py + (|]? — g)rw, we obtain by the use of the first and third equations of
(18) the following expressions for the total mass and energy in the ddmain

Tt ] o [ [R®WG™](tX) + T(X) TG (t,%)
S'“/D[@@(t,x)]d"*‘/fm{Pw<x>un[G<E>1<t,x>+rw<x>6n[G<E>]<t,x> @ 19

If the domainD is surrounded by a simple boundaRy; is a fake parameter and disap-
pears from the above expressions because the mass flux through the boundary vanishes. In
the case, the first equation becomes trivial becau@®f= 1, so that (19) is reduced to

Sh/Dé”(t,x)dx:—/ﬁDrW(x)Qn[G(a](t,x)dS (20)

Example 2Consider the time-dependent Poiseuille and thermal transpiration flows in a
straight pipe (Fig. 2). The geometry of the pipe cross-section may be arbitrary.

The time-dependent problem of the Poiseuille flow can be formulated as the flow of
a gas, which is initially in the thermal equilibrium at rest with the pipe wall of uniform
temperature, caused by a uniform weak external force in the (negetidiection. Let us
denote the perturbed velocity distribution functiongg(t,x, , {), wherex, = (x2,x3). The
¢ is a solution of (1)—(3) witlD = S, dD = 9D, = 9S,| = —{4, gw = 0, and¢"y;, = O.

Next consider the time-dependent problem of the thermal transpiration and denote its
perturbed velocity distribution function by" = x(|{|2 — 3) + @ (t,x,,{). Then,®T is

a solution of (1)—(3) wittD = S, dDy, = 9S,9Dg =0, | = —{1(|{|? - g), gvw=0,and a
certain initial data®[... (x,,{). 3

3 Natural initial data would bebl., = —YKnZ:A(/Z|), whereA is the solution ofZ(Z1A(Z[?)) =
—21(|¢12 - 3) such that| |?A(||2)) = 0. Here, we simply assume th@fl;,, is independent af;.
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Table 2 Green functions for inhomogeneous term

Green function corresponding element sources note
GmN(t,x,) gv=0 h=0 G™ -0 1=1 -

G (t.x.2) Gu=0 h=0 Gup =0 1=¢ G —_c
GEN(t,x) Gu=0 h=0 Gu=0 I=3Z> -

Substitution ofp” and® T into the second equation of (18) yields the following relations:

sn}, { ]d’“ - {sw;ma@é){i(x?)(tf&)[ )(t,x, )]d"i’ @)

wheree; is the unit vector in they -direction. The relatiom; (@] = u;[@T] has been taken

into account in the second equation. Thus, the mass flow (flux) through the pipe can be
expressed for any time in terms of the Green function for the initial momentum ixythe
direction. Incidentally, sinc&(©) — 0 ast — o, (21) is reduced in the same limit to

) e L Ee e

The left-hand side is the mass flow of the steady Poiseuille and thermal transpiration flows.

4 Representation in terms of the Green function for inhomogeneous term

In the present section, for the original initial- and boundary-value problem (1) — (5), we
consider the associated problems (1) — (5) with the initial data, boundary data, and inho-
mogeneous term listed in Table 2. We denote the solutions of the associated problems by
Gm, G, GED and call them the Green function for the mass, momentum, and en-
ergy type inhomogeneous term, respectively. The total mass, momentum, and energy, which
have already been studied in Sect. 3, can also be expressed for any time in terms of the
Green function for the inhomogeneous term. These alternative expressions are obtained by
applying the pair of the solutiog of the original problem and any of the Green functions in
Table 2 to the symmetric relation (12). The results are as follows:

Proposition 3 Consider the initial- and boundary-value problgf) — (5) in the domain D.
Then, the time integration of the total mass, momentum, and energy in the domain can be
expressed in terms of the Green function for the mass, momentum, and energy type inhomo-
geneous term as follows:

w(t,Xx) ‘anauG (MY (t,x) <| 5« GMDY (¢, x)
/ w(t,x) | ax= Sh/ (@i G >>(t X) dx+/ *G“‘Z?'))(t,x) dx
X @nmalG >( ) S G(E;I)>(t’x)

%

(t,

(n(gw *G ™)) (t,x) <Zn(h’*G(m;'>)>(t=X)

‘/ {<Zn<gw*e<‘">)>(t-,><>]d5 / [Mn(h*G”;”»(t,x)]ds (23)
P | (TG GEN)) (1) 09 | (Zn(h™ *GED))(t,x)

The total mass, momentum, and energy in the domain can be obtained for any time by
differentiating(23) with respect to t.
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Example 3Consider again the time-dependent Poiseuille and thermal transpiration flows
studied in Example 2. As explained befog€,is the solution of (1)—(3) witlh = S, dDy, =

8S,1 = —{1, 9w = 0, andgf;, = 0. Hencey® is no other than the Green functi@i e,

if we consider®d” to be the solution of the original problem in the domain S. Therefore, by
applying the second equation of (23) with= e; to @7, we obtain the following relation:

/;Ul[wT}(t,xL) dx, = Sh /S (D @7) (X1 dX, + /S Qu¢7](t,x, ) dx,.

Here again we have used the fact thalfp"| = u;[®@T]. Differentiating the above relation
with respect td yields

Jletx)ox = Sha [[(@f@) tx ok + [Quielltx . (@4)
S S S

This is an extension of the reciprocal relation between the steady Poiseuille and thermal
transpiration flows. In the limit— oo, the first term on the right-hand side vanishes, because
¢F tends to a steady solution. Thus, in the same limit, (24) recovers the known reciprocity
that the (dimensionless) heat flux of the Poiseuille flow is identical to the mass flux of the
thermal transpiration flow (e.g., [6] and Example 5 in [9]). It should be noted that the same
reciprocity as the steady case remains valid for any tim@-,ﬁi{ial =0.

By the comparison between (23) and (18), it is seen that the integration of the right-hand
side of (18) from the initial to timé is the same as the right-hand side of (23) multiplied by
Sh. Sincegnitiar in (23) is arbitrary, we obtain the following:

Corollary 1 The Green function for the inhomogeneous term is a time integration of the
Green function for the corresponding initial data:

G (t,x,{) = Sh‘l/ot G(rxg)dr  (a=m,LE). (29)

Remark 3(25) implies thad; G(?!) multiplied by Sh solves the same initial- and boundary-
value problem (1)—(5) as that f@(®), which suggests the interesting behaviorGsf").

That is, even whe®(@!) is continuous3G@") has a discontinuity corresponding to that

of G(@) which is caused by the difference between the initial condition and the boundary
condition forG(?).

5 Representation in terms of the Green function for boundary data

In the present section, we consider the reaction of the system against the elemental source
on the boundary. We will show that the mass, momentum, and energy transferred to the
boundary can be expressed for any time in terms of the Green function for the element
source. The discussions are essentially parallel to those for steady systems in [9]. We discuss
the case of real boundary and that of imaginary boundary separately.
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Table 3 Green functions for the boundary data qn & real boundaryDyy.

Green function corresponding element sources
GPS (t,x,Z) Ow = X5 h=0 Gi—0 1=0
TSIt %) gw=(¢P-3)xs, h=0 Gya’'=0 1=0

a Xs,, is the characteristic function ofySC Dy, i.e.,Xs, =1 0on S andxs, =
0 otherwise.

5.1 Mass and heat fluxes on the real boundary

For the original initial- and boundary-value problem (1)—(5), we consider the associated
problems (1)—(5) with the initial data, boundary data, and inhomogeneous term listed in
Table 3. We denote the solutions of the associated probler@™3) andG(T*>) and call

them the Green functions for the pressure and temperature sources on the syrfdge S
applying (12) to the pair of the solutiop of the original problem and any of the Green
functions in Table 3, we obtain the representation of the mass and heat fluxes thgomgh S
terms of the Green functions. The results are summarized as follows:

Proposition 4 Consider the initial- and boundary-value probléf) — (5) in the domain D.
The total mass and heat transferred from the surfag®n 0Dy, to the gas up to time t can
be expressed in terms of the Green function for the pressure and temperature sousges on

Un(t,X) _ (gniiaG(P;s‘N)>(t,X) _ (I’*G(P;S”))(t,x)
k [Qna xﬂds snj, { @nifia.'G<“Sw>><t,x>}d" A {<**G<T;%>><t,x>]d"
(Zalg * GPS0)) t,%) [ (Ga(h +GPS)) t.%)
+/aow{«n(gmeﬁ:%)xt,x)} ast aog{@n(h *GTSN»(t,x)} 95 @9

The mass and heat fluxes through are obtained for any time by differentiatir{g6) with
respect to t.

Example 4 Consider again the example studied in Example 1. We are interested in the mass
and heat transfer from the condensed phase | (see Fig. 1). Denotingthg Biterface
between the vapor and the condensed phase I, the expression of the total mass and heat
transferred from the condensed phase | up to tiisegiven by (26) as follows:

Un(t,x) _ Ry (X) Un[GPS)] (1, X) + T (X) Qn[GPS] (8, X)
/51 {Qn(t,x)} d5= /t?D {PW(X)Un[G(T;S')](th)+TW(X)6n[G(T;S')](t7X) ds

In particular, if S is a simple boundary, the above expression is reduced to
[ Qutxds= | Q6T |(txds
Js D

Example 5Consider a gas in a straight channel, in which the bodiestlare periodically
arranged (Fig. 3). The channel wall and the bodies are maintained at uniform temperature
To (the reference temperature). The gas is initially in the thermal equilibrium state with the
channel wall and bodies. From= 0, a weak uniform external force acts on the gas in the
xp-direction. We are interested in the heat that the gas receives from the bodies.
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Fig. 3 A gas in a channel with periodically
periodic condition arranged bodies

The present problem is formulated by (1)—(5) Withtiai = O, | = {1, andgy = h=0.
Thus, the total heat that the gas receives from the bodies up ta tihexpressed by the use
of (26) as follows:

X)dS= / GT98)] (¢, x) dx, @7)

wheredB is the surface of the bodies. Thus, the heat transfer in the present problem can be
computed by the flow in the channel when the bodies are uniformly heated.
The right-hand side of (27) can be transformed as follows:

. - OxT[GT9B)] 9y [G(T9B))
- (T;0B) _ 1u1 _ 1
'/Dul[G J(t,x) dx /D( o L

/ / x1(SHGT9®) — 0, -1, [GT9®)) dx, dx;
S(x1)
_/ GT%®)dx, —Sh/ x1(G(Ti%8)) dx,
Xl xp=1

where $x;) is the cross section d at the axial positiorx, X; = (X2,X3), Uy = (Up,U3),

and0, = (d/0x2,0/0x%3). In the above transformation, the second equality is due to the
mass conservation law, while the third equality is due to the Gauss divergence theorem in
the cross section and to no mass flow across the channel wall and body surfaces. Thus (27)
is rewritten as follows"

| Qutds=-sh [ x(6T®) X dx+ / GT9B) (¢, x) dx
oB D Xl

x1=1

By taking the limitt — o after differentiating with respect tg we obtain the following
relation that holds at the final steady state:

/Qn X)dS— /Xl GT98)](x)dx,

Therefore, if the bodies are arranged so that a steady one-way flow is not induced when
uniformly heated, the steady flow induced by the uniform external force does not transfer
the heat to the bodies in total.

)(1:1.

5.2 Mass, momentum, and heat fluxes on the imaginary boundary

For the original initial- and boundary-value problem (1)—(5), we consider the associated
problems (1)—(5) with the initial data, boundary data, and inhomogeneous term listed in

4 If we introduce the functior® = —x; + @, @ is a solution of (1)—(5) witt®initial = —x1, | =0, gw = 0,
andh = —1. The present relation is obtained directly by applying (26pto
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Table 4 Green functions for the boundary data gpddimaginary boundary.

Green function corresponding elemental source note

GPS(xZ)  gw=0 h=xg(X G (x.8)=0 1=0 -
GEN(EXE)  gu=0 h=2(lixgX) Gi% (x2)=0 1-0 G tS) -GS
. T:Sy

T (txg)  gy=0 h=(ZP-Ixs(X) G (x{)=0 1= -

0 1 X, Fig. 4 Thermal edge pump [18]

Table 4. We denote the solutions of the associated probler@i3p), G(¢S), andG(T:Sv)

and call them the Green functions for the pressure, velocity, and temperature sources on the
surface g. By applying (12) to the pair of the solutigmof the original problem and any of

the Green functions in Table 4, we obtain the representation of the mass, momentum, and
heat fluxes throughgdn terms of the Green functions. The results are as follows:

Proposition 5 Consider the initial- and boundary-value problgi) — (5) in the domain

D. The total mass, momentum, and heat transferred from the susjaae dDy to the gas

up to time t can be expressed in terms of the Green function for the pressure, velocity, and
temperature sources dy:

n(t, X)

/sg |:Pn/( 7))((

(RmtlaIG Png)>(t X) ]
dx
Qn(t,

] dS= _Sh/ |: (analG %) )(t, %)
(HmtlaIG So) >(t X)

*GPS‘J anw*GPSg))( )
/{< el ‘Sg (t ]dH/ {ZHQW*G —ES9))(t, )]
P L «GTSy( G+ GTS0))) (t,%)
<zn(h *GPSQ»( )1 { [h](tx)}
+ (ol + G ES9)) (1, x) dS+/ Puht,x) | ds  (28)
%09 | (Zn(h™ *GTS0))(t,x) Qulhl(t,%)

The mass, momentum, and heat fluxes thr@ygire obtained for any time by differentiating
(28) with respect tot.

Example 6 Consider a gas in a straight pipe, in which two arrays of platesBsand By,

are periodically arranged (Fig. 4). Initially, the pipe wall and the plates are commonly at a
uniform temperatur&y and the gas is thermally in equilibrium with them. If the temperature

of the arraysB; is changed tdlo(1+ Tw1) (Twa is @ small constant), a flow is induced to
develop a steady one-way flow in the pipe (thermal edge pump [18]). When the change of
the temperature occurs instantaneously-at0, the problem is formulated by (1)—(5) with
@nitial = 0,1 =0,0w = (|{|?— %)Twlx,;Bl, andh = 0. Thus, the expression of the total mass
passing through the pipe cross-section S up to tinmethe x;-direction is obtained from
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(28) in the form:
Joutds= -t [ Q6P(t0ds
S (981

Differentiating with respect toyields the mass flux for any time:
Juitxds= -t [ QePItxds (> 0)
s 9By

This is an extension of the formula in Example 6 of [9] to the time-dependent situation.

6 Similarity to fluctuation—dissipation theorem and symmetry of static admittance in
the linear response theory for bulk systems

As mentioned at the end of Sects. 1 and 2.3, the symmetric relation (12) yields the expres-
sions similar to the fluctuation—dissipation theorem and to those for the static admittance
in the linear response theory for bulk systems (i.e., the systems for small Kn or without
boundary effect) [16], when applied to a gas in a box with the periodic condition. In this
section, we briefly discuss this issue and their extension to gas systems in a fixed bounded
domain for arbitrary Kn. In rarefied gas dynamics, the fluctuation—dissipation theorem was
sometimes used to evaluate the validity and/or accuracy of particle simulation methods like
the DSMC (e.g., [19-21]). The point of the present argument is different from those studies.

Consider a gas in a box with the periodic condition (the periodicgxn short). The
gas in the periodic box is intended to represent a uniform expanse of the gas in a whole
space, i.e., a bulk gas without boundary effect, so that Kn for the periodiDpixa fake
parameter or may be considered small. Let us denotghtiire solution of (1), (2), and (5b)
with h=0,1 = £1(|{> - 3), and@i; = 0. Then,@” is independent ok and approaches
(vVTT/2)KnZ1A(|{|) ast — oo, whereA(|{|) is the solution ofZ (GA(IZ ) = —&i (|- 3)
with (|Z|2A(||)) = 0 [22—24]. On the other hand, let us denotegythe solution of (1),
(2), and (5b) witth= 0,1 = 0, andgB,;,, = ¢1(|{|? — 3). Then,¢B is also independent of
and tends to vanish as— c. Now applying (12) to the pair ap* and ¢® and dividing the
resulting byDp, we obtaif?

5 t 5 g
SNG(Z1 - 3)9"1.0) = [ (@21 3)¢P(s s (29)

Since @B = (1(|{[?> — 3) and thatg® — (v/T1/2)KnZ1A(|{|) ast — o, taking the limit
t — o in (29) leads to

A =20k/mpoto | (Gia 950 (30)

Here, A [= v/Tipo(2kTo/m)~Y/2(k/m)¢o(Z2(1Z| — 3)A({]))] is the thermal conductivity of
the gas. The relation (30) means that the thermal conductivity is expressed by the time-
correlation in the relaxation problem from the initial perturbatfe(|{|* — g). In this sense,
(30) is similar to the fluctuation—dissipation theorem for the thermal conductivity.

The corresponding expression for the viscosity can be obtained in the same way. Let us
denote byg” the solution of (1), (2), and (5b) with=0, | = 2{1{>, and @y, = O. Let

5 For the BGK (or BKW in [22]) model, the relation (29) is easily verified becagéeand @B can
be solved explicitly asp® = (v/71/2)KnZ1(|{|? — 3)[1 — exp(—(2/+/T)(t/KnSh)] and ¢ = £1(]{|2 -
g)exp(f(Z/\/ﬁ)(t/KnSh)). In the same way, (31) is easily verified for the BGK model, becagfsand
@® are given byp* = \/TIKn{1{2[1 - exp(—(2/+/T)(t/KnSh))] andp® = 241 {o exp(—(2//T0) (t/KnSh)).
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Table 5 Additional Green functions for initial data and inhomogeneous term

Green function corresponding element sources

Gk (t, %, 7) gw=0 h=0 G4k)_g I =24,
GH(t,x,¢) g =0 h=0 -0 1=24(8P-3
GlUEk) (1 x, ) gw=0 h=0 G,(,f,ifaf =24k I=0
G(Hé)(t-,x7Z) gv=0 h=0 fnlllaI_Z[(|Z|2_7) =0

us denote byp® the solution of (1), (2), and (5b) with=0, | =0, and(nﬁitim =201>.
Here, D is the periodic boxDp. Then, bothg” and ¢® are independent a, and ¢ —
(v/T/2)KnZ102B(|{|) andg® — 0 ast — oo, whereB(|{|) is the solution ofZ ({1 2B(|{|)) =
—2{1{>. From (12), we obtain

Sh28142¢M(1,4)) = /(:(25152(08(8, {))ds, (CH0)

and taking the limit — oo in this relation leads to
i = poto | (a6 )t (32)

whereu[= /Ttpo(2kTo/m) ~Y/240(¢2Z2B(|Z|))] is the viscosity of gas. Thus, the viscosity
is expressed by the time correlation in the relaxation problem from the initial perturbation
21> (the similarity to the fluctuation—dissipation theorem for the viscosity).

Motivated by the above observations, we consider correlations between the Green func-
tions for initial data and inhomogeneous term listed in Tables 1 and 5 for any fixed bounded
domamD (and for any Kn). By applying the symmetric relation (12) to the paiGef!)
andG@ (a = ¢,¢® k,H,) and taking the limit — «, we especially obtain

<ZgG([;I)>(t,X) mmalG >(S )
<2ZZZKG(£®'(;I)>('[,X dx = Sh- / / Gln:ﬁal G€@k) >( X) dsdx.
(Ze(1€12 = 3)GHeN) (t,x) G G (s x)

|n|t|a|

lim
t—oo
(33)
It should be noted that, D is the periodic boXDy, the first equation becomes a trivial iden-
tity,® while the second and third become the expression corresponding to the fluctuation—
dissipation theorem for the viscosity and the thermal conductivity, respectively. The ex-
pression (33) may be regarded as a generalization of the expression corresponding to the
fluctuation—dissipation theorem to gas systems in a fixed bounded domain for arbitrary Kn.
Incidentally, if the domairD is the cross-section S of the straight pipe discussed in Exam-
ple 2, the first equation of (33) with= e is identical to the first equation of (22).

In the same way, we can discuss the extension of the static admittance in the linear
response theory for bulk systems to the systems of arbitrary Kn. That is, by applying (12)
to the pairs ofG(4!) andGH) and of G(M) andG(¢!) and then taking the limit — o, we
obtain
Ir"l-:t/IaIG © >( ) :| dsdx.
|n|t|a|G >( ) )

Jm.g[m(%zge—(w) ) ex }d" st [ /

& WhenD = Dp, G = ¢,t/Sh andG® = ;.
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The left-hand side is the static admittance of the systems against the weak external force
represented by the inhomogeneous term for any fixed bounded d@n&m the other
hand, application of (12) to the pair 6f¢ andG(H) yields

. ‘ .
/D<Gi(ni)tial G(H[)> dx = /D<G|(n|t|;1IG( )> dx.

Thus, the above static admittances are reciprocal each other:

tim [ (GG x)dx=fim [ (€127~ )64 ¢ x) o (34)
WhenD is the periodic boxDp, both sides vanishand (34) loses its meaning. However,

in general, the above reciprocity is physically meaningful. To illustrate it, let us consider
Example 2 again, in which the domdinis the cross-section of the straight pipe. Then (34)
with £ = e; is identical to (24) witlt — . Thus, the latter is an example of the symmetry of

the static admittance generalized to gas systems in a fixed bounded domain for arbitrary Kn.
As is mentioned in Example 3, (24) with—  is a known relation between the net mass
flow of the steady thermal transpiration and the net heat flow of the steady Poiseuille flow,
both of which are known to be induced as a gas rarefaction effect. The present discussion
gives an alternative view of the reciprocity between the steady systems for arbitrary Kn.

7 Conclusion

In the present paper, we first established a symmetric relation between two problems de-
scribed by the unsteady linearized Boltzmann equation for a gas in a fixed bounded domain.
Then, we introduced several Green functions for the initial data, inhomogeneous term, and
boundary data and derived general expressions for the total mass, momentum, and energy in
the system and those for the mass, momentum, and heat fluxes through the boundary for any
time in terms of the Green function. Several examples of the application of these expressions
have been presented. Finally, the expressions similar to the fluctuation—dissipation theorem
and to the static admittance in the linear response theory for bulk systems were presented.
Further, their extensions to the systems of arbitrary Knudsen number were discussed.

A Linearized collision operator .# and the kernelsRand P

A.1 Properties ofZ

1. )" =2 (@) forany @, where®~ (x,{) = ( -{).

2. (W) =(¥wZ(®)) for any @ and¥, where(®) = [ ®({ E(Z)dz (self-adjointness)

3. Z(®) = 0holds if and only ife is a linear combination of i, and|{ |.

4. (@ ( )) < 0 for any @, where the equality holds if and only @ is a linear combination of 1, and
[4

A.2 Properties oR

We summarize the properties Br andRpg separately (see Appendix A.9 in [22]).

7 WhenD = Dp, GH:D) — (/11/2)Kng,A(|{|) ast — « andGED = Z,t/Sh.
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Properties of Rr
1. Rer({",Z;x) >0  for ¢ <0, > 0. (non-negativity)
Rer({",{;x)d{ =1 for {; < 0. (condition of no mass flow across the boundary)

Jn>

| |Rer(", ¢ X)E(LT) = |ZHLRCR(7Z,7Z*;X)E(Z) for {n > 0, {; < 0. (the detailed balance)
Let ¢ be¢ = co+ i + ca|{]|°, wherecy, ¢i, andcs are independent af. Among suchp, only ¢ = cp
satisfies the following relation: (uniqueness condition)

[

F<0 |Zn|

pw D

d(x,{)E(Q) :/ZI Rer({",4;X)9 (X, )E({")dL"  for {n > 0.
Properties of Rr

1. Rer({*,{;x) >0 for{; <0,y > 0. (non-negativity)
2. There exists a given functiag(x,{) > 0 defined in{, > 0 such that

EQ) ~@(x Q)+ | PR LER )R fordy >0
3. |;IRer(C", I X)E \Zn\RpR (-Z,—{%E() for >0, <0. (the detailed balance)

4 Let¢ bep = co+c.Z. +c4\Z\ wherecy, ¢j, andcy are independent af. Among suchp, only ¢ =0
satisfies the following relation: (unigueness condition)

(&

%<0 ‘Zn‘

$(xQE() = /Z Rer({",Z;X)9 (X, ¢ )E(L")dZ"  for gy > 0.

A.3 Properties oP

(@) P(¥,Z’,x,{) >0 and is not identically zero.
(b) 1ZE(Q)PK, L' x.Q) = |24 |E(L")P(x,~L X, ') for{y>0and} <0
(c) There exists a given functiag(x, {) > 0 defined in{, > 0 andx € z?Dgz) such that

1=go(x,Q) +/D(2)/I P(X,Z',x,{)d'dS for > 0.
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