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We are interested in graphs and networks in biology, 
chemistry, and medical sciences, including metabolic 
networks, protein-protein interactions and chemical 
compounds. We have developed original techniques in 
machine learning and data mining for analyzing these 
graphs and  networks, occasionally combining with 
table- format datasets, such as gene expression and 
chemical properties. We have applied the techniques 
developed to real data to demonstrate the performance 
of the methods and find new scientific  insights.
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An Advanced Deep Learning Model for 
Predicting Side Effects of Drug-Drug  
Interactions

A drug-drug interaction (DDI) is a reaction between two 
drugs, whereby the effects of one drug are modified by the 
concomitant use of the second drug. A DDI might cause 
side effects, which are unwanted effects and are responsible 
for significant patient morbidity and mortality. Hence pre-
dicting side effects of drug-drug interactions is a very 
important task in pharmacology. Given known DDI data, a 
prominent approach is to use machine learning models to 
obtain highly accurate and fast DDI predictions.

Recent state-of-the-art models assume that each side 
effect is caused by a unique combination of properties of 
the corresponding interacting drugs. However, there still 
exist two remaining problems that have not been addressed: 
(P1) in reality, a side effect might have multiple mecha-
nisms that cannot be represented by a single combination 
of drug properties, and (P2) DDI data is sparse with a very 
few percentages of known DDIs, which might impair the 
model performances.

To address the above two problems, we proposed 
SPARSE, an advanced deep learning model for predicting 
drug-drug interactions with an illustration as in Figure 1. 
For problem (P1), we assumed that each side effect is 
caused by different combinations of drug properties. For 
problem (P2), we used a sparsity control to guide the 
model to fit with the sparse data. 

We conducted experiments on the three real-world DDI 
benchmark datasets to show the advantage of the predic-
tion performance of our proposed method. We compared 
SPARSE with other state-of-the-art methods under two 
commonly used measures: AUC (area under the ROC 
curve) and AUPR (area under the precision-recall curve). 
The results were shown in Figure 2. The figure shows that 
our method (SPARSE) outperformed other methods in 
both AUC and AUPR, suggesting that our method was 
suitable for drug-drug interaction prediction.
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Figure 2. Comparisons on prediction performance.


