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Chapter 1

Introduction

1.1 Background
In the last few decades, the growth of the power of computer processing has given
us a new point of view on big data. Topological data analysis is a research field
based on topological properties of data. In this thesis, we deal with cubical sets,
inspired by imaging science and composed of various dimensional cubes such as
lattice points, line segments, squares, and cubes in a Euclidean space. In digital
image analysis, a cubical set is utilized for the representation of a digital image
data for obtaining information about shapes. Especially, the cubical homology
tells us the information about holes such as loops and cavities, and acts as a useful
descriptor of topological features in digital images. (The definition of cubical set
and cubical homology are written in Section 2.1.) From the practical view point,
however, digital images usually contain measurement or quantization noise, and
hence it is important to estimate the effects of randomness on cubical homology.
Therefore there has been a growing interest in the study of random cubical sets,
cubical sets with randomness. Following these interests, Hiraoka–Tsunoda [19]
proved the strong law of large numbers for the Betti numbers of a class of random
cubical sets. See also [9, 17, 23, 33] for other types of studies in this fields.

On the other hand, persistent homology [10, 35] is drawn much attention in
the rapidly emerging field of topological data analysis. Comparing to (cubical)
homology, the theory of persistent homology tells us not only the number of holes
in a given data but also the robustness of those holes. Let us take a grayscale
image for example. Since a grayscale image data can be regarded as a function
representing the intensity of light on each elementary cube, we can construct a
cubical filtration, an increasing family of cubical sets by considering the sublevel
sets of the function at varying thresholds. Then, the persistent homology can
extract the information about the appearing and vanishing times of holes of the
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cubical filtration. The above appearance time and vanishing time are called the
birth time and the death time, respectively. The descriptor plotting all birth-
death pairs, tuples of the birth time and the death time, into a 2-dimensional
parameter space is called a persistence diagram. It shows the topological features
at different scales in the grayscale image data. For instance, a birth-death pair
whose position is far away from the diagonal line of persistence diagram is robust
to a perturbation of data [3], and usually considered as a characterization of data.
As an example, by using this property, the paper [21] was successful in the field of
material science by fixing the coordinating number of a material in consideration
of cubical complexes and recovering the nerve theorem which is not strictly valid
when cubical complexes are considered. Further, there also exists the profitable
result [26] in medical science. As mentioned above, however, grayscale image
data usually contain some random noise, therefore it is important to examine the
effect of randomness on persistence diagrams.

In this thesis, we focus on limit thoerems for random cubical filtration as
evaluations of influence of randomness, those are the law of large numbers, the
central limit theorem, and the large deviation principle. The law of large numbers
and the central limit theorem tell us what is the typical value (or shape) of objects
and how differences from typical one are distributed, respectively. While those
two theorems concerning to the typical cases, the large deviation principle focuses
on the rare value (or shape) of the objects. The details will be presented later,
however for now large deviation principle shows us that the probability of rare
event can be estimated by the exponential of a special function. The entire research
field studying the asymptotic behaviors of the topological properties for random
geometrical objects, including our random model, is called random topology, and
those three are also major theorems in this field. For instance, Yogeshwaran,
Subag, and Adler [34] study the law of large numbers and the central limit theorem
for Betti numbers of random geometric complexes and show the concentration
inequality of Betti numbers insted of the large deviation principle.

In addition, in the study of a law of large numbers, there are various approaches
for proving it. For instance, Goel, Trinh, and Tsunoda [14] established a proof
by taking a suitable partition of manifold, incorporating with the spatial indepen-
dence property of Poisson point process and the finite additivity of Betti numbers,
and converting the manifold setting to the Euclidean setting for random Cěch
complexes. Another approach is using the local weak convergence of simplicial
complexes to show the law of large numbers of Betti numbers for random simpli-
cal complexes or the empirical spectral distributions of their Laplacians proved by
Kanazawa [25]. Similarly, in the study of a central limit thorem, there are also
many methods such as using the extension of the central limit thoerm for Gibbsian
random fields by Reedy, Vadlamani, and Yogeshwaran [29] or applying the central
limit thoerem of some class of functionals on Poisson point process [18]. Thus
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a lot of studies have been conducted on the law of large numbers and the central
limit theorem in random topology. In particular, the seminal work of Hiraoka,
Shirai, and Trinh [18] is highly relevant to our study. We will apply their method
of lifting the strong law of large number of persistent Betti numbers to persistence
diagrams for random geometric complexes in our models.

We also remark on a few study of large deviation principles in random topology.
As a relatively classic result, Chatterjee and Varadhan [1] obtained the large
deviation principle for Erdös–Rényi random graph. Recently, Samorodnitsky and
Owada [31] studied an upper tail large deviation estimates of Betti numbers for a
random simplicial complex in the critical dimension. Moreover, Hirsch and Owada
[20] proved the large deviation principle of the first persistent Betti numbers of a
filtration of random geometric complex or alpha complex those are built over a
homogeneous point process in 2-dimensional Euclidean space as an application of
the large deviation principle for the counting measure with the configuration of a
homogeneous Poisson point process in Euclidean space.

1.2 Contributions
In this section, we summarize our main results in this thesis. The precise definitions
of some terminologies and symbols will be given in the later chapters. Let 𝑑 ∈ N
be the dimension of the state space R𝑑 and fixed. For each 𝑛 ∈ N, we set a
rectangular region

Λ𝑛 = [−𝑛, 𝑛]𝑑 ⊂ R𝑑 .
Given 𝑛 ∈ N and a random cubical filtration X = {𝑋 (𝑡)}𝑡≥0 in R𝑑 , we define a
restricted random cubical filtration X𝑛 = {𝑋𝑛 (𝑡)}𝑡≥0 by

𝑋𝑛 (𝑡) B 𝑋 (𝑡) ∩ Λ𝑛

for every 𝑡 ≥ 0. Note that X𝑛 = {𝑋𝑛 (𝑡)}𝑡≥0 is a random bounded cubical filtration
(See Subsection 2.1.2 for details). In what follows, |𝐴| denotes the 𝑑-dimensional
Lebesgue measure of a Borel subset 𝐴 ⊂ R𝑑 . In particular, |Λ𝑛 | = (2𝑛)𝑑 . Let K𝑑

denote the set of all elementary cubes in R𝑑 . For a cubical filtration X in R𝑑 and
an elementary cube 𝑄 ∈ K𝑑 , define the birth time of 𝑄 in X by

𝑡X𝑄 B inf{𝑡 ≥ 0 | 𝑄 ∈ 𝑋 (𝑡)}.

Now, let C𝑑 be the set of all cubical filtrations in R𝑑 and F 𝑑 be the smallest 𝜎-
field such that the map C𝑑 ∋ X ↦→ 𝑡X𝑄 ∈ [0,∞] is measurable for any 𝑄 ∈ K𝑑 .
We call a random variable taking values in (C𝑑 , F 𝑑) a random cubical filtration
in R𝑑 . Let | | · | |max be the max norm in R𝑑 . For any subsets 𝐴, 𝐵 ∈ R𝑑 , define
𝑑max(𝐴, 𝐵) B inf{| |𝑥 − 𝑦 | |max | 𝑥 ∈ 𝐴, 𝑦 ∈ 𝐵}. We consider a random cubical
filtration X = {𝑋 (𝑡)}𝑡≥0 in R𝑑 satisfying the following two assumptions.

3



Assumption 2.1.6. For every 𝑧 ∈ Z𝑑 , the [0,∞]K𝑑 -valued random variables
{𝑡X𝑄}𝑄∈K𝑑 and {𝑡X𝑧+𝑄}𝑄∈K𝑑 have the same probability distribution. Here, 𝑧 + 𝑄 B
{𝑧 + 𝑥 | 𝑥 ∈ 𝑄} ∈ K𝑑 for any 𝑧 ∈ Z𝑑 and 𝑄 ∈ K𝑑 .
Assumption 2.1.7. There exists an integer 𝑅 ≥ 0 such that for any subset 𝐴, 𝐵 ⊂ R𝑑
with 𝑑max(𝐴, 𝐵) > 𝑅, the families {𝑡X𝑄 : 𝑄 ∈ K𝑑 , 𝑄 ⊂ 𝐴} and {𝑡X𝑄 : 𝑄 ∈ K𝑑 , 𝑄 ⊂
𝐵} are independent.

The first result is the strong law of large numbers of the 𝑞th persistent Betti
numbers 𝛽X𝑛

𝑞 (𝑠, 𝑡) for a random cubical filtration X𝑛 satisfying Assumptions 2.1.6
and 2.1.7.

Theorem 1.2.1. Let X = {𝑋 (𝑡)}𝑡≥0 be a random cubical filtration in R𝑑 satisfying
Assumptions 2.1.6 and 2.1.7. Fix an integer 0 ≤ 𝑞 < 𝑑 and 0 ≤ 𝑠 ≤ 𝑡 < ∞. Then,
there exists a constant 𝛽𝑞 (𝑠, 𝑡) ∈ [0,∞), depending on 𝑞, 𝑠, and 𝑡, such that

E[𝛽X𝑛

𝑞 (𝑠, 𝑡)]
|Λ𝑛 | → 𝛽𝑞 (𝑠, 𝑡) as 𝑛→∞

and
𝛽X

𝑛

𝑞 (𝑠, 𝑡)
|Λ𝑛 | → 𝛽𝑞 (𝑠, 𝑡) almost surely as 𝑛→∞.

Remark 1.2.2. Since 𝛽X𝑛

𝑞 (𝑡, 𝑡) coincides with the 𝑞th Betti number 𝛽𝑞 (𝑋𝑛 (𝑡)) of
a cubical set 𝑋𝑛 (𝑡) for every 𝑡 ≥ 0, Theorem 1.2.1 implies the strong law of large
numbers of Betti numbers. This was first obtained by Hiraoka and Tsunoda [19,
Theorem 2.8] with a slightly general setting, where the probability distribution of
{𝑢𝑄}𝑄∈K𝑑 taken in Example 2.1.8 is ergodic with the canonical translation on Z𝑑 .
See [19, Section 2] for more details.

Moreover, we also show the central limit theorem of persistent Betti numbers
using the Penrose theorem (see [27]);

Theorem 1.2.3. Let 0 ≤ 𝑠 ≤ 𝑡 < ∞, and assume that the probability distribution
is given as a product measure. Then there exists a constant 𝜎2 such that

1
|Λ𝑛 |
E[(𝛽X𝑛

𝑞 (𝑠, 𝑡) − E[𝛽X
𝑛

𝑞 (𝑠, 𝑡)])2] → 𝜎2 as 𝑛→∞, (1.2.1)

and
1

|Λ𝑛 |1/2
(
𝛽X

𝑛

𝑞 (𝑠, 𝑡) − E[𝛽X
𝑛

𝑞 (𝑠, 𝑡)]
)
𝑙𝑎𝑤
===⇒ N(0, 𝜎2) as 𝑛→∞, (1.2.2)

where
𝑙𝑎𝑤
===⇒ means convergence in law and N(0, 𝜎2) denotes the Gaussian distri-

bution with the mean 0 and variance 𝜎2.
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Remark 1.2.4. The proof is shown in Appendix D since this is mainly the result of
the Master’s degree.

The next result is the strong law of large numbers of the persistence diagrams
for a random cubical filtration satisfying Assumptions 2.1.6 and 2.1.7. For every
𝑛 ∈ N and 𝑞 ∈ Z, the mean measure E[𝜉X𝑛

𝑞 ] of the 𝑞th persistence diagram 𝜉X
𝑛

𝑞

of X𝑛 is defined by E[𝜉X𝑛

𝑞 ] (𝐴) B E[𝜉X
𝑛

𝑞 (𝐴)] for any Borel set 𝐴 ⊂ Δ. Here, Δ is
the upper half plane in which persistence diagrams are defined. Since the number
of the 𝑞th birth-death pairs of X𝑛 is bounded above by the number of elementary
𝑞-cubes in Λ𝑛, we have

𝜉X
𝑛

𝑞 (Δ) ≤ #K𝑑
𝑞 (Λ𝑛), (1.2.3)

where #K𝑑
𝑞 (Λ𝑛) denotes the number of elementary 𝑞-cubes in Λ𝑛. In particular,

E[𝜉X𝑛

𝑞 ] is a Radon measure on Δ.

Theorem 1.2.5. Let X = {𝑋 (𝑡)}𝑡≥0 be a random cubical filtration in R𝑑 satisfying
Assumptions 2.1.6 and 2.1.7. Fix an integer 0 ≤ 𝑞 < 𝑑. Then, there exists a Radon
measure 𝜉𝑞 on Δ such that

E[𝜉X𝑛

𝑞 ]
|Λ𝑛 |

v−→ 𝜉𝑞 as 𝑛→∞.

Here,
v−→ denotes the vague convergence of Radon measures on Δ. Furthermore,

𝜉X
𝑛

𝑞

|Λ𝑛 |
v−→ 𝜉𝑞 almost surely as 𝑛→∞.

The principal aim in this thesis is to investigate the large deviation principle
of the persistence diagrams for a random cubical filtration satisfying Assump-
tions 2.1.6 and 2.1.7. We start with the definition of the large deviation principle
in a general setting.

Definition 1.2.6. Let {𝑎𝑛}𝑛∈N be a sequence of positive numbers tending to infinity
as 𝑛 → ∞. Let X be a Hausdorff topological space equipped with the Borel 𝜎-
algebra BX . An X-valued process {𝑆𝑛}𝑛∈N, i.e., a sequence of X-valued random
variables, satisfies the (Donsker–Varadhan type) large deviation principle (LDP)
with a speed 𝑎𝑛 if there exists a lower semicontinuous function 𝐼 : X → [0,∞]
such that

• for any closed set 𝐹 ⊂ X,

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝑆𝑛 ∈ 𝐹) ≤ − inf

𝑥∈𝐹
𝐼 (𝑥), (1.2.4)
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• for any open set 𝐺 ⊂ X,

lim inf
𝑛→∞

𝑎−1
𝑛 logP(𝑆𝑛 ∈ 𝐺) ≥ − inf

𝑥∈𝐺
𝐼 (𝑥).

The function 𝐼 is called a rate function. If, furthermore, the sublevel set Ψ𝐼 (𝛼) B
{𝑥 ∈ X | 𝐼 (𝑥) ≤ 𝛼} is compact for every 𝛼 ∈ [0,∞), then 𝐼 is called a good rate
function.

Remark 1.2.7. By taking 𝐹 = X in (1.2.4), we have inf𝑥∈X 𝐼 (𝑥) = 0. When 𝐼 is
a good rate function, this implies that 𝐼 has at least one (not necessarily unique)
zero point.

The next result is the LDP for the tuples of the persistent Betti numbers for a
random cubical filtration satisfying Assumptions 2.1.6 and 2.1.7. Before stating
the result, we provide the basics of the Fenchel–Legendre transform. In what
follows, ⟨·, ·⟩Rℎ denotes the canonical inner product in Rℎ, and ∥ · ∥Rℎ is its induced
norm. Given a function 𝜑 : Rℎ → [−∞,∞], its Fenchel–Legendre transform
𝜑∗ : Rℎ → [−∞,∞] is defined by

𝜑∗(𝑥) B sup
𝜆∈Rℎ
{⟨𝜆, 𝑥⟩Rℎ − 𝜑(𝜆)} (1.2.5)

for any 𝑥 ∈ Rℎ. Every Fenchel–Legendre transform is convex and lower semi-
continuous since it is the supremum of affine functions. If 𝜑(0) = 0, then we can
check that 𝜑∗(𝑥) ∈ [0,∞] for every 𝑥 ∈ Rℎ by taking 𝜆 = 0 in (1.2.5). In the large
deviation theory, the Fenchel–Legendre transform appears as a natural candidate
for rate functions of LDPs in a general setting (see, e.g., Theorem 4.5.3 (b) in [8]).
We now state our first LDP result.

Theorem 1.2.8. Let X = {𝑋 (𝑡)}𝑡≥0 be a random cubical filtration in R𝑑 satisfying
Assumptions 2.1.6 and 2.1.7. Fix an integer 0 ≤ 𝑞 < 𝑑 and a finite family
P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 ≤ 𝑡𝑖 < ∞. Then, for every 𝜆 = (𝜆1, . . . , 𝜆ℎ) ∈ Rℎ, the
limit

𝜑𝑞,P (𝜆) B lim
𝑛→∞
|Λ𝑛 |−1 logE

[
exp

( ℎ∑
𝑖=1

𝜆𝑖𝛽
X𝑛

𝑞 (𝑠𝑖, 𝑡𝑖)
)]

exists in R, and the Rℎ-valued process{(
𝛽X

𝑛

𝑞 (𝑠1, 𝑡1)
|Λ𝑛 | ,

𝛽X
𝑛

𝑞 (𝑠2, 𝑡2)
|Λ𝑛 | , . . . ,

𝛽X
𝑛

𝑞 (𝑠ℎ, 𝑡ℎ)
|Λ𝑛 |

)}
𝑛∈N

satisfies the LDP with a speed |Λ𝑛 | and a good convex rate function 𝜑∗𝑞,P : Rℎ →
[0,∞]. Furthermore, 𝜑∗𝑞,P (𝑥) = 0 if and only if 𝑥 = (𝛽𝑞 (𝑠1, 𝑡1), . . . , 𝛽𝑞 (𝑠ℎ, 𝑡ℎ)).
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Next, we state the LDP of the persistence diagrams for a random cubical
filtration satisfying Assumptions 2.1.6 and 2.1.7. Let 𝐶𝑐 (Δ) be the set of all real-
valued continuous functions on Δ with compact support andM(Δ) denote the set
of all Radon measures on Δ.

Theorem 1.2.9. Let X = {𝑋 (𝑡)}𝑡≥0 be a random cubical filtration in R𝑑 satisfying
Assumptions 2.1.6 and 2.1.7. Fix an integer 0 ≤ 𝑞 < 𝑑. Then, for every 𝑓 ∈ 𝐶𝑐 (Δ),
the limit

𝜑𝑞 ( 𝑓 ) B lim
𝑛→∞
|Λ𝑛 |−1 logE

[
exp

(∫
Δ
𝑓 𝑑𝜉X

𝑛

𝑞

)]
exists in R, and theM(Δ)-valued process {𝜉X𝑛

𝑞 /|Λ𝑛 |}𝑛∈N satisfies the LDP with a
speed |Λ𝑛 | and a good convex rate function 𝐼𝑞 : M(Δ) → [0,∞] defined by

𝐼𝑞 (𝜉) B sup
𝑓 ∈𝐶𝑐 (Δ)

{∫
Δ
𝑓 𝑑𝜉 − 𝜑𝑞 ( 𝑓 )

}
(1.2.6)

for any 𝜉 ∈ M(Δ). Furthermore, 𝐼𝑞 (𝜉) = 0 if and only if 𝜉 = 𝜉𝑞.

For the proof, we establish a general method of lifting a large deviation prin-
ciple for the tuples of persistent Betti numbers to that of persistence diagrams
(Theorem 5.1.2). Our method relies on the technique of the exponentially good
approximation in the large deviation theory (Theorem B.0.4 in Appendix B).

Organizations
This thesis is organized as follows:

In Chapter 2 we explain our model precisely (Section 2.1 ) and introduce some
variations of large deviation principles (Section 2.2 ).

In Chapter 3 we review the exponentially regular nearly additive process, show
the statement of the result (Section 3.1), and show the proof of it (Section 3.2).
Moreover, we give proofs of some technical lemmas (Section 3.3).

In Chapter 4 we summarize properties of persistent Betti numbers (Section 4.1)
and show limit theorems of persistent Betti numbers for random cubical filtrations.
Additionally, we also show the tuple of persistent Betti numbers satisfites the large
deviation principle (Section 4.2).

In Chapter 5 we review the limit theorems of persistence diagrams for random
cubical filtrations (Section 5.1). We give a proof of the law of large numbers of
persistence diagrams (Section 5.2) and a proof of the large deviation principle of
persistence diagrams (Section 5.3).

The contents of Chapter 3, 4, and 5 and that of Appendix A, B, and C are
based on the submitted paper[16], which is a joint work with Yasuaki Hiraoka,
Shu Kanazawa, and Kenkichi Tsunoda.
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Chapter 2

Preliminary

Throughout this thesis, we fix 𝑑 ∈ N as the dimension of the state space R𝑑 where
cubical sets and cubical filtrations are considered. In this chapter, we introduce
the random cubical filtration model and the weak large deviation principle, those
are fundamental concepts of this thesis. In Section 2.1, we introduce our model
precisely. In Subsection 2.1.1, we review the definitions of cubical sets and cubical
homology concisely. We refer to Chapter 2 of [22] for more detailed descriptions.
In Subsection 2.1.2, we introduce our random cubical filtration model. In Sec-
tion 2.2, we state variations of large deviation principle. In Subsection 2.2.1, we
review the weaker version of large deviation principle and explore the connection
between the weaker and standard forms of large devitation principle. In Subsec-
tion 2.2.2, we note some variations of large deviation principle, which will be
utilized implicitly or explicitly later in this thesis.

2.1 Random Cubical Filtration Model

2.1.1 Cubical Homology
An elementary interval is a closed interval 𝐼 ⊂ R of the form 𝐼 = [𝑙, 𝑙 + 1] or
𝐼 = {𝑙} for some 𝑙 ∈ Z. Such elementary intervals 𝐼 = [𝑙, 𝑙 + 1] and 𝐼 = {𝑙} are
said to be nondegenerate and degenerate, respectively. An elementary cube in R𝑑
is a product set 𝐼1 × 𝐼2 × · · · × 𝐼𝑑 ⊂ R𝑑 of 𝑑 elementary intervals 𝐼1, 𝐼2, . . . , 𝐼𝑑 .
Let K𝑑 denote the set of all elementary cubes in R𝑑 . Given an elementary cube
𝑄 = 𝐼1 × 𝐼2 × · · · × 𝐼𝑑 in R𝑑 , we define its dimension dim𝑄 as the number of
nondegenerate elementary intervals in 𝐼1, 𝐼2, . . . , 𝐼𝑑 . An elementary cube 𝑄 with
dim𝑄 = 𝑞 is called an elementary 𝑞-cube in R𝑑 . For each 𝑞 ∈ Z, letK𝑑

𝑞 denote the
set of all elementary 𝑞-cubes in R𝑑 . A cubical set in R𝑑 is a union of elementary
cubes in R𝑑 . Note here that the above union of elementary cubes is not necessarily
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a finite union unlike the definition in [22]. Instead, we call a finite union of
elementary cubes in R𝑑 a bounded cubical set in R𝑑 .

Let 𝑋 denote a cubical set in R𝑑 . In what follows, we refer to an elementary
cube 𝑄 such that 𝑄 ⊂ 𝑋 as an elementary cube in 𝑋 . For 𝑞 ∈ Z, let K𝑑

𝑞 (𝑋)
be the set of all elementary 𝑞-cubes in 𝑋 . The 𝑞th cubical chain group 𝐶𝑞 (𝑋) is
defined as theR-vector space consisting of all formal linear combinations of finitely
many elementary 𝑞-cubes in 𝑋 with coefficients in R. Each element is called a
cubical 𝑞-chain and of the form 𝑎1𝑄1 + 𝑎2𝑄2 + · · · + 𝑎𝑚𝑄𝑚 for some 𝑎𝑖 ∈ R and
𝑄𝑖 ∈ K𝑑

𝑞 (𝑖 = 1, 2, . . . , 𝑚). Some authors use the notation 𝑎1𝑄1+𝑎2𝑄2+· · ·+𝑎𝑚𝑄𝑚
instead of 𝑎1𝑄1+𝑎2𝑄2+· · ·+𝑎𝑚𝑄𝑚 to stress that the elementary cubes are regarded
as algebraic objects. Obviously, 𝐶𝑞 (𝑋) = 0 for 𝑞 < 0 or 𝑞 > 𝑑 since K𝑑

𝑞 (𝑋) = ∅
in such cases. Furthermore,K𝑑

𝑞 (𝑋) forms the canonical basis of 𝐶𝑞 (𝑋) whenever
K𝑑
𝑞 (𝑋) ≠ ∅. For 𝑞 ∈ Z, the 𝑞th cubical boundary map 𝜕𝑋𝑞 : 𝐶𝑞 (𝑋) → 𝐶𝑞−1(𝑋) is

defined as the linear extension of

𝜕𝑋𝑞 𝑄 B
𝑞∑
𝑗=1
(−1) 𝑗−1(𝑄+𝑗 −𝑄−𝑗 ) ∈ 𝐶𝑞−1(𝑋)

for any𝑄 = 𝐼1× 𝐼2×· · ·× 𝐼𝑑 ∈ 𝐶𝑞 (𝑋). Here,𝑄+𝑗 ∈ 𝐶𝑞−1(𝑋) and𝑄−𝑗 ∈ 𝐶𝑞−1(𝑋) are
defined by degenerating the 𝑗 th nondegenerate elementary interval in 𝐼1, 𝐼2, . . . , 𝐼𝑑
upward and downward, respectively. More precisely, letting

𝐼𝑖1 = [𝑙1, 𝑙1 + 1], 𝐼𝑖2 = [𝑙2, 𝑙2 + 1], . . . , 𝐼𝑖𝑞 = [𝑙𝑞, 𝑙𝑞 + 1]

be the nondegenerate elementary intervals in 𝐼1, 𝐼2, . . . , 𝐼𝑑 , we define

𝑄+𝑗 B 𝐼1 × · · · × 𝐼𝑖 𝑗−1 × {𝑙 𝑗 + 1} × 𝐼𝑖 𝑗+1 × · · · × 𝐼𝑑
and

𝑄−𝑗 B 𝐼1 × · · · × 𝐼𝑖 𝑗−1 × {𝑙 𝑗 } × 𝐼𝑖 𝑗+1 × · · · × 𝐼𝑑 .

Example 2.1.1. Set 𝑑 = 2, and consider a cubical set 𝑋 = [0, 1]2 in R2.

(1) Let 𝑄 = {0} × {0} = {(0, 0)} ∈ K𝑑
0 (𝑋). Then,

𝜕𝑋0 𝑄 = 0 ∈ 𝐶−1(𝑋).

(2) Let 𝑄 = [0, 1] × {0} ∈ K𝑑
1 (𝑋). Then,

𝜕1𝑄 = {1} × {0} − {0} × {0} = (1, 0) − (0, 0) ∈ 𝐶0(𝑋).

(3) Let 𝑄 = [0, 1] × [0, 1] ∈ K𝑑
2 (𝑋). Then,

𝜕𝑋2 𝑄 = ({1} × [0, 1] − {0} × [0, 1]) − ([0, 1] × {1} − [0, 1] × {0})
= [0, 1] × {0} + {1} × [0, 1] − [0, 1] × {1} − {0} × [0, 1] ∈ 𝐶1(𝑋).
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For 𝑞 ∈ Z, define subspaces 𝑍𝑞 (𝑋) B ker 𝜕𝑋𝑞 and 𝐵𝑞 (𝑋) B Im 𝜕𝑋𝑞+1 of𝐶𝑞 (𝑋),
which are called the 𝑞th cubical cycle group and the 𝑞th cubical boundary group,
respectively. A simple calculation shows that 𝜕𝑋𝑞 ◦ 𝜕𝑋𝑞+1 = 0 for all 𝑞 ∈ Z, that
is, 𝑍𝑞 (𝑋) ⊃ 𝐵𝑞 (𝑋). The 𝑞th cubical homology group 𝐻𝑞 (𝑋) = 𝐻𝑞 (𝑋;R) with
coefficients in R is defined as the quotient R-vector space 𝑍𝑞 (𝑋)/𝐵𝑞 (𝑋). When
𝑋 is a bounded cubical set in R𝑑 , the dimension of 𝐻𝑞 (𝑋) is called the 𝑞th Betti
number of 𝑋 , denoted by 𝛽𝑞 (𝑋).

2.1.2 Persistent Homology for Cubical Filtrations
In this subsection, we review the definition of persistence diagram of an increasing
family of cubical sets in R𝑑 . A right-continuous cubical filtration in R𝑑 is an
increasing family X = {𝑋 (𝑡)}𝑡≥0 of cubical sets 𝑋 (𝑡) in R𝑑 such that 𝑋 (𝑡) =⋂
𝑡′>𝑡 𝑋 (𝑡′) for every 𝑡 ≥ 0. In what follows, we omit the word “right-continuous”,

and simply callX a cubical filtration. We say that a cubical filtrationX = {𝑋 (𝑡)}𝑡≥0
in R𝑑 is bounded if

⋃
𝑡≥0 𝑋 (𝑡) is bounded. Note that ifX = {𝑋 (𝑡)}𝑡≥0 is a bounded

cubical filtration in R𝑑 , then 𝑋 (𝑡) differs from
⋃
𝑡′<𝑡 𝑋 (𝑡′) only finitely many 𝑡’s.

Let R[{𝑧𝑡 : 𝑡 ≥ 0}] denote an R-vector space of formal linear combinations of
finitely many monomials 𝑧𝑡 (𝑡 ≥ 0), where 𝑧 is an indeterminate. The product of
two elements in R[{𝑧𝑡 : 𝑡 ≥ 0}] is defined by the linear extension of 𝑎𝑧𝑡 · 𝑏𝑧𝑡′ B
𝑎𝑏𝑧𝑡+𝑡

′ (𝑎, 𝑏 ∈ R, 𝑡, 𝑡′ ≥ 0). This operation equips R[{𝑧𝑡 : 𝑡 ≥ 0}] with a graded
ring structure.

Let X = {𝑋 (𝑡)}𝑡≥0 be a bounded cubical filtration in R𝑑 . For each 𝑞 ∈ Z, the
𝑞th persistent homology group 𝐻𝑞 (X) of X is defined by

𝐻𝑞 (X) B
⊕
𝑡≥0

𝐻𝑞 (𝑋 (𝑡)).

We define the action of monomial 𝑧𝑢 (𝑢 ≥ 0) on 𝐻𝑞 (X) by

𝑧𝑢 · (𝑐𝑡 + 𝐵𝑞 (𝑋 (𝑡)))𝑡≥0 B (𝑐′𝑡 + 𝐵𝑞 (𝑋 (𝑡)))𝑡≥0, where 𝑐′𝑡 B

{
𝑐𝑡−𝑢 if 𝑡 ≥ 𝑢,
0 if 𝑡 < 𝑢.

By the linear extension of the above action of monomials, 𝐻𝑞 (X) has a graded
module structure over the graded ring R[{𝑧𝑡 : 𝑡 ≥ 0}]. The following theorem,
which is often called the structure theorem of persistent homology group, is crucial
for defining the persistence diagram for X = {𝑋 (𝑡)}𝑡≥0.

Theorem 2.1.2 ([35, Theorem 2.1]). Let 𝑞 ∈ Z be fixed. There exists a finite
family {(𝑏𝑖, 𝑑𝑖)}𝑝𝑖=1 with 0 ≤ 𝑏𝑖 < 𝑑𝑖 ≤ ∞ such that the following graded module
isomorphism holds:

𝐻𝑞 (X) ≃
𝑝⊕
𝑖=1
((𝑧𝑏𝑖 )/(𝑧𝑑𝑖 )).
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Here, (𝑧𝑡) expresses an ideal in R[{𝑧𝑡 : 𝑡 ≥ 0}] generated by the monomial 𝑧𝑡 ,
and (𝑧∞) is regarded as the zero ideal. Furthermore, {(𝑏𝑖, 𝑑𝑖)}𝑝𝑖=1 is uniquely
determined as a multiset.

In the above theorem, {𝑏𝑖}𝑝𝑖=1 and {𝑑𝑖}𝑝𝑖=1 are called the 𝑞th birth times and
death times, respectively, and each pair (𝑏𝑖, 𝑑𝑖) is called the 𝑞th birth-death pair
of the cubical filtration X = {𝑋 (𝑡)}𝑡≥0. Intuitively speaking, each birth-death pair
(𝑏𝑖, 𝑑𝑖) corresponds to a 𝑞-dimensional hole that appears at time 𝑏𝑖, persists over
the time-interval [𝑏𝑖, 𝑑𝑖), and disappears at time 𝑑𝑖. We note that the number of the
𝑞th birth-death pairs of the cubical filtration X = {𝑋 (𝑡)}𝑡≥0 is trivially bounded
above by the number of elementary 𝑞-cubes in

⋃
𝑡≥0 𝑋 (𝑡).

Now, let us write

Δ = {(𝑠, 𝑡) ∈ [0,∞]2 | 0 ≤ 𝑠 < 𝑡 ≤ ∞},

which is naturally homeomorphic to {(𝑥, 𝑦) | 0 ≤ 𝑥 < 𝑦 ≤ 1} equipped with the
usual topology. For 𝑞 ∈ Z, we define the 𝑞th persistence diagram 𝜉X𝑞 of the cubical
filtration X = {𝑋 (𝑡)}𝑡≥0 as a counting measure

𝜉X𝑞 B
𝑝∑
𝑖=1

𝛿(𝑏𝑖 ,𝑑𝑖)

on Δ, where 𝛿(𝑏𝑖 ,𝑑𝑖) is the Dirac measure at (𝑏𝑖, 𝑑𝑖), i.e., for any Borel set 𝐴 ⊂ Δ,

𝛿(𝑏𝑖 ,𝑑𝑖) (𝐴) B
{

1 if (𝑏𝑖, 𝑑𝑖) ∈ 𝐴,
0 if (𝑏𝑖, 𝑑𝑖) ∉ 𝐴.

In order to deal with the convergence of persistence diagrams, we will regard each
persistence diagram as an element of the spaceM(Δ) of Radon measures on Δ
defined below. A Borel measure 𝜉 on Δ is called a Radon measure if 𝜉 (𝐾) < ∞
for any compact set 𝐾 ⊂ Δ. LetM(Δ) be the set of all Radon measures on Δ.
We equipM(Δ) with the vague topology, i.e., the weakest topology such that for
any 𝑓 ∈ 𝐶𝑐 (Δ), the mapM(Δ) ∋ 𝜉 ↦→

∫
Δ
𝑓 𝑑𝜉 ∈ R is continuous. Here, 𝐶𝑐 (Δ)

denotes the set of all real-valued continuous functions on Δ with compact support.
Note that for a sequence {𝜉𝑛}𝑛∈N inM(Δ) and 𝜉 ∈ M(Δ), the Radon measure 𝜉𝑛
converges vaguely to 𝜉 as 𝑛→∞ if and only if lim𝑛→∞

∫
Δ
𝑓 𝑑𝜉𝑛 =

∫
Δ
𝑓 𝑑𝜉 for any

𝑓 ∈ 𝐶𝑐 (Δ).
Next, we review the notion of persistent Betti number. Let 0 ≤ 𝑠 ≤ 𝑡 < ∞.

We denote by 𝜄𝑡𝑠 the inclusion map from 𝑋 (𝑠) to 𝑋 (𝑡), and by (𝜄𝑡𝑠)∗ : 𝐻𝑞 (𝑋 (𝑠)) →
𝐻𝑞 (𝑋 (𝑡)) the induced linear map of 𝜄𝑡𝑠. We call the rank of the map (𝜄𝑡𝑠)∗ the 𝑞th
persistent Betti number of X at (𝑠, 𝑡), and denote it by 𝛽X𝑞 (𝑠, 𝑡). The notion of
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persistent Betti number is a generalization of Betti number. Indeed, 𝛽X𝑞 (𝑡, 𝑡) =
𝛽𝑞 (𝑋 (𝑡)) holds for every 𝑡 ≥ 0. Since

Im(𝜄𝑡𝑠)∗ ≃
𝐻𝑞 (𝑋 (𝑠))
ker(𝜄𝑡𝑠)∗

=
𝑍𝑞 (𝑋 (𝑠))/𝐵𝑞 (𝑋 (𝑠))

(𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡)))/𝐵𝑞 (𝑋 (𝑠))
≃

𝑍𝑞 (𝑋 (𝑠))
𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡))

,

we have
𝛽X𝑞 (𝑠, 𝑡) = dim

𝑍𝑞 (𝑋 (𝑠))
𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡))

. (2.1.1)

Intuitively speaking, 𝛽X𝑞 (𝑠, 𝑡) expresses the number of 𝑞-dimensional holds that
appear before time 𝑠 and persist to time 𝑡 in the filtration X = {𝑋 (𝑡)}𝑡≥0. The
following relationship between the persistence diagram and the persistent Betti
number is particularly important, which is called the 𝑘-triangle lemma in [3, 10].

Theorem 2.1.3 ([3, 10]). Let 𝑞 ∈ Z and 0 ≤ 𝑠 ≤ 𝑡 < ∞ be fixed. Then, it holds
that

𝜉X𝑞 ([0, 𝑠] × (𝑡,∞]) = 𝛽X𝑞 (𝑠, 𝑡). (2.1.2)

Remark 2.1.4. The persistence diagram 𝜉X𝑞 is in fact characterized as the unique
counting measure on Δ satisfying (2.1.2) for any 0 ≤ 𝑠 ≤ 𝑡 < ∞.

The following is an immediate corollary of Theorem 2.1.3 together with the
inclusion-exclusion principle.

Corollary 2.1.5. Let 𝑞 ∈ Z and 0 ≤ 𝑠1 ≤ 𝑠2 ≤ 𝑡1 ≤ 𝑡2 < ∞ be fixed. Then,

𝜉X𝑞 ( [0, 𝑠2] × (𝑡1, 𝑡2]) = 𝛽X𝑞 (𝑠2, 𝑡1) − 𝛽X𝑞 (𝑠2, 𝑡2)
and

𝜉X𝑞 ((𝑠1, 𝑠2] × (𝑡1, 𝑡2]) = 𝛽X𝑞 (𝑠2, 𝑡1) − 𝛽X𝑞 (𝑠2, 𝑡2) + 𝛽X𝑞 (𝑠1, 𝑡2) − 𝛽X𝑞 (𝑠1, 𝑡1).

2.1.3 Random Cubical Filtration Model
For a cubical filtration X = {𝑋 (𝑡)}𝑡≥0 in R𝑑 and an elementary cube 𝑄 ∈ K𝑑 , the
birth time of 𝑄 in X is defined by

𝑡X𝑄 B inf{𝑡 ≥ 0 | 𝑄 ∈ 𝑋 (𝑡)}.

By convention, we regard 𝑡X𝑄 B ∞ if 𝑄 ∉
⋃
𝑡≥0 𝑋 (𝑡). Obviously, 𝑄′ ⊂ 𝑄 ∈ K𝑑

implies 𝑡X𝑄′ ≤ 𝑡
X
𝑄 . Conversely, given a family {𝑡𝑄}𝑄∈K𝑑 in [0,∞] satisfying that

𝑄′ ⊂ 𝑄 ∈ K𝑑 ⇒ 𝑡𝑄′ ≤ 𝑡𝑄 , (2.1.3)
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we can define a cubical filtration X = {𝑋 (𝑡)}𝑡≥0 in R𝑑 so that 𝑡X𝑄 = 𝑡𝑄 for any
𝑄 ∈ K𝑑 . Indeed, we may simply set

𝑋 (𝑡) =
⋃
{𝑄 ∈ K𝑑 | 𝑡𝑄 ≤ 𝑡}

for every 𝑡 ≥ 0. We call such X = {𝑋 (𝑡)}𝑡≥0 the cubical filtration in R𝑑 corre-
sponding to {𝑡𝑄}𝑄∈K𝑑 .

Now, let C𝑑 denote the set of all cubical filtrations in R𝑑 , and let F 𝑑 denote
the smallest 𝜎-field such that the map C𝑑 ∋ X ↦→ 𝑡X𝑄 ∈ [0,∞] is measurable
for any 𝑄 ∈ K𝑑 . In other words, F 𝑑 is the 𝜎-field generated by the maps
{C𝑑 ∋ X ↦→ 𝑡X𝑄 ∈ [0,∞] : 𝑄 ∈ K

𝑑}. We call a random variable taking values in
the measurable space (C𝑑 , F 𝑑) a random cubical filtration in R𝑑 .

Next, we introduce our random cubical filtration model. For any subsets
𝐴, 𝐵 ⊂ R𝑑 , define 𝑑max(𝐴, 𝐵) B inf{∥𝑥 − 𝑦∥max | 𝑥 ∈ 𝐴, 𝑦 ∈ 𝐵}, where ∥ · ∥max
denotes the max norm in R𝑑 . In this thesis, we consider a random cubical filtration
X = {𝑋 (𝑡)}𝑡≥0 in R𝑑 satisfying the following two assumptions.

Assumption 2.1.6 (Stationarity). For every 𝑧 ∈ Z𝑑 , the [0,∞]K𝑑 -valued random
variables {𝑡X𝑄}𝑄∈K𝑑 and {𝑡X𝑧+𝑄}𝑄∈K𝑑 have the same probability distribution. Here,
𝑧 + 𝑄 B {𝑧 + 𝑥 | 𝑥 ∈ 𝑄} ∈ K𝑑 for any 𝑧 ∈ Z𝑑 and 𝑄 ∈ K𝑑 . In such case, we say
that X is stationary.

Assumption 2.1.7 (Local dependence). There exists an integer 𝑅 ≥ 0 such that for
any subsets 𝐴, 𝐵 ⊂ R𝑑 with 𝑑max(𝐴, 𝐵) > 𝑅, the families {𝑡X𝑄 : 𝑄 ∈ K𝑑 , 𝑄 ⊂ 𝐴}
and {𝑡X𝑄 : 𝑄 ∈ K𝑑 , 𝑄 ⊂ 𝐵} are independent. In such case, we say that X is
𝑅-dependent.

As typical random cubical filtration models that satisfy Assumptions 2.1.6
and 2.1.7, we introduce the upper and lower random cubical filtrations.

Example 2.1.8. Let {𝐹𝑞}𝑑𝑞=0 be a family of probability distribution functions on
[0,∞], i.e., 𝐹𝑞 is a right-continuous function on [0,∞] with 𝐹𝑞 (∞) = 1 (while
not necessarily 𝐹𝑞 (0) = 0 or lim𝑥→∞ 𝐹𝑞 (𝑥) = 1) for each 0 ≤ 𝑞 ≤ 𝑑. To each
elementary cube 𝑄 ∈ K𝑑 , we assign a [0,∞]-valued random variable 𝑢𝑄 with
probability distribution function 𝐹dim𝑄 independently. For each 𝑄 ∈ K𝑑 , we set

𝑡𝑄 = min{𝑢𝑄′ | 𝑄′ ∈ K𝑑 , 𝑄′ ⊃ 𝑄} and 𝑡𝑄 = max{𝑢𝑄′ | 𝑄′ ∈ K𝑑 , 𝑄′ ⊂ 𝑄}.

Noting that both the families {𝑡𝑄}𝑄∈K𝑑 and {𝑡𝑄}𝑄∈K𝑑 satisfy (2.1.3), we defineX =

{𝑋 (𝑡)}𝑡≥0 andX = {𝑋 (𝑡)}𝑡≥0 as the random cubical filtrations inR𝑑 corresponding
to {𝑡𝑄}𝑄∈K𝑑 and {𝑡𝑄}𝑄∈K𝑑 , respectively. Obviously, X and X are stationary, also
1- and 0-dependent, respectively. We call X and X the upper and lower random
cubical filtrations, respectively, with probability distribution functions {𝐹𝑞}𝑑𝑞=0.
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Remark 2.1.9. The word “upper” and “lower” in Examples 2.1.8 derives from the
upper and lower random simplicial complex model, extensively studied in [4, 6,
7, 5, 12, 13, 15]. In fact, for every 𝑡 ≥ 0, the random cubical sets 𝑋 (𝑡) and 𝑋 (𝑡)
can be regarded as the cubical versions of the upper and lower random simplicial
complex with parameters {𝐹𝑞 (𝑡)}𝑑𝑞=0, respectively.

We additionally introduce other random cubical filtration models that satisfy
Assumptions 2.1.6 and 2.1.7, where the birth times of elementary cubes are given
in more geometric ways. For lattice points 𝑧, 𝑧′ ∈ Z𝑑 , we say that 𝑧 and 𝑧′ are
adjacent if ∥𝑧 − 𝑧′∥𝐿1 = 1. Here, ∥ · ∥𝐿1 is the 𝐿1-norm in R𝑑 .

Example 2.1.10. Let 𝜇 be a probability measure on R𝑑 . Let {𝜀𝑧}𝑧∈Z𝑑 be indepen-
dent and identically distributed (i.i.d.) random variables drawn from 𝜇, and define
𝑥𝑧 B 𝑧 + 𝜀𝑧 for every 𝑧 ∈ Z𝑑 . For each 𝑄 ∈ K𝑑 , we set

𝑡𝑄 = inf{𝑡 ≥ 0 | ∥𝑥𝑧 − 𝑥𝑧′ ∥R𝑑 ≤ 𝑡 for any adjacent lattice points 𝑧 and 𝑧′ in 𝑄}.

Noting that the family {𝑡𝑄}𝑄∈K𝑑 satisfies (2.1.3), we define X = {𝑋 (𝑡)}𝑡≥0 as
the random cubical filtration in R𝑑 corresponding to {𝑡𝑄}𝑄∈K𝑑 . Obviously, X is
stationary and 0-dependent.

Example 2.1.11. Let 𝜇 be a probability measure on R𝑑 with compact support. Let
{𝜀𝑧}𝑧∈Z𝑑 and {𝑥𝑧}𝑧∈Z𝑑 be the same as in Example 2.1.10. For each𝑄 ∈ K𝑑 , we set

𝑡𝑄 = inf
𝑡 ≥ 0

������ 𝑄 ⊂ ⋃
𝑧∈Z𝑑

𝐵̄(𝑥𝑧, 𝑡)
 .

Here, 𝐵̄(𝑥𝑧, 𝑡) is the closed ball of radius 𝑡 centered at 𝑥𝑧. Noting again that
the family {𝑡𝑄}𝑄∈K𝑑 satisfies (2.1.3), we define X = {𝑋 (𝑡)}𝑡≥0 as the random
cubical filtration in R𝑑 corresponding to {𝑡𝑄}𝑄∈K𝑑 . Obviously, X is stationary.
Furthermore, X is locally dependent since 𝜇 has a compact support.

2.2 Large Deviation Principle
In this section, we review the LDP and their variations. The definition of LDP
have been given in Definition 1.2.6 previously, yet here are equivalent definitions.
Let X be a Hausdorff topological space equipped with the Borel 𝜎-algebra BX .
For any set Γ ⊆ X, Γ𝑐 denotes the complement of Γ. Moreover the closure and
the interior of Γ are denoted by Γ and Γ◦, respectively. For a rate function 𝐼, the
set of points in 𝑋 of finite rate is denoted by D𝐼 B {𝑥 ∈ X, 𝐼 (𝑥) < ∞}. Other
notations are the same as Definition 1.2.6.

The first one is the standard notation in the book [8] and the second one is
introduced as a more useful formulation to prove a LDP in the same book.
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Definition 2.2.1 ([8]). An X-valued process {𝑆𝑛}𝑛∈N is said to satisfy the large
deviation principle with a speed 𝑎𝑛 and a rate function 𝐼, if for all measurable sets
Γ ∈ BX ,

− inf
𝑥∈Γ◦

𝐼 (𝑥) ≤ lim inf
𝑛→∞

𝑎−1
𝑛 logP(𝑆𝑛 ∈ Γ) ≤ lim sup

𝑛→∞
𝑎−1
𝑛 logP(𝑆𝑛 ∈ Γ) ≤ − inf

𝑥∈Γ
𝐼 (𝑥).

Let notations be the same as Definition 1.2.6 and 2.2.1.

Definition 2.2.2 ([8]). An X-valued process {𝑆𝑛}𝑛∈N satisfies the large deviation
principle with a speed 𝑎𝑛 and a rate function 𝐼, if the following bounds hold:

(Upper bound) For every 𝛼 < ∞ and every measurable set Γ with Γ ⊂ Ψ𝐼 (𝛼)𝑐,

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝑆𝑛 ∈ Γ) ≤ −𝛼. (2.2.1)

(Lower bound) For any 𝑥 ∈ D𝐼 and any measurable set Γ with 𝑥 ∈ Γ◦,

−𝐼 (𝑥) ≤ lim inf
𝑛→∞

𝑎−1
𝑛 logP(𝑆𝑛 ∈ Γ).

2.2.1 Weak Large Deviation Principles
LDPs are also useful for understanding the probability of events in which the
process does not have the mean value, but sometimes checking the upper bound is
difficult. There is a weaker version of LDP to deal with such a problem.

Definition 2.2.3 (Weak large deviation principles). An X-valued process {𝑆𝑛}𝑛∈N
is said to satisfy the weak large deviation principle with a speed 𝑎𝑛 and a rate
function 𝐼 if the upper bound

lim sup
𝑛→∞

1
𝑎𝑛

logP (𝑆𝑛 ∈ 𝐾) ≤ −𝛼, (2.2.2)

holds for every 𝛼 < ∞ and all compact subsets 𝐾 of Ψ𝐼 (𝛼)𝑐, and the lower bound

−𝐼 (𝑥) ≤ lim inf
𝑛→∞

1
𝑎𝑛

logP (𝑆𝑛 ∈ Γ) .

holds for any 𝑥 ∈ D𝐼 and any measurable set Γ with 𝑥 ∈ Γ◦.

We call the usual LDP as the full LDP in contrast with the weak LDP. The
difference between the weak LDP and the full LDP is upper bound (compare (2.2.1)
and (2.2.2)), and if we obtain the following tightness, the weak LDP becomes the
full LDP.
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Definition 2.2.4. An X-valued process {𝑆𝑛}𝑛∈N is said to be exponentially tight
(with a speed 𝑎𝑛) if for any 𝛼 > 0, there exists a compact set 𝐾 ⊂ X such that

lim sup
𝑛→∞

𝑎𝑛
−1 logP(𝑆𝑛 ∉ 𝐾) ≤ −𝛼.

Lemma 2.2.5 ([8, Lemma 1.2.18]). Let an X-valued process {𝑆𝑛}𝑛∈N satisfy the
weak large deviation principle with a speed 𝑎𝑛 and a rate function 𝐼. If {𝑆𝑛}𝑛∈N is
exponentially tight, then {𝑆𝑛}𝑛∈N satisfies the full large deviation principle with a
speed 𝑎𝑛 and a rate function 𝐼. Moreover, 𝐼 is a good rate function.

2.2.2 Variations of Large Deviation Principle
In this subsection, we introduce the basic methods of LDPs. The following theorem
of the LDP for i.i.d. random vectors in Rℎ is fundamental and called Cramér’s
theorem.

Theorem 2.2.6 ([8, Theorem 2.2.30, Corollary 6.1.6]). Let 𝑛 ∈ N be fiexed and
𝑋𝑛 be an Rℎ-valued random varibale indexed by 𝑛. Let {𝑌𝑖}𝑖∈N be a sequence
of independent and identically distributed Rℎ-valued random variables with the
same distibution as 𝑋𝑛. For each integer 𝑚, 𝑆𝑚 denotes the emprical mean
𝑆𝑚 B

∑𝑚
𝑖=1𝑌𝑖. Then {𝑆𝑚/𝑚}𝑚∈N satisfies the weak large deviation principle with

a speed 𝑚 and a rate function

𝐽𝑛 (𝑥) = sup
𝜆∈Rℎ
{⟨𝜆, 𝑥⟩ − logE[exp (⟨𝜆, 𝑋𝑛⟩)]} .

Moreover, if logE[exp(⟨𝜆, 𝑋𝑛⟩)] < ∞ in the neighborhood of zero point, then the
LDP holds and 𝐽𝑛 is a good rate function.

The above theorem is limited to i.i.d. case, however there is a similar theorem
of non- i.i.d. case with some additional assumption. That theorem is called the
Gärtner-Ellis theorem, but it is not used for main results of this thesis. Therefore we
mention the statement of that theorem inRℎ here in order to simplify the explanation
of future work in Conclusion. Consider a sequence of Rℎ-valued random vectors
{𝑍𝑛}𝑛∈N and moment generating function Λ𝑛 (𝜆) B logE[exp ⟨𝜆, 𝑍𝑛⟩].

Assumption 2.2.7 ([8, Assumption 2.3.2]). The limit of 𝑎−1
𝑛 Λ𝑛 (𝑎𝑛𝜆) exists as an

extended real number for all 𝜆 ∈ Rℎ, that is,

Λ(𝜆) B lim
𝑛→∞

𝑎−1
𝑛 Λ𝑛 (𝑎𝑛𝜆) ∈ [−∞,∞] .

Furthermore, the origin belongs to the interior of DΛ B
{
𝜆 ∈ Rℎ

�� Λ(𝜆) < ∞}
.
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To state the theorem, we need two more definitions. Let Λ∗ be a Fenchel-
Legendre transformation of Λ(·), with DΛ∗ B

{
𝑥 ∈ Rℎ

�� Λ∗(𝑥) < ∞}
.

Definition 2.2.8 ([8, Definition 2.3.3]). A vector 𝑦 ∈ Rℎ is called an exposed point
of Λ∗ if for some 𝜆 ∈ Rℎ and all 𝑥 ≠ 𝑦,

⟨𝜆, 𝑦⟩ − Λ∗(𝑦) > ⟨𝜆, 𝑥⟩ − Λ∗(𝑥). (2.2.3)

Here, 𝜆 in (2.2.3) is called an exposing hyperplane.
Definition 2.2.9 ([8, Definition 2.3.5]). A convex function Λ : Rℎ → (−∞,∞] is
essentially smooth if:

(1) DΛ
◦ is non-empty.

(2) Λ(·) is differentiable in DΛ
◦.

(3) Λ(·) is steep, namely, lim𝑛→∞ |∇Λ(𝜆𝑛) | = ∞ whenever {𝜆𝑛} is a sequence
in DΛ

◦ converging to a boundary point of DΛ
◦, where ∇Λ denotes the

gradient of Λ.
Theorem 2.2.10 ([8, Theorem 2.3.6]). Let Assumption 2.2.7 hold. Then {𝑍𝑛}𝑛∈N
satisfies the large deviation principle as follows.

(1) For any closed set 𝐹,

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝑍𝑛 ∈ 𝐹) ≤ − inf

𝑥∈𝐹
Λ∗(𝑥).

(2) For any open set 𝐺,

− inf
𝑥∈𝐺∩F

Λ∗(𝑥) ≤ lim inf
𝑛→∞

𝑎−1
𝑛 logP(𝑍𝑛 ∈ 𝐺),

where F is the set of exposed points of Λ∗ whose exposing hyperplane
belongs to DΛ

◦.

(3) If Λ is an essentially smooth, lower semicontinuous function, then the LDP
holds with the good rate function Λ∗.

We also refer to transformations of LDPs in Appendix B. They are basic
methods for transferring LDP of a topological space to that of the another space.
The contraction principle (Theorem B.0.1) shows us that an LDP is preserved under
continuous maps, and the Theorem B.0.4 is the deduction theorem of the LDP from
LDPs for the approximation sequence called exponential good approximation.

We also treat some methods of the large deviation principles in Appendix C.
The Dawson–Gärtner theorem (Theorem C.0.4) has a crucial role in this chapter.
It is a useful tool for making a LDP in a large space, called projective limit, from
the aggregation of LDPs in small spaces. We also use the Lemma C.0.6, a basic
lemma in the large deviation theory, whichreduces the LDP to the LDP in the
subspace of our interests.
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Chapter 3

Large deviation principle for
exponentially regular nearly additive
processes

In this chapter, we develop a general LDP result for exponentially regular nearly
additive vector-valued processes, which is crucial for the proof of Theorem 1.2.8
in Chapter 4. In Section 3.1, we define the notions of exponentially near additivity
and exponential regularity, and state the general LDP result (Theorem 3.1.4).
Section 3.2 presents the proof of Theorem 3.1.4. The proofs of technical lemmas
needed in the proof of Theorem 3.1.4 is deferred to Section 3.3.

3.1 Statement of result
Throughout this section, we fix ℎ ∈ N, and consider anRℎ-valued process {𝑆𝑛}𝑛∈N,
i.e., a sequence of Rℎ-valued random variables. In the applications dealt with in
Section 4, 𝑆𝑛 is taken to be a random vector associated to the rectangular region
Λ𝑛 = [−𝑛, 𝑛]𝑑 , and |Λ𝑛 | indicates its 𝑑-dimensional Lebesgue measure. However,
we here regard 𝑆𝑛 and |Λ𝑛 | B (2𝑛)𝑑 as just a random vector indexed by 𝑛 and a
scaling factor, respectively.

The following notions are crucial for stating the main theorem in this section
(Theorem 3.1.4).

Definition 3.1.1. Let 𝑟 ≥ 0 be an integer. We say that an Rℎ-valued process
{𝑆𝑛}𝑛∈N is exponentially 𝑟-nearly additive if there exist Rℎ-valued random vari-
ables {𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 such that the following conditions are satisfied:

• {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies of 𝑆𝑛 for every 𝑛 ∈ N;
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• for any 𝜀 > 0 and 𝐶 > 0, there exists an integer 𝐾 > 𝑟 such that

P

(



𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
> 𝜀 |Λ(2𝑚+1)𝑘 |

)
≤ exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

for all 𝑘 ≥ 𝐾 and 𝑚 ∈ N.

We also say that an Rℎ-valued process {𝑆𝑛}𝑛∈N is exponentially nearly additive if
there exists an integer 𝑟 ≥ 0 such that {𝑆𝑛}𝑛∈N is exponentially 𝑟-nearly additive.

Remark 3.1.2. The exponentially near additivity in Definition 3.1.1 with ℎ = 1
and 𝑟 = 0 corresponds to the definition of the near additivity in Assumption 2.1
of [32].

Definition 3.1.3. We say that an Rℎ-valued process {𝑆𝑛}𝑛∈N is exponentially
regular if the following property holds for each fixed 𝑘 ∈ N: if 𝑚𝑛 is taken as the
unique integer satisfying that (2𝑚𝑛 + 1)𝑘 ≤ 𝑛 < (2𝑚𝑛 + 3)𝑘 for each 𝑛 ∈ N, then
for any 𝜀 > 0 and 𝐶 > 0, there exists 𝑁 ∈ N such that

P(∥𝑆𝑛 − 𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ > 𝜀 |Λ𝑛 |) ≤ exp(−𝐶 |Λ𝑛 |)

for all 𝑛 ≥ 𝑁 .

Let {𝑆𝑛}𝑛∈N be an exponentially regular nearly additive Rℎ-valued process
consisting of integrable random variables. If sup𝑛∈N ∥E[𝑆𝑛] ∥Rℎ/|Λ𝑛 | < ∞, then
{𝑆𝑛}𝑛∈N satisfies a strong law of large numbers, i.e., the limit

𝑆 B lim
𝑛→∞

E[𝑆𝑛]
|Λ𝑛 | (3.1.1)

exists in Rℎ, and
𝑆𝑛

|Λ𝑛 | → 𝑆 almost surely as 𝑛→∞.

See Appendix A for the proof under a weaker assumption.
The following is a large deviation principle for exponentially regular nearly

additive processes.

Theorem 3.1.4. Let {𝑆𝑛}𝑛∈N be an exponentially regular nearly additiveRℎ-valued
process satisfying that

sup
𝑛∈N
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] < ∞ (3.1.2)

for any 𝜆 ∈ Rℎ. Then, for every 𝜆 ∈ Rℎ, the limit

𝜑(𝜆) B lim
𝑛→∞
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)]
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exists inR, and theRℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a speed
|Λ𝑛 | and good convex rate function 𝜑∗ : Rℎ → [0,∞]. Furthermore, 𝜑∗(𝑥) = 0 if
and only if 𝑥 = 𝑆, defined by (3.1.1).

Remark 3.1.5. In the above theorem, we note that if (3.1.2) holds for any 𝜆 ∈
Rℎ, then each 𝑆𝑛 is integrable and sup𝑛∈N ∥E[𝑆𝑛] ∥Rℎ/|Λ𝑛 | < ∞ holds from an
elementary calculation. Hence, the limit 𝑆 defined in (3.1.1) exists.
Remark 3.1.6. The above theorem can be regarded as a generalization of Theo-
rem 2.1 in [32], where exponentially regular 0-nearly additive real-valued processes
are considered.

Combining Theorem 3.1.4 and the preceding discussion on the strong law of
large numbers, we immediately obtain the following useful corollary.

Corollary 3.1.7. Let {𝑆𝑛}𝑛∈N be an exponentially regular nearly additive Rℎ-
valued process satisfying that

sup
𝑛∈N
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] < ∞

for any 𝜆 ∈ Rℎ. Then, the following statements hold.

(1) The limit

𝑆 B lim
𝑛→∞

E[𝑆𝑛]
|Λ𝑛 |

exists in Rℎ, and

𝑆𝑛

|Λ𝑛 | → 𝑆 almost surely as 𝑛→∞.

(2) For every 𝜆 ∈ Rℎ, the limit

𝜑(𝜆) B lim
𝑛→∞
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)]

exists in R, and theRℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a
speed |Λ𝑛 | and good convex rate function 𝜑∗ : Rℎ → [0,∞]. Furthermore,
𝜑∗(𝑥) = 0 if and only if 𝑥 = 𝑆.

3.2 Proof of Theorem 3.1.4
The proof of Theorem 3.1.4 relies mainly on two theorems in the large deviation
theory. The first one shows the existence of an LDP for the Rℎ-valued process
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{𝑆𝑛/|Λ𝑛 |}𝑛∈N with a (not necessarily convex) rate function 𝐼 : Rℎ → [0,∞] (The-
orem 3.2.1). The second one guarantees that if the rate function 𝐼 is convex, then
𝐼 is given as the Fenchel–Legendre transform of the limiting logarithmic moment
generating function (Theorem 3.2.2).

For these theorems, we first review basic notions. An Rℎ-valued process
{𝑆𝑛}𝑛∈N is said to be exponentially tight (with a speed |Λ𝑛 |) if for any 𝛼 > 0, there
exists a compact set 𝐾 ⊂ Rℎ such that

lim sup
𝑛→∞

|Λ𝑛 |−1 logP(𝑆𝑛 ∉ 𝐾) ≤ −𝛼.

A function 𝐼 : Rℎ → [0,∞] is said to be convex if for any 𝑥1, 𝑥2 ∈ Rℎ and 𝑡 ∈ (0, 1),
it holds that

𝑡 𝐼 (𝑥1) + (1 − 𝑡)𝐼 (𝑥2) ≥ 𝐼 (𝑡𝑥1 + (1 − 𝑡)𝑥2). (3.2.1)

In what follows in this section, we use the following notation: for any Borel
function 𝑓 : Rℎ → R and 𝑛 ∈ N,

Γ𝑛 ( 𝑓 ) B logE
[
exp

(
|Λ𝑛 | 𝑓

(
𝑆𝑛

|Λ𝑛 |

))]
∈ (−∞,∞] .

Furthermore, let ℱ(Rℎ) be the class of Lipschitz continuous and concave real-
valued functions on Rℎ. Here, a real-valued function 𝑓 on Rℎ is said to be concave
if − 𝑓 satisfies (3.2.1) for any 𝑥1, 𝑥2 ∈ Rℎ and 𝑡 ∈ (0, 1). The class ℱ(Rℎ) is
well-separating in the sense that

• ℱ(Rℎ) contains the constant functions,

• ℱ(Rℎ) is closed under finite pointwise minima, i.e., 𝑓1, 𝑓2 ∈ ℱ(Rℎ) implies
𝑓1 ∧ 𝑓2 ∈ ℱ(Rℎ),

• ℱ(Rℎ) separates points in Rℎ, i.e., for any two points 𝑥 ≠ 𝑦 in Rℎ and
𝑎, 𝑏 ∈ R, there exists a function 𝑓 ∈ ℱ(Rℎ) such that both 𝑓 (𝑥) = 𝑎 and
𝑓 (𝑦) = 𝑏 hold.

The following theorem is a special case of Theorem 4.4.10 in [8] with the state
space Rℎ and the well-separating class ℱ(Rℎ).

Theorem 3.2.1 ([8, Theorem 4.4.10]). Let {𝑆𝑛}𝑛∈N be an Rℎ-valued process.
Suppose that the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N is exponentially tight, and that
the limit lim𝑛→∞ |Λ𝑛 |−1Γ𝑛 ( 𝑓 ) exists in [−∞,∞) for any 𝑓 ∈ ℱ(Rℎ). Then, for
every 𝑓 ∈ 𝐶𝑏 (Rℎ), the limit

Γ( 𝑓 ) B lim
𝑛→∞
|Λ𝑛 |−1Γ𝑛 ( 𝑓 )
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also exists in R, and the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a
speed |Λ𝑛 | and a good rate function 𝐼 : Rℎ → [0,∞] defined by

𝐼 (𝑥) B sup
𝑓 ∈𝐶𝑏 (Rℎ)

{ 𝑓 (𝑥) − Γ( 𝑓 )}. (3.2.2)

The rate function defined by (3.2.2) is not necessarily convex unlike the
Fenchel–Legendre transform. The following theorem in the large deviation the-
ory identifies the good convex rate function for an LDP as the Fenchel–Legendre
transform of the limiting logarithmic moment generating function (see also Theo-
rem C.0.9 in Appendix C for a more general statement in the setting of a topological
vector space instead of Rℎ).

Theorem 3.2.2 ([8, Theorem 4.5.10]). Let {𝑆𝑛}𝑛∈N be an Rℎ-valued process.
Suppose that the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a speed
|Λ𝑛 | and a good convex rate function 𝐼 : Rℎ → [0,∞], and also that

sup
𝑛∈N
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] < ∞

for any 𝜆 ∈ Rℎ. Then, for every 𝜆 ∈ Rℎ, the limit

𝜑(𝜆) B lim
𝑛→∞
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)]

exists in R, and 𝐼 = 𝜑∗ holds.

In order to prove Theorem 3.1.4, what remains to be shown are the following:
to check that the assumption of Theorem 3.2.1 is satisfied, to verify the convexity
of the good rate function obtained via Theorem 3.2.1, and to characterize the zero
point of the good rate function. Those are accomplished by the following three
lemmas in this order. These proofs are deferred to Section 3.3.

Lemma 3.2.3. Suppose that {𝑆𝑛}𝑛∈N is an exponentially regular nearly additive
Rℎ-valued process satisfying that

sup
𝑛∈N
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] < ∞

for any𝜆 ∈ Rℎ. Then, {𝑆𝑛/|Λ𝑛 |}𝑛∈N is exponentially tight, and the limit lim𝑛→∞ |Λ𝑛 |−1

Γ𝑛 ( 𝑓 ) exists in [−∞,∞) for any 𝑓 ∈ ℱ(Rℎ).

For the next lemma, we introduce a rate function associated with the empirical
means of i.i.d. random variables by Cramér’s large deviation theorem (Theo-
rem 2.2.6). For each 𝑘 ∈ N, let 𝜓𝑘 : Rℎ → (−∞,∞] be the logarithmic moment
generating function of 𝑆𝑘/|Λ𝑘 |, i.e.,

𝜓𝑘 (𝜆) B logE[exp(⟨𝜆, 𝑆𝑘/|Λ𝑘 |⟩Rℎ)]
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for any 𝜆 ∈ Rℎ, and let 𝐽𝑘 denote the Fenchel–Legendre transform of 𝜓𝑘 . Then, it
is well known that, if we set {𝑊𝑖}∞𝑖=1 as independent copies of 𝑆𝑘/|Λ𝑘 |, then

lim sup
𝑚→∞

𝑚−1 logP
(

1
𝑚

𝑚∑
𝑖=1
𝑊𝑖 ∈ 𝐹

)
≤ − inf

𝑥∈𝐹
𝐽𝑘 (𝑥)

for any closed set 𝐹 ⊂ Rℎ, and

lim inf
𝑚→∞

𝑚−1 logP
(

1
𝑚

𝑚∑
𝑖=1
𝑊𝑖 ∈ 𝐺

)
≥ − inf

𝑥∈𝐺
𝐽𝑘 (𝑥)

for any open set 𝐺 ⊂ Rℎ (see, e.g., [8, Theorem 2.2.30]).

Lemma 3.2.4. Let {𝑆𝑛}𝑛∈N be an exponentially nearly additiveRℎ-valued process.
Suppose that the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a speed
|Λ𝑛 | and a rate function 𝐼 : Rℎ → [0,∞]. Then, the following hold.

(1) For every 𝑥 ∈ Rℎ,
𝐼 (𝑥) ≤ lim inf

𝑘→∞

𝐽𝑘 (𝑥)
|Λ𝑘 |

. (3.2.3)

(2) 𝐼 is convex.

Lemma 3.2.5. Let {𝑆𝑛}𝑛∈N be an exponentially nearly additiveRℎ-valued process.
Suppose that the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a speed
|Λ𝑛 | and a rate function 𝐼 : Rℎ → [0,∞]. Suppose also that the limit

𝑆 B lim
𝑛→∞

E[𝑆𝑛]
|Λ𝑛 | (3.2.4)

exists in Rℎ, and that 𝑆𝑛/|Λ𝑛 | converges to 𝑆 in probability as 𝑛 → ∞. Then,
𝐼 (𝑥) = 0 if and only if 𝑥 = 𝑆.

Combining these lemmas with the above two theorems and the strong law of
large numbers for {𝑆𝑛}𝑛∈N, we can immediately prove Theorem 3.1.4.

Proof of Theorem 3.1.4. From the assumption, Lemma 3.2.3 implies that the se-
quences {𝑆𝑛/|Λ𝑛 |}𝑛∈N is exponentially tight, and the limit lim𝑛→∞ |Λ𝑛 |−1Γ𝑛 ( 𝑓 )
exists in [−∞,∞) for any 𝑓 ∈ ℱ(Rℎ). By Theorem 3.2.1, for every 𝑓 ∈ 𝐶𝑏 (Rℎ),
the limit

Γ( 𝑓 ) B lim
𝑛→∞
|Λ𝑛 |−1Γ𝑛 ( 𝑓 )
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also exists in R, and the Rℎ-valued process {𝑆𝑛/|Λ𝑛 |}𝑛∈N satisfies the LDP with a
speed |Λ𝑛 | and a good rate function 𝐼 : Rℎ → [0,∞] defined by

𝐼 (𝑥) B sup
𝑓 ∈𝐶𝑏 (Rℎ)

{ 𝑓 (𝑥) − Γ( 𝑓 )}.

Furthermore, 𝐼 is convex by Lemma 3.2.4. Therefore, it follows from Theo-
rem 3.2.2 that for every 𝜆 ∈ Rℎ, the limit

𝜑(𝜆) B lim
𝑛→∞
|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)]

exists in R, and 𝐼 = 𝜑∗ holds. Lastly, combining Lemma 3.2.5 with the strong law
of large numbers for {𝑆𝑛}𝑛∈N discussed before Theorem 3.1.4, we conclude that
𝜑∗(𝑥) = 0 if and only if 𝑥 = 𝑆, which completes the proof. □

3.3 Proofs of Lemmas 3.2.3, 3.2.4, and 3.2.5
In this section, we prove Lemmas 3.2.3, 3.2.4, and 3.2.5 in this order.

Proof of Lemma 3.2.3. We set 𝐴(𝜆) = sup𝑛∈N |Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] < ∞
for any 𝜆 ∈ Rℎ, and write 𝑆𝑛 = (𝑆𝑛1, 𝑆

𝑛
2, . . . , 𝑆

𝑛
ℎ). For any 𝛼 ≥ 0, the Markov

inequality after exponentiating yields

|Λ𝑛 |−1 logP
( ℎ∑
𝑖=1

��𝑆𝑛𝑖 �� ≥ 𝛼 |Λ𝑛 |) ≤ |Λ𝑛 |−1 logE
[
exp

( ℎ∑
𝑖=1

��𝑆𝑛𝑖 ��) ] − 𝛼.
Furthermore,

E

[
exp

( ℎ∑
𝑖=1

��𝑆𝑛𝑖 ��) ] =
∑
𝐽⊂[ℎ]

E

[
exp

( ℎ∑
𝑖=1

��𝑆𝑛𝑖 ��); 𝑆𝑛𝑗 ≥ 0 for 𝑗 ∈ 𝐽, 𝑆𝑛𝑗 < 0 for 𝑗 ∉ 𝐽
]

≤
∑
𝐽⊂[ℎ]

E[exp(⟨𝜆𝐽 , 𝑆𝑛⟩)]

≤
∑
𝐽⊂[ℎ]

exp(𝐴(𝜆𝐽) |Λ𝑛 |), (3.3.1)

where [ℎ] B {1, 2, . . . , ℎ} and 𝜆𝐽 ∈ Rℎ is a vector whose 𝑗 th element is 1 if 𝑗 ∈ 𝐽,
otherwise −1. Combining the above estimates, we obtain

lim sup
𝑛→∞

|Λ𝑛 |−1 logP
( ℎ∑
𝑖=1

��𝑆𝑛𝑖 �� ≥ 𝛼 |Λ𝑛 |) ≤ max
𝐽⊂[ℎ]

𝐴(𝜆𝐽) − 𝛼,
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which immediately implies the exponential tightness of {𝑆𝑛/|Λ𝑛 |}𝑛∈N.
Let 𝑓 ∈ ℱ(Rℎ) be fixed, and set

Γ̄( 𝑓 ) B lim sup
𝑛→∞

|Λ𝑛 |−1Γ𝑛 ( 𝑓 )

= lim sup
𝑛→∞

|Λ𝑛 |−1 logE
[
exp

(
|Λ𝑛 | 𝑓

(
𝑆𝑛

|Λ𝑛 |

))]
∈ [−∞,∞] .

If Γ̄( 𝑓 ) = −∞, then there is nothing to prove. Hence, we assume Γ̄( 𝑓 ) > −∞.
Writing the Lipschitz constant of 𝑓 by ∥ 𝑓 ∥Lip, we have

exp
(
𝛽 |Λ𝑛 | 𝑓

(
𝑆𝑛

|Λ𝑛 |

))
≤ exp(𝛽 |Λ𝑛 | 𝑓 (0) + 𝛽∥ 𝑓 ∥Lip



𝑆𝑛


Rℎ
)

≤ exp(𝛽 |Λ𝑛 | 𝑓 (0)) exp

(
𝛽∥ 𝑓 ∥Lip

ℎ∑
𝑖=1

��𝑆𝑛𝑖 ��)
for any 𝛽 ≥ 0. Therefore, it follows from a similar calculation to (3.3.1) that for
any 𝛽 ≥ 0, there exists a constant 𝐴𝛽 ≥ 0 such that

E

[
exp

(
𝛽 |Λ𝑛 | 𝑓

(
𝑆𝑛

|Λ𝑛 |

))]
≤ exp(𝐴𝛽 |Λ𝑛 |) (3.3.2)

for all 𝑛 ∈ N. In particular, Γ̄( 𝑓 ) ≤ 𝐴1 < ∞ by taking 𝛽 = 1.
Now, we let 𝜀 > 0 and show that

lim inf
𝑛→∞

|Λ𝑛 |−1Γ𝑛 ( 𝑓 ) ≥ Γ̄( 𝑓 ) − 𝜀. (3.3.3)

Set 𝜀0 B 𝜀/(2∥ 𝑓 ∥Lip + 1) and take a sufficiently large 𝐶0 ≥ 0 satisfying that
(𝐴2 −𝐶0)/2 < Γ̄( 𝑓 ) − 𝜀. By the exponentially near additivity of {𝑆𝑛}𝑛∈N, we can
take an integer 𝑟 ≥ 0, random variables {𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 , and an integer 𝐾 > 𝑟 such
that {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies of 𝑆𝑛 for every 𝑛 ∈ N and

P

(



𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
> 𝜀0 |Λ(2𝑚+1)𝑘 |

)
≤ exp(−𝐶0 |Λ(2𝑚+1)𝑘 |)

(3.3.4)
holds for all 𝑘 ≥ 𝐾 and 𝑚 ∈ N. We may choose the integer 𝐾 large enough so that

𝐴2 − 𝐶0
2

<

(
1 − 𝑟

𝐾

)𝑑
Γ̄( 𝑓 ) − 𝜀. (3.3.5)

Now, we fix 𝑘 ≥ 𝐾 such that

|Λ𝑘−𝑟 |−1Γ𝑘−𝑟 ( 𝑓 ) ≥ Γ̄( 𝑓 ) − 𝜀0. (3.3.6)
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Let 𝑚𝑛 be the unique integer satisfying that (2𝑚𝑛 +1)𝑘 ≤ 𝑛 < (2𝑚𝑛 +3)𝑘 for each
𝑛 ∈ N. Then, from the exponential regularity of {𝑆𝑛}𝑛∈N, we can take 𝑁 ∈ N such
that

P(∥𝑆𝑛 − 𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ > 𝜀0 |Λ𝑛 |) ≤ exp(−𝐶0 |Λ𝑛 |) (3.3.7)

for all 𝑛 ≥ 𝑁 . By the Lipschitzness of 𝑓 , we have

𝑓

(
𝑆𝑛

|Λ𝑛 |

)
≥ 𝑓

(
1
|Λ𝑛 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧
)
−
∥ 𝑓 ∥Lip

|Λ𝑛 |





𝑆𝑛 − ∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ

≥ 𝑓

(
1
|Λ𝑛 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧
)
−
∥ 𝑓 ∥Lip

|Λ𝑛 | (𝑅1(𝑛) + 𝑅2(𝑛)),

where

𝑅1(𝑛) B ∥𝑆𝑛−𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ and 𝑅2(𝑛) B




𝑆(2𝑚𝑛+1)𝑘−

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
.

Furthermore, the concavity of 𝑓 yields

𝑓

(
1
|Λ𝑛 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧
)

= 𝑓

(
(2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 |
1

(2𝑚𝑛 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

)
≥ (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 | 𝑓

(
1

(2𝑚𝑛 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

)
+

(
1 − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 |

)
𝑓 (0)

≥ |Λ
𝑘−𝑟 |
|Λ𝑛 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

)
+

(
1 − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 |

)
𝑓 (0).

For the first inequality, we note that (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 | ≤ |Λ(2𝑚𝑛+1)𝑘 | ≤ |Λ𝑛 |.
Combining the above estimates, we have

|Λ𝑛 | 𝑓
(
𝑆𝑛

|Λ𝑛 |

)
− {|Λ𝑛 | − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |} 𝑓 (0)

≥ |Λ𝑘−𝑟 |
∑

𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑
𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

)
− ∥ 𝑓 ∥Lip(𝑅1(𝑛) + 𝑅2(𝑛)).
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By exponentiating and taking expectation,

E

[
exp

(
|Λ𝑛 | 𝑓

(
𝑆𝑛

|Λ𝑛 |

))]
· exp(−{|Λ𝑛 | − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |} 𝑓 (0))

≥ E
[
exp

(
|Λ𝑘−𝑟 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

))
· exp(−∥ 𝑓 ∥Lip(𝑅1(𝑛) + 𝑅2(𝑛)))

]
≥ E

[
exp

(
|Λ𝑘−𝑟 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

))]
· exp(−∥ 𝑓 ∥Lip𝜀0(|Λ𝑛 | + |Λ(2𝑚𝑛+1)𝑘 |))

− E
[
exp

(
|Λ𝑘−𝑟 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

))
; 𝑅1(𝑛) > 𝜀0 |Λ𝑛 |

]
− E

[
exp

(
|Λ𝑘−𝑟 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

))
; 𝑅2(𝑛) > 𝜀0 |Λ(2𝑚𝑛+1)𝑘 |

]
=: 𝐼1 − 𝐼2 − 𝐼3. (3.3.8)

For the following calculations, we note that {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies
of 𝑆𝑛 for every 𝑛 ∈ N. Note also that (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 | ≤ |Λ(2𝑚𝑛+1)𝑘 | ≤ |Λ𝑛 |.
By (3.3.6),

𝐼1 = E

[
exp

(
|Λ𝑘−𝑟 | 𝑓

(
𝑆𝑘−𝑟

|Λ𝑘−𝑟 |

))] (2𝑚𝑛+1)𝑑

· exp(−∥ 𝑓 ∥Lip𝜀0(|Λ𝑛 | + |Λ(2𝑚𝑛+1)𝑘 |))

≥ exp((2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 | (Γ̄( 𝑓 ) − 𝜀0)) · exp(−∥ 𝑓 ∥Lip𝜀0( |Λ𝑛 | + |Λ(2𝑚𝑛+1)𝑘 |))
≥ exp((2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |Γ̄( 𝑓 ) − (2∥ 𝑓 ∥Lip + 1)𝜀0 |Λ𝑛 |)

= exp
((
(2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 | Γ̄( 𝑓 ) − 𝜀
)
|Λ𝑛 |

)
.

By the Cauchy–Schwarz inequality, (3.3.7), and (3.3.2) with 𝛽 = 2,

𝐼2 ≤ E
[
exp

(
2|Λ𝑘−𝑟 |

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑓

(
𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

))]1/2
· P(𝑅1(𝑛) > 𝜀0 |Λ𝑛 |)1/2

= E

[
exp

(
2|Λ𝑘−𝑟 | 𝑓

(
𝑆𝑘−𝑟

|Λ𝑘−𝑟 |

))] (2𝑚𝑛+1)𝑑/2
· exp(−𝐶0 |Λ𝑛 |/2)

≤ exp
(
𝐴2 − 𝐶0

2
|Λ𝑛 |

)
for all 𝑛 ≥ 𝑁 . Similarly, by the Cauchy–Schwarz inequality, (3.3.4), and (3.3.2)
with 𝛽 = 2,

𝐼3 ≤ exp(𝐴2 |Λ𝑛 |/2 − 𝐶0 |Λ(2𝑚𝑛+1)𝑘 |/2) = exp
(
1
2

(
𝐴2 − 𝐶0

|Λ(2𝑚𝑛+1)𝑘 |
|Λ𝑛 |

)
|Λ𝑛 |

)
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for all 𝑛 ≥ 𝑁 . Since

lim
𝑛→∞

(2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |
|Λ𝑛 | =

(
1 − 𝑟

𝑘

)𝑑
and lim

𝑛→∞
|Λ(2𝑚𝑛+1)𝑘 |
|Λ𝑛 | = 1,

it follows from (3.3.5) that

𝐴2 − 𝐶0
2

<
1
2

(
𝐴2 − 𝐶0

|Λ(2𝑚𝑛+1)𝑘 |
|Λ𝑛 |

)
<
(2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 | Γ̄( 𝑓 ) − 𝜀

for sufficiently large 𝑛. Therefore, an elementary calculation yields

lim inf
𝑛→∞

|Λ𝑛 |−1 log(𝐼1 − 𝐼2 − 𝐼3) ≥
(
1 − 𝑟

𝑘

)𝑑
Γ̄( 𝑓 ) − 𝜀.

Thus, combining this estimate with (3.3.8), we obtain

lim inf
𝑛→∞

|Λ𝑛 |−1Γ𝑛 ( 𝑓 ) −
(
1 −

(
1 − 𝑟

𝑘

)𝑑)
𝑓 (0) ≥

(
1 − 𝑟

𝑘

)𝑑
Γ̄( 𝑓 ) − 𝜀.

Taking 𝑘 →∞ in the above inequality along a suitable subsequence so that (3.3.6)
is satisfied yields (3.3.3), which completes the proof since 𝜀 > 0 is arbitrary. □

Next, we turn to prove Lemma 3.2.4.

Proof of Lemma 3.2.4. (1) If lim inf𝑘→∞ 𝐽𝑘 (𝑥)/|Λ𝑘 | = ∞, then there is nothing
to prove. Hence, we assume that lim inf𝑘→∞ 𝐽𝑘 (𝑥)/|Λ𝑘 | < ∞. Let 𝑐 < 𝐼 (𝑥) be
fixed. By the lower semicontinuity of the rate function 𝐼, we take 𝜀 > 0 such that
𝑦 ∈ 𝐵̄(𝑥, 𝜀) implies 𝐼 (𝑦) ≥ 𝑐. We set 𝐶 B lim inf𝑘→∞ 𝐽𝑘 (𝑥)/|Λ𝑘 | + 1 < ∞. From
the exponentially near additivity of {𝑆𝑛}𝑛∈N, we can take an integer 𝑟 ≥ 0, random
variables {𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 , and an integer 𝐾 > 𝑟 such that {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent
copies of 𝑆𝑛 for every 𝑛 ∈ N and

P

(



𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
>
𝜀

2
|Λ(2𝑚+1)𝑘 |

)
≤ exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

(3.3.9)
holds for all 𝑘 ≥ 𝐾 and 𝑚 ∈ N. We may choose the integer 𝐾 large enough so that

|Λ𝐾−𝑟 |
|Λ𝐾 | 𝑥 ∈ 𝐵(𝑥, 𝜀/2). (3.3.10)

Now, we fix 𝑘 ≥ 𝐾 satisfying that

𝐽𝑘−𝑟 (𝑥) + 1
|Λ𝑘−𝑟 |

< 𝐶. (3.3.11)
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By the large deviation principles for {𝑆𝑛/|Λ𝑛 |}𝑛∈N controlled by 𝐼, we have

−𝑐 ≥ − inf
𝑦∈𝐵̄(𝑥,𝜀)

𝐼 (𝑦)

≥ lim sup
𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

logP
(
𝑆(2𝑚+1)𝑘

|Λ(2𝑚+1)𝑘 |
∈ 𝐵̄(𝑥, 𝜀)

)
≥ lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
{
P

(
1

|Λ(2𝑚+1)𝑘 |
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
𝑆𝑘−𝑟,𝑧 ∈ 𝐵(𝑥, 𝜀/2)

)
− P

(



𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
>
𝜀

2
|Λ(2𝑚+1)𝑘 |

)}
≥ lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
{
P

(
1

(2𝑚 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
∈ |Λ

𝑘 |
|Λ𝑘−𝑟 |

𝐵(𝑥, 𝜀/2)
)

− exp(−𝐶 |Λ(2𝑚+1)𝑘 |)
}
. (3.3.12)

The fourth inequality was obtained by (3.3.9). In order to estimate the right-hand
side of (3.3.12), we will use the lower bound of Cramér’s large deviation theorem
(Theorem 2.2.6) for {

1
(2𝑚 + 1)𝑑

∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

}
𝑚∈N

controlled by 𝐽𝑘−𝑟 :

lim inf
𝑚→∞

1
(2𝑚 + 1)𝑑

logP
(

1
(2𝑚 + 1)𝑑

∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
∈ |Λ

𝑘 |
|Λ𝑘−𝑟 |

𝐵(𝑥, 𝜀/2)
)

≥ − inf
{
𝐽𝑘−𝑟 (𝑦)

���� 𝑦 ∈ |Λ𝑘 ||Λ𝑘−𝑟 |
𝐵(𝑥, 𝜀/2)

}
.

Since the right-hand side of the above inequality is bounded below by −𝐽𝑘−𝑟 (𝑥)
from (3.3.10), we obtain

P

(
1

(2𝑚 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
∈ |Λ

𝑘 |
|Λ𝑘−𝑟 |

𝐵(𝑥, 𝜀/2)
)

≥ exp(−{𝐽𝑘−𝑟 (𝑥) + 1}(2𝑚 + 1)𝑑) (3.3.13)

29



for sufficiently large 𝑚. Combining (3.3.12) and (3.3.13),

− 𝑐

≥ lim sup
𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
{
exp(−{𝐽𝑘−𝑟 (𝑥) + 1}(2𝑚 + 1)𝑑) − exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

}
= lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
{
exp

(
−𝐽𝑘−𝑟 (𝑥) + 1

|Λ𝑘 |
|Λ(2𝑚+1)𝑘 |

)
− exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

}
= −𝐽𝑘−𝑟 (𝑥) + 1

|Λ𝑘 |
.

For the last line, we note (3.3.11). Letting 𝑘 → ∞ in the above inequality
along a suitable subsequence so that (3.3.11) is satisfied, we conclude that 𝑐 ≤
lim inf𝑘→∞ 𝐽𝑘 (𝑥)/|Λ𝑘 |, which completes the proof since 𝑐 < 𝐼 (𝑥) is arbitrary.

(2) Let 𝑥1 ≠ 𝑥2 ∈ Rℎ and 𝑡 ∈ (0, 1) be fixed, and set 𝑥 B 𝑡𝑥1 + (1 − 𝑡)𝑥2. We
will show

𝑡 𝐼 (𝑥1) + (1 − 𝑡)𝐼 (𝑥2) ≥ 𝐼 (𝑥). (3.3.14)

We may assume that 𝐼 (𝑥1) < ∞ and 𝐼 (𝑥2) < ∞. We first take an integer 𝑟 ≥ 0
and random variables {𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 in the definition of the exponentially near
additivity of {𝑆𝑛}𝑛∈N. Let 𝑙 ∈ N be fixed. We set 𝛿 > 0 such that 𝑡𝑦1 + (1− 𝑡)𝑦2 ∈
𝐵̄(𝑥, 𝑙−1) for any 𝑦1 ∈ 𝐵̄(𝑥1, 𝛿) and 𝑦2 ∈ 𝐵̄(𝑥2, 𝛿). From the exponentially near
additivity of {𝑆𝑛}𝑛∈N, letting𝐶 > max{𝐼 (𝑥1), 𝐼 (𝑥2)}, we can take an integer𝐾𝑙 > 𝑟
such that

P

(



𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ
>
𝛿

3
|Λ(2𝑚+1)𝑘 |

)
≤ exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

(3.3.15)
holds for all 𝑘 ≥ 𝐾𝑙 and 𝑚 ∈ N. We may choose the integer 𝐾𝑙 large enough so
that for 𝑖 = 1, 2,

|Λ𝐾𝑙 |
|Λ𝐾𝑙−𝑟 |𝐵(𝑥𝑖, 2𝛿/3) ⊂ 𝐵̄(𝑥𝑖, 𝛿). (3.3.16)

Then, by the large deviation principle for {𝑆𝑛/|Λ𝑛 |}𝑛∈N controlled by 𝐼 and
Cramér’s large deviation theorem (Theorem 2.2.6) for{

1
(2𝑚 + 1)𝑑

∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |

}
𝑚∈N
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controlled by 𝐽𝑘−𝑟 , for any 𝑘 ≥ 𝐾𝑙 and 𝑖 = 1, 2,

− 𝐼 (𝑥𝑖)
≤ − inf

𝑦∈𝐵(𝑥𝑖 ,𝛿/3)
𝐼 (𝑦)

≤ lim inf
𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

logP
(
𝑆(2𝑚+1)𝑘

|Λ(2𝑚+1)𝑘 |
∈ 𝐵(𝑥𝑖, 𝛿/3)

)
≤ lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
[
P

(
1

(2𝑚 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
∈ |Λ

𝑘 |
|Λ𝑘−𝑟 |

𝐵(𝑥𝑖, 2𝛿/3)
)

+ P
(



𝑆(2𝑚+1)𝑘 − ∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
𝑆𝑘−𝑟,𝑧






Rℎ
>
𝛿

3
|Λ(2𝑚+1)𝑘 |

)]
≤ lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
[
P

(
1

(2𝑚 + 1)𝑑
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
∈ 𝐵̄(𝑥𝑖, 𝛿)

)
+ exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

]
≤ lim sup

𝑚→∞

1
|Λ(2𝑚+1)𝑘 |

log
[
exp

(
−
{

inf
𝑦∈𝐵̄(𝑥𝑖 ,𝛿)

𝐽𝑘−𝑟 (𝑦) − 1
}
(2𝑚 + 1)𝑑

)
+ exp(−𝐶 |Λ(2𝑚+1)𝑘 |)

]
= −min

{ inf𝑦∈𝐵̄(𝑥𝑖 ,𝛿) 𝐽𝑘−𝑟 (𝑦) − 1
|Λ𝑘 |

, 𝐶

}
.

The fourth inequality follows from (3.3.15) and (3.3.16). Since𝐶 > max{𝐼 (𝑥1), 𝐼 (𝑥2)},
we obtain

𝐼 (𝑥𝑖) ≥
inf𝑦∈𝐵̄(𝑥𝑖 ,𝛿) 𝐽𝑘−𝑟 (𝑦) − 1

|Λ𝑘 |
(3.3.17)

for any 𝑘 ≥ 𝐾𝑙 and 𝑖 = 1, 2. Therefore, it follows from the convexity of 𝐽𝑘−𝑟 and
the setting of 𝛿 that

𝑡 𝐼 (𝑥1) + (1 − 𝑡)𝐼 (𝑥2) ≥
𝑡 inf𝑦∈𝐵̄(𝑥1,𝛿) 𝐽𝑘−𝑟 (𝑦) + (1 − 𝑡) inf𝑦∈𝐵̄(𝑥2,𝛿) 𝐽𝑘−𝑟 (𝑦) − 1

|Λ𝑘 |

≥
inf𝑦∈𝐵̄(𝑥,𝜀) 𝐽𝑘−𝑟 (𝑦) − 1

|Λ𝑘 |

for any 𝑘 ≥ 𝐾𝑙 . From the lower semicontinuity of 𝐽𝑘−𝑟 , there exists 𝑦𝑙 ∈ 𝐵̄(𝑥, 𝑙−1)
such that

𝐽𝑘−𝑟 (𝑦𝑙) = inf
𝑦∈𝐵̄(𝑥,𝜀)

𝐽𝑘−𝑟 (𝑦).
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From the above discussion, there exists a sequence {𝐾𝑙}𝑙∈N of integers 𝐾𝑙 > 𝑟 and
{𝑦𝑙}𝑙∈N ⊂ Rℎ such that lim𝑙→∞ 𝑦𝑙 = 𝑥 and

𝑡 𝐼 (𝑥1) + (1 − 𝑡)𝐼 (𝑥2) ≥
𝐽𝑘−𝑟 (𝑦𝑙) − 1
|Λ𝑘 |

for any 𝑙 ∈ N and 𝑘 ≥ 𝐾𝑙 . By taking 𝑘 → ∞ in the above inequality and
using (3.2.3), we have

𝑡 𝐼 (𝑥1) + (1 − 𝑡)𝐼 (𝑥2) ≥ lim inf
𝑘→∞

𝐽𝑘 (𝑦𝑙)
|Λ𝑘 |

≥ 𝐼 (𝑦𝑙)

for any 𝑙 ∈ N. Letting 𝑙 →∞ in the above inequality, we obtain (3.3.14) from the
lower semicontinuity of 𝐼, which completes the proof. □

Lastly, we prove Lemma 3.2.5.

Proof of Lemma 3.2.5. We fist show 𝐼 (𝑆) = 0. Let 𝜀 > 0 be fixed. From the
lower semicontinuity of 𝐼, there exists 𝛿 > 0 such that 𝑥 ∈ 𝐵̄(𝑆, 𝛿) implies
𝐼 (𝑥) ≥ 𝐼 (𝑆) − 𝜀. Then, by the assumption,

0 = lim sup
𝑛→∞

logP
(
𝑆𝑛

|Λ𝑛 | ∈ 𝐵̄(𝑆, 𝛿)
)
≤ − inf

𝑥∈𝐵̄(𝑆,𝛿)
𝐼 (𝑥) ≤ −𝐼 (𝑆) + 𝜀.

Since 𝜀 > 0 is arbitrary, we obtain 𝐼 (𝑆) = 0.
Next, suppose that 𝐼 (𝑥) = 0. Let 𝛿 > 0 be fixed. By almost the same calculation

to obtain (3.3.17), we can conclude that there exists 𝐾 ∈ N such that

0 = 𝐼 (𝑥) ≥
inf𝑦∈𝐵̄(𝑥,𝛿) 𝐽𝑘−𝑟 (𝑦) − 𝜌

|Λ𝑘 |

for any 𝑘 ≥ 𝐾 and 𝜌 > 0. Since 𝜌 > 0 is arbitrary, for any 𝑘 ≥ 𝐾 ,

inf
𝑦∈𝐵̄(𝑥,𝛿)

𝐽𝑘−𝑟 (𝑦) = 0,

which implies that E[𝑆𝑘−𝑟]/|Λ𝑘−𝑟 | ∈ 𝐵̄(𝑥, 𝛿) since E[𝑆𝑘−𝑟]/|Λ𝑘−𝑟 | is a unique
zero point of the rate function 𝐽𝑘−𝑟 . Using (3.2.4), we obtain 𝑆 ∈ 𝐵̄(𝑥, 𝛿). Since
𝛿 > 0 is arbitrary, it must be 𝑥 = 𝑆. □
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Chapter 4

Limit theorems of persistent Betti
numbers

In this chapter, we prove Theorems 1.2.1 and 1.2.8. In Section 4.1, we estimate
the difference of the persistent Betti numbers of two cubical filtrations in R𝑑 . In
Section 4.2, we check the exponential regularity and exponentially near additivity
of persistent Betti numbers using the estimate, and prove Theorems 1.2.1 and 1.2.8
by applying Corollary 3.1.7. As previously mentioned, the proof of Theorem 1.2.3
is carried out in Appendix D.

4.1 Properties of persistent Betti number
We start with the simple bound of the persistent Betti number of a cubical filtration
in R𝑑 .

Proposition 4.1.1. Let X = {𝑋 (𝑡)}𝑡≥0 be a bounded cubical filtration in R𝑑 . Fix
an integer 0 ≤ 𝑞 < 𝑑 and 0 ≤ 𝑠 ≤ 𝑡 < ∞. Then,

𝛽X𝑞 (𝑠, 𝑡) ≤ 𝛽𝑞 (𝑋 (𝑠)) ≤ #K𝑑
𝑞 (𝑋 (𝑠)). (4.1.1)

Proof. Since 𝑍𝑞 (𝑋 (𝑠))∩𝐵𝑞 (𝑋 (𝑡)) ⊃ 𝑍𝑞 (𝑋 (𝑠))∩𝐵𝑞 (𝑋 (𝑠)) = 𝐵𝑞 (𝑋 (𝑠)), it follows
from (2.1.1) that

𝛽X𝑞 (𝑠, 𝑡) = dim
𝑍𝑞 (𝑋 (𝑠))

𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡))
≤ dim

𝑍𝑞 (𝑋 (𝑠))
𝐵𝑞 (𝑋 (𝑠))

= 𝛽𝑞 (𝑋 (𝑠)).

Furthermore,

𝛽𝑞 (𝑋 (𝑠)) = dim
𝑍𝑞 (𝑋 (𝑠))
𝐵𝑞 (𝑋 (𝑠))

≤ dim 𝑍𝑞 (𝑋 (𝑠)) ≤ dim𝐶𝑞 (𝑋 (𝑠)) = #K𝑑
𝑞 (𝑋 (𝑠)). □
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Next, we estimate the difference of the persistent Betti numbers of two cubical
filtrations in R𝑑 . We will use the following basic fact in linear algebra.

Lemma 4.1.2. Let
𝐷 =

[
𝐴 𝐵
0 𝐶

]
be a block matrix, and let 𝑙 be the number of columns in 𝐵 and 𝐶. Then,

rank 𝐴 ≤ rank𝐷 ≤ rank 𝐴 + 𝑙 and dim ker 𝐴 ≤ dim ker𝐷 ≤ dim ker 𝐴 + 𝑙.

Proof. Since the rank coincides with the number of linearly independent columns,
the first conclusion is trivial. The second conclusion follows immediately from the
first conclusion with the rank-nullity theorem: letting 𝑘 be the number of columns
in 𝐴,

rank𝐷 + dim ker𝐷 = 𝑘 + 𝑙 and rank 𝐴 + dim ker 𝐴 = 𝑘. □

The following is a generalization of Lemma 3.1 of [19] to persistent Betti
numbers as well as an analogous result of Lemma 2.11 in [18], where they consider
filtrations of simplicial complexes.

Proposition 4.1.3. Let X = {𝑋 (𝑡)}𝑡≥0 and Y = {𝑌 (𝑡)}𝑡≥0 be bounded cubical
filtrations in R𝑑 with 𝑋 (𝑡) ⊂ 𝑌 (𝑡) for every 𝑡 ≥ 0. Fix an integer 0 ≤ 𝑞 < 𝑑 and
0 ≤ 𝑠 ≤ 𝑡 < ∞. Then,

|𝛽Y𝑞 (𝑠, 𝑡) − 𝛽X𝑞 (𝑠, 𝑡) | ≤ #(K𝑑
𝑞 (𝑌 (𝑠)) \ K𝑑

𝑞 (𝑋 (𝑠))) + #(K𝑑
𝑞+1(𝑌 (𝑡)) \ K

𝑑
𝑞+1(𝑋 (𝑡))).

(4.1.2)

Proof. From (2.1.1),

𝛽Y𝑞 (𝑠, 𝑡) − 𝛽X𝑞 (𝑠, 𝑡) = {dim(𝑍𝑞 (𝑌 (𝑠))) − dim(𝑍𝑞 (𝑌 (𝑠)) ∩ 𝐵𝑞 (𝑌 (𝑡)))}
− {dim(𝑍𝑞 (𝑋 (𝑠))) − dim(𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡)))}

= dim
(
𝑍𝑞 (𝑌 (𝑠))
𝑍𝑞 (𝑋 (𝑠))

)
− dim

(
𝑍𝑞 (𝑌 (𝑠)) ∩ 𝐵𝑞 (𝑌 (𝑡))
𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡))

)
.

Since

dim
(
𝑍𝑞 (𝑌 (𝑠)) ∩ 𝐵𝑞 (𝑌 (𝑡))
𝑍𝑞 (𝑋 (𝑠)) ∩ 𝐵𝑞 (𝑋 (𝑡))

)
≤ dim

(
𝑍𝑞 (𝑌 (𝑠))
𝑍𝑞 (𝑋 (𝑠))

)
+ dim

(
𝐵𝑞 (𝑌 (𝑡))
𝐵𝑞 (𝑋 (𝑡))

)
from an elementary calculation, we obtain

|𝛽Y𝑞 (𝑠, 𝑡) − 𝛽X𝑞 (𝑠, 𝑡) | ≤ dim
(
𝑍𝑞 (𝑌 (𝑠))
𝑍𝑞 (𝑋 (𝑠))

)
+ dim

(
𝐵𝑞 (𝑌 (𝑡))
𝐵𝑞 (𝑋 (𝑡))

)
.
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Using Lemma 4.1.2, we have

dim
(
𝑍𝑞 (𝑌 (𝑠))
𝑍𝑞 (𝑋 (𝑠))

)
= dim ker 𝜕𝑌 (𝑠)𝑞 − dim ker 𝜕𝑋 (𝑠)𝑞 ≤ #(K𝑑

𝑞 (𝑌 (𝑠)) \ K𝑑
𝑞 (𝑋 (𝑠)))

and

dim
(
𝐵𝑞 (𝑌 (𝑡))
𝐵𝑞 (𝑋 (𝑡))

)
= rank 𝜕𝑌 (𝑡)𝑞+1 − rank 𝜕𝑋 (𝑡)𝑞+1 ≤ #(K𝑑

𝑞+1(𝑌 (𝑡)) \ K
𝑑
𝑞+1(𝑋 (𝑡))).

Combining the above estimates, the conclusion follows. □

The following is useful when we estimate the right-hand sides of (4.1.1)
and (4.1.2). This is an easy consequence of the fact that each elementary 𝑑-
cube contains exactly

(𝑑
𝑞

)
2𝑑−𝑞 number of elementary 𝑞-cubes for each integer

0 ≤ 𝑞 ≤ 𝑑.

Lemma 4.1.4 ([19, Lemma 3.2]). Let 𝑋 and 𝑌 be bounded cubical sets with
𝑋 ⊂ 𝑌 . Fix an integer 0 ≤ 𝑞 ≤ 𝑑. Suppose that the subset 𝑌 \ 𝑋 ⊂ R𝑑 is covered
by 𝑣 number of elementary 𝑑-cubes. Then, #(K𝑑

𝑞 (𝑌 ) \ K𝑑
𝑞 (𝑋)) ≤

(𝑑
𝑞

)
2𝑑−𝑞𝑣. In

particular, #(K𝑑
𝑞 (𝑌 ) \ K𝑑

𝑞 (𝑋)) ≤ #(K𝑑 (𝑌 ) \ K𝑑 (𝑋)) ≤ 3𝑑𝑣.

4.2 Proofs of Theorems 1.2.1 and 1.2.8
In this section, let X = {𝑋 (𝑡)}𝑡≥0 be a random cubical filtration in R𝑑 satisfying
Assumptions 2.1.6 and 2.1.7. We fix an integer 0 ≤ 𝑞 < 𝑑 and a finite family
{(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 ≤ 𝑡𝑖 < ∞, and write 𝑆𝑛 = (𝛽X𝑛

𝑞 (𝑠1, 𝑡1), . . . , 𝛽X
𝑛

𝑞 (𝑠ℎ, 𝑡ℎ)) for
each 𝑛 ∈ N. We herein prove Theorems 1.2.1 and 1.2.8 by applying Corollary 3.1.7.

Proofs of Theorems 1.2.1 and 1.2.8. By the Cauchy–Schwarz inequality, we have

|Λ𝑛 |−1 logE[exp(⟨𝜆, 𝑆𝑛⟩Rℎ)] ≤ |Λ𝑛 |−1 logE
[
exp

(
∥𝜆∥Rℎ

( ℎ∑
𝑖=1

𝛽X
𝑛

𝑞 (𝑠𝑖, 𝑡𝑖)2
)1/2)]

≤
√
ℎ∥𝜆∥Rℎ

#K𝑑
𝑞 (Λ𝑛)
|Λ𝑛 |

≤ 3𝑑
√
ℎ∥𝜆∥Rℎ

for any 𝜆 = (𝜆1, . . . , 𝜆ℎ) ∈ Rℎ. Here, the second inequality follows from Propo-
sition 4.1.1. For the third inequality, we used Lemma 4.1.4. In order to apply
Corollary 3.1.7 to {𝑆𝑛}𝑛∈N, we additionally require the exponential regularity and
exponentially near additivity of {𝑆𝑛}𝑛∈N.
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We first show the exponential regularity of {𝑆𝑛}𝑛∈N. Let 𝑘 ∈ N be fixed, and
let 𝑚𝑛 be the unique integer satisfying (2𝑚𝑛 + 1)𝑘 ≤ 𝑛 < (2𝑚𝑛 + 3)𝑘 for each
𝑛 ∈ N. From Proposition 4.1.3 and Lemma 4.1.4, it holds that

𝑆𝑛 − 𝑆(2𝑚𝑛+1)𝑘




Rℎ

=

( ℎ∑
𝑖=1

{
𝛽X

𝑛

𝑞 (𝑠𝑖, 𝑡𝑖) − 𝛽X
(2𝑚𝑛+1)𝑘

𝑞 (𝑠𝑖, 𝑡𝑖)
}2

)1/2

≤
( ℎ∑
𝑖=1

{
#(K𝑑

𝑞 (𝑋𝑛 (𝑠𝑖)) \ K𝑑
𝑞 (𝑋 (2𝑚𝑛+1)𝑘 (𝑠𝑖)))

+ #(K𝑑
𝑞+1(𝑋

𝑛 (𝑡𝑖)) \ K𝑑
𝑞+1(𝑋

(2𝑚𝑛+1)𝑘 (𝑡𝑖)))
}2

)1/2

≤
√
ℎ

{(
𝑑

𝑞

)
2𝑑−𝑞 +

(
𝑑

𝑞 + 1

)
2𝑑−(𝑞+1)

}
( |Λ𝑛 | − |Λ(2𝑚𝑛+1)𝑘 |)

≤ 3𝑑
√
ℎ(|Λ𝑛 | − |Λ(2𝑚𝑛+1)𝑘 |).

Therefore, we obtain

|Λ𝑛 |−1

𝑆𝑛 − 𝑆(2𝑚𝑛+1)𝑘



Rℎ
≤ 3𝑑
√
ℎ{1 − ((2𝑚𝑛 + 1)𝑘/𝑛)𝑑}.

The right-hand side of the above inequality converges to zero as 𝑛 → ∞, which
immediately implies the exponential regularity of {𝑆𝑛}𝑛∈N.

We turn to prove the exponentially near additivity of {𝑆𝑛}𝑛∈N. We take the
integer 𝑅 ≥ 0 as in Assumption 2.1.7, and choose an integer 𝑟 such that 2𝑟 > 𝑅.
For each 𝑛 ∈ N and 𝑧 ∈ Z𝑑 , define

Λ𝑛,𝑧 B 2(𝑛 + 𝑟)𝑧 + Λ𝑛, X𝑛,𝑧 B {𝑋 (𝑡) ∩ Λ𝑛,𝑧}𝑡≥0,

and

𝑆𝑛,𝑧 B (𝛽X𝑛,𝑧

𝑞 (𝑠1, 𝑡1), . . . , 𝛽X
𝑛,𝑧

𝑞 (𝑠ℎ, 𝑡ℎ)).

Note that 𝑑max(Λ𝑛,𝑧,Λ𝑛,𝑧
′) ≥ 2𝑟 > 𝑅 for any distinct 𝑧, 𝑧′ ∈ Z𝑑 . Therefore,

{𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies of 𝑆𝑛 for every 𝑛 ∈ N from Assumptions 2.1.6
and 2.1.7. For each 𝑘, 𝑚 ∈ N, we also define

Λ̃(2𝑚+1)𝑘 B
⊔

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
Λ𝑘−𝑟,𝑧 and X̃(2𝑚+1)𝑘 B {𝑋 (𝑡) ∩ Λ̃(2𝑚+1)𝑘 }𝑡≥0.

Since Λ̃(2𝑚+1)𝑘 is a disjoint union of Λ𝑘−𝑟,𝑧’s, we have

𝛽X̃
(2𝑚+1)𝑘

𝑞 (𝑠𝑖, 𝑡𝑖) =
∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
𝛽X

𝑘−𝑟 ,𝑧
𝑞 (𝑠𝑖, 𝑡𝑖)
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for every 𝑖 = 1, 2, . . . , ℎ. Therefore, again from Proposition 4.1.3 and Lemma 4.1.4,
it follows that



𝑆(2𝑚+1)𝑘 − ∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
𝑆𝑘−𝑟,𝑧






Rℎ

=



(𝛽X(2𝑚+1)𝑘𝑞 (𝑠1, 𝑡1), . . . , 𝛽X

(2𝑚+1)𝑘
𝑞 (𝑠ℎ, 𝑡ℎ))

− (𝛽X̃(2𝑚+1)𝑘𝑞 (𝑠1, 𝑡1), . . . , 𝛽X̃
(2𝑚+1)𝑘

𝑞 (𝑠ℎ, 𝑡ℎ))




Rℎ

=

( ℎ∑
𝑖=1

{
𝛽X
(2𝑚+1)𝑘

𝑞 (𝑠𝑖, 𝑡𝑖) − 𝛽X̃
(2𝑚+1)𝑘

𝑞 (𝑠𝑖, 𝑡𝑖)
}2

)1/2

≤
√
ℎ

{(
𝑑

𝑞

)
2𝑑−𝑞 +

(
𝑑

𝑞 + 1

)
2𝑑−(𝑞+1)

}
( |Λ(2𝑚+1)𝑘 | − |Λ̃(2𝑚+1)𝑘 |)

≤ 3𝑑
√
ℎ(|Λ(2𝑚+1)𝑘 | − |Λ̃(2𝑚+1)𝑘 |).

Therefore, we obtain

|Λ(2𝑚+1)𝑘 |−1




𝑆(2𝑚+1)𝑘 − ∑

𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑
𝑆𝑘−𝑟,𝑧






Rℎ
≤ 3𝑑
√
ℎ

(
1 − |Λ̃

(2𝑚+1)𝑘 |
|Λ(2𝑚+1)𝑘 |

)
≤ 3𝑑
√
ℎ

(
1 −

(
1 − 𝑟

𝑘

)𝑑)
.

Since the right-hand side of the above inequality converges to zero as 𝑘 →∞, the
exponentially near additivity of {𝑆𝑛}𝑛∈N follows.

Consequently, applying Corollary 3.1.7 with 𝑆𝑛 = (𝛽X𝑛

𝑞 (𝑠1, 𝑡1), . . . , 𝛽X
𝑛

𝑞 (𝑠ℎ, 𝑡ℎ)),
we complete the proofs of both Theorems 1.2.1 and 1.2.8. □
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Chapter 5

Limit theorems of persistence
diagrams

In this chapter, we prove Theorems 1.2.5 and 1.2.9. In Section 5.1, we briefly
describe a method of lifting the strong law of large numbers for persistent Betti
numbers to persistence diagrams, developed in [18]. Moreover, we develop a
general method of lifting an LDP for the tuples of persistent Betti numbers to
persistence diagrams (Theorem 5.1.2). Applying those methods, we prove The-
orems 1.2.5 and 1.2.9 in Section 5.2. The proof of Theorem 5.1.2 is deferred to
Section 5.3.

5.1 Statement of result
Before proceeding to our LDP result, we introduce a method of lifting the strong law
of large numbers for persistent Betti numbers to persistence diagrams, developed
in [18, Section 3 and Appendix A]. The following theorem is immediately obtained
by combining [18, Proposition 3.4] and [18, Corollary A.3] together with the
inclusion-exclusion principle.

Theorem 5.1.1. Let {𝜉𝑛}𝑛∈N be anM(Δ)-valued process. Assume that E[𝜉𝑛] ∈
M(Δ) for all 𝑛 ∈ N and that for any 0 ≤ 𝑠 < 𝑡 < ∞, the limit

𝑐𝑠,𝑡 B lim
𝑛→∞
E[𝜉𝑛 ( [0, 𝑠] × (𝑡,∞])]

exists in [0,∞). Then, there exists a Radon measure 𝜉 ∈ M(Δ) such that E[𝜉𝑛]
converges vaguely to 𝜉 as 𝑛→∞. Assume further that for any 0 ≤ 𝑠 < 𝑡 < ∞,

𝜉𝑛 ( [0, 𝑠] × (𝑡,∞]) → 𝑐𝑠,𝑡 almost surely as 𝑛→∞.

Then, 𝜉𝑛 converges vaguely to 𝜉 almost surely as 𝑛→∞.
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Next, we state our LDP result, which is useful to lift an LDP for the tuples of
persistent Betti numbers to persistence diagrams. In what follows in this section,
let {𝑎𝑛}𝑛∈N be a sequence of positive numbers tending to infinity as 𝑛→ ∞. The
following is the main result in this section.

Theorem 5.1.2. Let {𝜉𝑛}𝑛∈N be anM(Δ)-valued process. Assume that

sup
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛𝜆𝜉𝑛 (Δ))] < ∞ (5.1.1)

for any 𝜆 > 0. Assume further that for any finite family P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with
0 ≤ 𝑠𝑖 < 𝑡𝑖 < ∞, the Rℎ-valued process

{(𝜉𝑛 ( [0, 𝑠1] × (𝑡1,∞]), 𝜉𝑛 ([0, 𝑠2] × (𝑡2,∞]), . . . , 𝜉𝑛 ( [0, 𝑠ℎ] × (𝑡ℎ,∞]))}𝑛∈N

satisfies the LDP with a speed 𝑎𝑛 and a good rate function 𝐼P : Rℎ → [0,∞].
Then, the M(Δ)-valued process {𝜉𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and
a good rate function 𝐼 : M(Δ) → [0,∞]. Furthermore, the following statements
hold.

(1) Suppose that there exists a constant 𝐾 > 0 such that 𝜉𝑛 (Δ) ≤ 𝐾 for all
𝑛 ∈ N. If 𝐼P has a unique zero point for each finite family P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1
with 0 ≤ 𝑠𝑖 < 𝑡𝑖 < ∞, then so does 𝐼.

(2) If 𝐼P is convex for each finite family P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 < 𝑡𝑖 < ∞,
then for every 𝑓 ∈ 𝐶𝑐 (Δ), the limit

𝜑( 𝑓 ) B lim
𝑛→∞

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

∫
Δ
𝑓 𝑑𝜉𝑛

)]
exists in R, and it holds that

𝐼 (𝜉) = sup
𝑓 ∈𝐶𝑐 (Δ)

{∫
Δ
𝑓 𝑑𝜉 − 𝜑( 𝑓 )

}
for any 𝜉 ∈ M(Δ).

5.2 Proofs of Theorems 1.2.5 and 1.2.9
In this section, we apply Theorems 5.1.1 and 5.1.2 to prove Theorems 1.2.5
and 1.2.9, respectively.
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Proof of Theorem 1.2.5. Note first that 𝜉X𝑛

𝑞 ( [0, 𝑠] × (𝑡,∞]) = 𝛽X
𝑛

𝑞 (𝑠, 𝑡) for every
0 ≤ 𝑠 ≤ 𝑡 < ∞ from Theorem 2.1.3. Therefore, Theorem 1.2.1 implies that for
any 0 ≤ 𝑠 < 𝑡 < ∞,

lim
𝑛→∞

E[𝜉X𝑛

𝑞 ([0, 𝑠] × (𝑡,∞])]
|Λ𝑛 | = 𝛽𝑞 (𝑠, 𝑡)

and
𝜉X

𝑛

𝑞 ([0, 𝑠] × (𝑡,∞])
|Λ𝑛 | → 𝛽𝑞 (𝑠, 𝑡) almost surely as 𝑛→∞.

Note also that E[𝜉X𝑛

𝑞 ]/|Λ𝑛 | ∈ M(Δ). Therefore, applying Theorem 5.1.1 with
𝜉𝑛 = 𝜉X

𝑛

𝑞 /|Λ𝑛 | and 𝑎𝑛 = |Λ𝑛 |, we obtain the conclusion. □

Proof of Theorem 1.2.9. We fix a finite family P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 < 𝑡𝑖 <
∞. Since 𝜉X𝑛

𝑞 ([0, 𝑠] × (𝑡,∞]) = 𝛽X
𝑛

𝑞 (𝑠, 𝑡) from Theorem 2.1.3, it follows from
Theorem 1.2.8 that the Rℎ-valued process{(
𝜉X

𝑛

𝑞 ([0, 𝑠1] × (𝑡1,∞])
|Λ𝑛 | ,

𝜉X
𝑛

𝑞 ([0, 𝑠2] × (𝑡2,∞])
|Λ𝑛 | , . . . ,

𝜉X
𝑛

𝑞 ([0, 𝑠ℎ] × (𝑡ℎ,∞])
|Λ𝑛 |

)}
𝑛∈N

satisfies the LDP with a speed |Λ𝑛 | and a good convex rate function that has a
unique zero point. Furthermore, combining (1.2.3) and Lemma 4.1.4, we have
𝜉X

𝑛

𝑞 (Δ) ≤ #K𝑑
𝑞 (Λ𝑛) ≤ 3𝑑 |Λ𝑛 |. Therefore, (5.1.1) with 𝜉𝑛 = 𝜉X

𝑛

𝑞 /|Λ𝑛 | and 𝑎𝑛 =
|Λ𝑛 | is satisfied for any 𝜆 > 0. Consequently, Theorem 5.1.2 implies that the
M(Δ)-valued process {𝜉X𝑛

𝑞 /|Λ𝑛 |}𝑛∈N satisfies the LDP with a speed |Λ𝑛 | and a
good convex rate function 𝐼𝑞, defined in (1.2.6), that has a unique zero point.
Furthermore, the unique zero point of 𝐼𝑞 must be 𝜉𝑞 in Theorem 1.2.5. □

5.3 Proof of Theorem 5.1.2
In this section, we will prove Theorem 5.1.2. We first introduce the notion
of histogram of a given measure 𝜉 ∈ M(Δ), which is useful for the proof of
Theorem 5.1.2. For 𝑙 ∈ N, let I𝑙 be the set of all disjoint rectangular regions 𝐼 of
the form either

𝐼 =

[
0,

1
2𝑙+1

]
×

(
𝑗 − 1
2𝑙+1

,
𝑗

2𝑙+1

]
for 𝑗 ∈ N with 3 ≤ 𝑗 ≤ 𝑙 · 2𝑙+1 (5.3.1)

or

𝐼 =

(
𝑖 − 1
2𝑙+1

,
𝑖

2𝑙+1

]
×

(
𝑗 − 1
2𝑙+1

,
𝑗

2𝑙+1

]
for (𝑖, 𝑗) ∈ N2 with 2 ≤ 𝑖 ≤ 𝑗 ≤ 𝑙 · 2𝑙+1 and 𝑗 − 𝑖 ≥ 2. (5.3.2)
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Given 𝐼 ∈ ⋃∞
𝑙=1 I𝑙 , we denote by LR(𝐼), UR(𝐼), UL(𝐼), and LL(𝐼) the lower-right,

upper-right, upper-left, and lower-left corners of 𝐼, respectively. Note that every
𝐼 ∈ ⋃∞

𝑙=1 I𝑙 is a relatively compact set in Δ since LR(𝐼) ∈ Δ. Therefore, for any
𝜉 ∈ M(Δ) and 𝐼 ∈ I𝑙 , it holds that 𝜉 (𝐼) < ∞. Note also that

∞⋃
𝑙=1

⋃
𝐼∈I𝑙

𝐼 = Δ. (5.3.3)

Given 𝜉 ∈ M(Δ) and 𝑙 ∈ N, we define the histogram of 𝜉 with fineness degree 𝑙 by

HIST𝑙 (𝜉) B (𝜉 (𝐼))𝐼∈I𝑙 ∈ RI𝑙 .

Lemma 5.3.1. Let {𝜉𝑛}𝑛∈N be anM(Δ)-valued process, and let 𝑙 ∈ N be fixed.
Assume that for any finite family P = {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 < 𝑡𝑖 < ∞, the
Rℎ-valued process

{(𝜉𝑛 ( [0, 𝑠1] × (𝑡1,∞]), 𝜉𝑛 ([0, 𝑠2] × (𝑡2,∞]), . . . , 𝜉𝑛 ( [0, 𝑠ℎ] × (𝑡ℎ,∞]))}𝑛∈N
satisfies the LDP with a speed 𝑎𝑛 and a good rate function 𝐼P : Rℎ → [0,∞].
Then, the RI𝑙 -valued process {HIST𝑙 (𝜉𝑛)}𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and a good rate function 𝐼𝑙 : RI𝑙 → [0,∞]. Furthermore, the following statements
hold.

(1) If 𝐼P has a unique zero point for each finite family {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 <
𝑡𝑖 < ∞, then so does 𝐼𝑙 .

(2) Suppose that 𝐼P is convex for each finite family {(𝑠𝑖, 𝑡𝑖)}ℎ𝑖=1 with 0 ≤ 𝑠𝑖 <
𝑡𝑖 < ∞, and also that

sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

∑
𝐼∈I𝑙

𝜆𝐼𝜉
𝑛 (𝐼)

)]
< ∞

for any 𝜆 = (𝜆𝐼)𝐼∈I𝑙 ∈ RI𝑙 . Then, for every 𝜆 = (𝜆𝐼)𝐼∈I𝑙 ∈ RI𝑙 , the limit

𝜑𝑙 (𝜆) B lim
𝑛→∞

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

∑
𝐼∈I𝑙

𝜆𝐼𝜉
𝑛 (𝐼)

)]
exists in R, and 𝐼 = 𝜑∗𝑙 holds.

Proof. Set P𝑙 =
⋃
𝐼∈I𝑙 {LR(𝐼), UR(𝐼), UL(𝐼), LL(𝐼)}. We define a linear map

𝐹𝑙 : RP𝑙 → RI𝑙 by

(𝐹𝑙 (𝛽)) (𝐼)

B

{
𝛽(LR(𝐼)) − 𝛽(UR(𝐼)) if 𝐼 is of the form (5.3.1),
𝛽(LR(𝐼)) − 𝛽(UR(𝐼)) + 𝛽(UL(𝐼)) − 𝛽(LL(𝐼)) if 𝐼 is of the form (5.3.2)
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for any 𝛽 = (𝛽(𝑝))𝑝∈P𝑙 ∈ RP𝑙 and 𝐼 ∈ I𝑙 . Note that 𝐹𝑙 is continuous. Now, for
𝑝 = (𝑠, 𝑡) ∈ R2 with 0 ≤ 𝑠 ≤ 𝑡 < ∞, we write 𝛽𝑛 (𝑝) = 𝜉𝑛 ([0, 𝑠] × (𝑡,∞]) for
convenience. Then, by the inclusion-exclusion principle, we have

HIST𝑙 (𝜉𝑛) = 𝐹𝑙 ((𝛽𝑛 (𝑝))𝑝∈P𝑙 ).

Since the RP𝑙 -valued process {(𝛽𝑛 (𝑝))𝑝∈P𝑙 }𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and a good rate function 𝐼P𝑙 from the assumption, it follows from Theorem B.0.1
that the RI𝑙 -valued process {HIST𝑙 (𝜉𝑛)}𝑛∈N also satisfies the LDP with a speed 𝑎𝑛
and a good rate function 𝐼𝑙 : RI𝑙 → [0,∞] defined by

𝐼𝑙 (𝐻) B inf
𝛽∈𝐹−1

𝑙
({𝐻})

𝐼P𝑙 (𝛽)

for any 𝐻 ∈ RI𝑙 . Statement (1) follows immediately from Remark B.0.2 (1).
Furthermore, combining Remark B.0.2 (2) with Theorem 3.2.2 (with a speed 𝑎𝑛
instead of |Λ𝑛 |) yields Statement (2). □

Next, we prove the following lemma using the technique of exponentially good
approximation (see Appendix B). In what follows, for 𝜉 ∈ M(Δ) and 𝑓 ∈ 𝐶𝑐 (Δ),
we write 𝜉 𝑓 =

∫
Δ
𝑓 𝑑𝜉 ∈ R for simplicity.

Lemma 5.3.2. Let {𝜉𝑛}𝑛∈N be an M(Δ)-valued process, and let 𝑚 ∈ N and
𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ) be fixed. Assume that (5.1.1) holds for any 𝜆 > 0. Assume
further that for each fixed 𝑙 ∈ N, the RI𝑙 -valued process {HIST𝑙 (𝜉𝑛)}𝑛∈N satisfies
the LDP with a speed 𝑎𝑛 and a good rate function 𝐼𝑙 : RI𝑙 → [0,∞]. Then, the
R𝑚-valued process {(𝜉𝑛 𝑓1, 𝜉𝑛 𝑓2, . . . , 𝜉𝑛 𝑓𝑚)}𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and a good rate function 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 : R𝑚 → [0,∞]. Furthermore, the following
statements hold.

(1) Suppose that there exists 𝐾 > 0 such that 𝜉𝑛 (Δ) ≤ 𝐾 for all 𝑛 ∈ N. If 𝐼𝑙 has
a unique zero point for each 𝑙 ∈ N, then so does 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 .

(2) If 𝐼𝑙 is convex for each 𝑙 ∈ N, then for every 𝜆 = (𝜆 𝑗 )𝑚𝑗=1 ∈ R
𝑚, the limit

𝜑 𝑓1, 𝑓2,..., 𝑓𝑚 (𝜆) B lim
𝑛→∞

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

𝑚∑
𝑗=1
𝜆 𝑗 (𝜉𝑛 𝑓 𝑗 )

)]
exists in R, and 𝐼 = 𝜑∗𝑓1, 𝑓2,..., 𝑓𝑚 holds.

Proof. We first note that (5.1.1) implies that {𝜉𝑛 (Δ)}𝑛∈N is exponentially tight
with a speed 𝑎𝑛. Indeed, for any 𝐾 ≥ 0, the Markov inequality after multiplying
𝑎𝑛 and exponentiating yields

𝑎−1
𝑛 logP(𝜉𝑛 (Δ) > 𝐾) ≤ 𝑎−1

𝑛 log
E[exp(𝑎𝑛𝜉𝑛 (Δ))]

exp(𝑎𝑛𝐾)
= 𝑎−1

𝑛 logE[exp(𝑎𝑛𝜉𝑛 (Δ))]−𝐾,
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which immediately implies the exponential tightness of {𝜉𝑛 (Δ)}𝑛∈N with a speed
𝑎𝑛.

Now, for 𝑖 ∈ {1, 2, . . . , 𝑚} and 𝑙 ∈ N, define a piecewise constant function
𝑓 (𝑙)𝑖 : Δ→ R by

𝑓 (𝑙)𝑖 B
∑
𝐼∈I𝑙

𝑓𝑖 (UR(𝐼))1l𝐼 .

For each 𝑛 ∈ N and 𝑙 ∈ N, we set

𝑍𝑛 = (𝜉𝑛 𝑓1, 𝜉𝑛 𝑓2, . . . , 𝜉𝑛 𝑓𝑚) and 𝑍𝑛,𝑙 = (𝜉𝑛 𝑓 (𝑙)1 , 𝜉𝑛 𝑓 (𝑙)2 , . . . , 𝜉𝑛 𝑓 (𝑙)𝑚 ).

In order to apply Theorem B.0.4, we first show that {𝑍𝑛,𝑙}𝑛,𝑙∈N is an exponentially
good approximation of {𝑍𝑛}𝑛∈N with a speed 𝑎𝑛. Let 𝛿 > 0 and 𝛼 > 0. By the
exponential tightness of {𝜉𝑛 (Δ)}𝑛∈N with a speed 𝑎𝑛, there exists a constant 𝐾 > 0
such that

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝜉𝑛 (Δ) > 𝐾) ≤ −𝛼. (5.3.4)

Since 𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ) are uniformly continuous, we can take 𝜌 > 0 such
that

| 𝑓𝑖 (𝑥) − 𝑓𝑖 (𝑦) | ≤
𝛿
√
𝑚𝐾

for any 𝑖 ∈ {1, 2, . . . , 𝑚} and 𝑥, 𝑦 ∈ Δ with 𝑑Δ(𝑥, 𝑦) < 𝜌. Here, 𝑑Δ is a metric
that induces the topology on Δ. Noting that (5.3.3) and the compactness of⋃𝑚
𝑖=1 supp( 𝑓𝑖), choose 𝐿 ∈ N so that

𝑚⋃
𝑖=1

supp( 𝑓𝑖) ⊂
⋃
𝐼∈I𝐿

𝐼 and max
𝐼∈I𝐿

𝐼∩⋃𝑚
𝑖=1 supp( 𝑓𝑖)≠∅

diamΔ(𝐼) < 𝜌.

Then, for 𝑙 ≥ 𝐿 and 𝑖 ∈ {1, 2, . . . , 𝑚},

sup
𝑥∈Δ
| 𝑓𝑖 (𝑥) − 𝑓 (𝑙)𝑖 (𝑥) | = sup

𝑥∈⋃𝐼∈I𝐿 𝐼
| 𝑓𝑖 (𝑥) − 𝑓 (𝑙)𝑖 (𝑥) |

= max
𝐼∈I𝐿

𝐼∩⋃𝑚
𝑖=1 supp( 𝑓𝑖)≠∅

max
𝐽∈I𝑙
𝐽⊂𝐼

sup
𝑥∈𝐽
| 𝑓𝑖 (𝑥) − 𝑓 (𝑙)𝑖 (𝑥) |

= max
𝐼∈I𝐿

𝐼∩⋃𝑚
𝑖=1 supp( 𝑓𝑖)≠∅

max
𝐽∈I𝑙
𝐽⊂𝐼

sup
𝑥∈𝐽
| 𝑓𝑖 (𝑥) − 𝑓𝑖 (UR(𝐽)) |

≤ 𝛿
√
𝑚𝐾

.

Therefore, for 𝑙 ≥ 𝐿,

∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 ≤
(
𝑚∑
𝑖=1

(∫
Δ
| 𝑓𝑖 − 𝑓 (𝑙)𝑖 | 𝑑𝜉

𝑛

)2
)1/2

≤ 𝜉
𝑛 (Δ)
𝐾

𝛿,
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which implies that

lim sup
𝑛→∞

𝑎−1
𝑛 logP(∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 > 𝛿) ≤ lim sup

𝑛→∞
𝑎−1
𝑛 logP(𝜉𝑛 (Δ) > 𝐾) ≤ −𝛼.

Thus, we obtain

lim sup
𝑙→∞

lim sup
𝑛→∞

𝑎−1
𝑛 logP(∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 > 𝛿) ≤ −𝛼.

Since 𝛼 > 0 is arbitrary,

lim sup
𝑙→∞

lim sup
𝑛→∞

𝑎−1
𝑛 logP(∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 > 𝛿) = −∞, (5.3.5)

which means that {𝑍𝑛,𝑙}𝑛,𝑙∈N is an exponentially good approximation of {𝑍𝑛}𝑛∈N
with a speed 𝑎𝑛.

Next, we fix 𝑙 ∈ N, and prove that the R𝑚-valued process {𝑍𝑛,𝑙}𝑛∈N satisfies
the LDP with a speed 𝑎𝑛 and a rate function. For each 𝑖 ∈ {1, 2, . . . , 𝑚}, we define
a linear map 𝐺 (𝑙)𝑖 : RI𝑙 → R by

𝐺 (𝑙)𝑖 (𝐻) B
∑
𝐼∈I𝑙

𝑓𝑖 (UR(𝐼))𝐻 (𝐼)

for any 𝐻 = (𝐻 (𝐼))𝐼∈I𝑙 ∈ RI𝑙 , and also define a linear map 𝐺 (𝑙) : RI𝑙 → R𝑚 by

𝐺 (𝑙) B (𝐺 (𝑙)1 , 𝐺
(𝑙)
2 , . . . , 𝐺

(𝑙)
𝑚 ).

Since
𝐺 (𝑙)𝑖 (HIST𝑙 (𝜉𝑛)) =

∑
𝐼∈I𝑙

𝑓𝑖 (UR(𝐼))𝜉𝑛 (𝐼) = 𝜉𝑛 𝑓 (𝑙)𝑖

for all 𝑖 ∈ {1, 2, . . . , 𝑚}, we have 𝐺 (𝑙) (HIST𝑙 (𝜉𝑛)) = 𝑍𝑛,𝑙 . Therefore, it follows
from the assumption and Theorem B.0.1 that {𝑍𝑛,𝑙}𝑛∈N satisfies the LDP with a
speed 𝑎𝑛 and a good rate function.

Furthermore, since |𝜉𝑛 𝑓𝑖 | ≤ (sup𝑥∈Δ | 𝑓𝑖 (𝑥) |)𝜉𝑛 (Δ), the exponential tightness
of {𝑍𝑛}𝑛∈N with a speed 𝑎𝑛 follows immediately from that of {𝜉𝑛 (Δ)}𝑛∈N. Thus,
by Theorem B.0.4, the R𝑚-valued process {𝑍𝑛}𝑛∈N satisfies the LDP with a speed
𝑎𝑛 and a good rate function.

For Statement (1), suppose that there exists 𝐾 > 0 such that 𝜉𝑛 (Δ) ≤ 𝐾 for
all 𝑛 ∈ N. Then, we can replace 𝛼 in (5.3.4) to ∞. Hence, instead of (5.3.5), we
obtain

lim sup
𝑛→∞

𝑎−1
𝑛 logP(∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 > 𝛿) = −∞

for any 𝑙 ≥ 𝐿. Therefore, the conclusion follows from Remark B.0.5 (1).
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Lastly, we prove Statement (2). By the Cauchy–Schwarz inequality,

sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

𝑚∑
𝑗=1
𝜆 𝑗 (𝜉𝑛 𝑓 𝑗 )

)]
≤ sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛∥𝜆∥R𝑚

( 𝑚∑
𝑗=1
(𝜉𝑛 𝑓 𝑗 )2

)1/2)]
≤ sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛∥𝜆∥R𝑚

( 𝑚∑
𝑗=1

sup
𝑥∈Δ

𝑓 𝑗 (𝑥)2
)1/2

𝜉𝑛 (Δ)
)]

for 𝜆 = (𝜆 𝑗 )𝑚𝑗=1 ∈ R
𝑚. The right-hand side of the above inequality is finite

by (5.1.1). Thus, combining Remark B.0.5 (2) with Theorem 3.2.2 (with a speed
𝑎𝑛 instead of |Λ𝑛 |) yields Statement (2). □

Finally, we prove Theorem 5.1.2 using Theorem C.0.3, which is a general
statement to ensure an LDP for random measures (see Appendix C).

Proof of Theorem 5.1.2. Combining Lemmas 5.3.1 and 5.3.2, we conclude that
the R𝑚-valued process {(𝜉𝑛 𝑓1, 𝜉𝑛 𝑓2, . . . , 𝜉𝑛 𝑓𝑚)}𝑛∈N satisfies the LDP with a speed
𝑎𝑛 and a good rate function for any 𝑚 ∈ N and 𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ). Therefore,
Theorem C.0.3 implies that theM(Δ)-valued process {𝜉𝑛}𝑛∈N satisfies the LDP
with a speed 𝑎𝑛 and a good rate function.

For Statement (1), suppose that there exists 𝐾 > 0 such that 𝜉𝑛 (Δ) ≤ 𝐾 for
all 𝑛 ∈ N. Then, the conclusion is an immediate consequence of combining
Statements (1) of Lemmas 5.3.1 and 5.3.2 and Theorem C.0.3.

Lastly, we prove Statement (2). We first note that from (5.1.1),

sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛

∑
𝐼∈I𝑙

𝜆𝐼𝜉
𝑛 (𝐼)

)]
≤ sup
𝑛∈N

𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛 max

𝐼∈I𝑙
|𝜆𝐼 | · 𝜉𝑛 (Δ)

)]
< ∞

for any 𝜆 = (𝜆𝐼)𝐼∈I𝑙 ∈ RI𝑙 , and

sup
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛𝜉𝑛 𝑓 )] ≤ sup

𝑛∈N
𝑎−1
𝑛 logE

[
exp

(
𝑎𝑛 sup

𝑥∈Δ
| 𝑓 (𝑥) | · 𝜉𝑛 (Δ)

)]
< ∞

for any 𝑓 ∈ 𝐶𝑐 (Δ). Therefore, Statement (2) follows immediately by combining
Statements (2) of Lemmas 5.3.1 and 5.3.2 and Theorem C.0.3. □
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Chapter 6

Conclusion

In order to obtain limit theorems of persistence diagrams for random cubical
filtrations, firstly we extended the large deviation principles for regular nearly
additive process to vector valued one and applied it to persistent histograms.
Secondly, we have shown the law of large numbers and large deviation principle of
persistent Betti numbers in the framework of exponentially regular nearly additive
process. Thirdly, we have proved the law of large numbers and the large deviation
principle of persistence diagrams. For the law of large numbers we used the vague
convergence theory developed by Duy et al [18]. For the large deviation principle,
we considered the projective system of linear functionals that corresponds to the
persistence diagram as a measure and has a good approximation sequence of the
persistent histograms, using inheritance theorems such as the contraction principle
and Dowson-Gärtner theorem. In the conclusion of this thesis, we will mention
the central limit theorem of persistence diagrams and discuss future prospects of
random cubical models.

The central limit theorem of persistence diagrams is important but, still un-
proven. Recently, Fernós et al showed the central limit theorem for random walks
on CAT(0) cubical complex, that is simply connected and its vertex links are flag
[11]. Moreover, Chen and Epstein also revealed the relation between random
walks and the limit distribution of central limit theorem for the random variables
whose joint distribution is described by a set of measure [2]. From these papers,
we may need to reinterpret our results in terms of links and random walks.

As a future work, we are also interested in the large deviation principles for the
Gibbs measure. The book [28] is a good introduction to Gibbs measure. Briefly
speaking, a Gibbs measure is a canonical ensemble in statistical mechanics, and
one of the simplest examples is a product measure. While we can re-parameterize
configurations using 𝑑-dimensional lattice points 𝑥 ∈ Z𝑑 and the set of all el-
ementary cubes whose left endpoint is equal to the origin, denoted by N (See
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Appendix D) as follow;

(𝜔𝑄)𝑄∈K𝑑 = {(𝜔𝑁+𝑥)𝑁∈N }𝑥∈Z𝑑 . (6.0.1)

The right hand side of (6.0.1) looks like vector valued configurations on the lattice
points in Z𝑑 . Therefore, considering the proper function which corresponding to
the potential, our result may extend to Gibbs measures since our model looks like
a special case of them.

There is also another extension of our model using a mixing condition. Let 𝐾
be a convex compact set in R𝑑 , and {𝑋𝑖}𝑖∈N be a stationary process taking values
in 𝐾 . For each integers 0 ≤ 𝑚 < 𝑛, let

𝑆𝑚𝑛 B
1

𝑛 − 𝑚

𝑛∑
𝑖=𝑚+1

𝑋𝑖,

with 𝑆𝑛 = 𝑆0
𝑛 and 𝜇𝑛 which denotes the law of 𝑆𝑛. The following assumption can

be defined:

Assumption 6.0.1 ([8, Assumption 6.4.1]). Let ℓ be an integer. For any continuous
function 𝑓 : 𝐾 → [0, 1], there exist real numbers 𝛼(ℓ) ≥ 1, 𝛽(ℓ) ≥ 0 depending
on ℓ and 𝛾 > 0 such that

lim
ℓ→∞

𝛽(ℓ) = 0, lim sup
ℓ→∞

(𝛼(ℓ) − 1) ℓ (log ℓ)1+𝛾 < ∞,

and when ℓ and 𝑛 + 𝑚 are large enough,

E
[
𝑓 (𝑆𝑛)𝑛 𝑓 (𝑆𝑛+ℓ𝑛+𝑚+ℓ)

𝑚
]
≥ E

[
𝑓 (𝑆𝑛)𝑛

]
E

[
𝑓 (𝑆𝑚)𝑚

]
− 𝛽(ℓ)

{
E

[
𝑓 (𝑆𝑛)𝑛

]
E

[
𝑓 (𝑆𝑚)𝑚

]}1/𝛼(ℓ)
.

Replacing Theorem 2.2.10’s smoothness to this mixing assumption, we obtain
the LDP for {𝜇𝑛} with a good rate function as the Fenchel–Legendre transforma-
tion of Λ(𝜆) = lim𝑛→∞ 𝑛−1 logE[exp(𝑛⟨𝜆, 𝑆𝑛⟩)]([8, Theorem 6.4.4]). Assump-
tion 6.0.1 holds when the {𝑋𝑖}𝑖∈N is a bounded and Ψ-mixing process, which is
a more general model than ours. Moreover, there is also the LDP for quite a
general class of processes ([8, Theorem 6.4.14]). Unfortunately, our subjects fail
the conditions of these theorems.
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Appendix A

Strong law of large numbers for
strongly regular nearly additive
processes

In this chapter, we prove the strong law of large numbers under a weaker assumption
than that in Chapter 3. In what follows, let ℎ ∈ N be fixed.

Definition A.0.1. Let 𝑟 ≥ 0 be an integer. We say that an Rℎ-valued process
{𝑆𝑛}𝑛∈N is strongly 𝑟-nearly additive if there exist Rℎ-valued random variables
{𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 such that the following conditions are satisfied:

• {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies of 𝑆𝑛 for every 𝑛 ∈ N;

• it holds that

sup
𝑚∈N
|Λ(2𝑚+1)𝑘 |−1





𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ

a.s.−−−−→
𝑘→∞

0. (A.0.1)

We also say that an Rℎ-valued process {𝑆𝑛}𝑛∈N is strongly nearly additive if there
exists an integer 𝑟 ≥ 0 such that {𝑆𝑛}𝑛∈N is strongly 𝑟-nearly additive.

Definition A.0.2. We say that an Rℎ-valued process {𝑆𝑛}𝑛∈N is strongly regular
if the following property holds for each fixed 𝑘 ∈ N: if 𝑚𝑛 is taken as the unique
integer satisfying that (2𝑚𝑛 + 1)𝑘 ≤ 𝑛 < (2𝑚𝑛 + 3)𝑘 for each 𝑛 ∈ N, then

|Λ𝑛 |−1∥𝑆𝑛 − 𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ
a.s.−−−−→
𝑛→∞

0. (A.0.2)

Remark A.0.3. By a standard Borel–Cantelli argument, we can easily verify that
the exponential regularity and exponentially near additivity implies the strong
regularity and strongly near additivity, respectively.
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Theorem A.0.4. Let {𝑆𝑛}𝑛∈N be a strongly regular nearly additive Rℎ-valued pro-
cess consisting of integrable random variables. Suppose that sup𝑛∈N ∥E[𝑆𝑛]∥Rℎ/|Λ𝑛 |
< ∞. Then, the limit

𝑆 B lim
𝑛→∞

E[𝑆𝑛]
|Λ𝑛 | (A.0.3)

exists in Rℎ, and
𝑆𝑛

|Λ𝑛 | → 𝑆 almost surely as 𝑛→∞.

Proof. Since sup𝑛∈N ∥E[𝑆𝑛]∥Rℎ/|Λ𝑛 | < ∞ from the assumption, there exists an
accumulation point 𝑆 ∈ Rℎ of the sequence {E[𝑆𝑛]/|Λ𝑛 |}𝑛∈N. From the strongly
near additivity of {𝑆𝑛}𝑛∈N, we can take an integer 𝑟 ≥ 0 and Rℎ-valued random
variables {𝑆𝑛,𝑧}𝑛∈N,𝑧∈Z𝑑 such that {𝑆𝑛,𝑧}𝑧∈Z𝑑 are independent copies of 𝑆𝑛 for every
𝑛 ∈ N and

sup
𝑚∈N

1
|Λ(2𝑚+1)𝑘 |





𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ

a.s.−−−−→
𝑘→∞

0. (A.0.4)

Now, let 𝑘 ∈ N be fixed, and let 𝑚𝑛 be the unique integer satisfying that (2𝑚𝑛 +
1)𝑘 ≤ 𝑛 < (2𝑚𝑛 + 3)𝑘 for each 𝑛 ∈ N. Then, by the triangle inequality,



 𝑆𝑛|Λ𝑛 | − 𝑆



Rℎ
≤ 1
|Λ𝑛 | ∥𝑆

𝑛 − 𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ

+ |Λ
(2𝑚𝑛+1)𝑘 |
|Λ𝑛 | · 1

|Λ(2𝑚𝑛+1)𝑘 |





𝑆(2𝑚𝑛+1)𝑘 −
∑

𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑
𝑆𝑘−𝑟,𝑧






Rℎ

+ (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |
|Λ𝑛 |





 1
(2𝑚𝑛 + 1)𝑑

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
− E[𝑆

𝑘−𝑟]
|Λ𝑘−𝑟 |






Rℎ

+ (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |
|Λ𝑛 |





E[𝑆𝑘−𝑟]|Λ𝑘−𝑟 |
− 𝑆






Rℎ
+

(
1 − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 |

)
∥𝑆∥Rℎ

≤ 1
|Λ𝑛 | ∥𝑆

𝑛 − 𝑆(2𝑚𝑛+1)𝑘 ∥Rℎ

+ sup
𝑚∈N

1
|Λ(2𝑚+1)𝑘 |





𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ

+




 1
(2𝑚𝑛 + 1)𝑑

∑
𝑧∈Z𝑑∩[−𝑚𝑛,𝑚𝑛]𝑑

𝑆𝑘−𝑟,𝑧

|Λ𝑘−𝑟 |
− E[𝑆

𝑘−𝑟]
|Λ𝑘−𝑟 |






Rℎ

+




E[𝑆𝑘−𝑟]|Λ𝑘−𝑟 |

− 𝑆





Rℎ
+

(
1 − (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |

|Λ𝑛 |

)
∥𝑆∥Rℎ (A.0.5)
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for any 𝑛 ∈ N. For the second inequality, we also used (2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 | ≤
|Λ(2𝑚𝑛+1)𝑘 | ≤ |Λ𝑛 |. The first and third terms in the right-hand side of (A.0.5)
converges to zero almost surely as 𝑛 → ∞ because of the strongly regularity of
{𝑆𝑛}𝑛∈N and the strong law of large numbers, respectively. Noting also that

lim
𝑛→∞

(2𝑚𝑛 + 1)𝑑 |Λ𝑘−𝑟 |
|Λ𝑛 | =

(
1 − 𝑟

𝑘

)𝑑
,

we take 𝑛→∞ of both sides of (A.0.5) to obtain

lim sup
𝑛→∞





 𝑆𝑛|Λ𝑛 | − 𝑆



Rℎ ≤ sup
𝑚∈N

1
|Λ(2𝑚+1)𝑘 |





𝑆(2𝑚+1)𝑘 − ∑
𝑧∈Z𝑑∩[−𝑚,𝑚]𝑑

𝑆𝑘−𝑟,𝑧





Rℎ

+




E[𝑆𝑘−𝑟]|Λ𝑘−𝑟 |

− 𝑆





Rℎ
+

(
1 −

(
1 − 𝑟

𝑘

)𝑑)
∥𝑆∥Rℎ .

By letting 𝑘 → ∞ in the above inequality (choose a suitable subsequence in 𝑘 if
necessary), we conclude from (A.0.4) that 𝑆𝑛/|Λ𝑛 | converges to 𝑆 almost surely
as 𝑛 → ∞. In particular, 𝑆 is a unique accumulation point of the sequence
{E[𝑆𝑛]/|Λ𝑛 |}𝑛∈N. Finally, the uniqueness of the accumulation point 𝑆 together
with sup𝑛∈N ∥E[𝑆𝑛]∥Rℎ/|Λ𝑛 | < ∞ implies (A.0.3). □

Remark A.0.5. The weakly near additivity and weak regularity of an Rℎ-valued
process {𝑆𝑛}𝑛∈N are defined by replacing the almost sure convergence in (A.0.1)
and (A.0.2) to the convergence in probability. For a weakly regular nearly ad-
ditive Rℎ-valued process {𝑆𝑛}𝑛∈N consisting of integrable random variables with
sup𝑛∈N ∥E[𝑆𝑛]∥Rℎ/|Λ𝑛 | < ∞, the weak law of large numbers holds: the limit

𝑆 B lim
𝑛→∞

E[𝑆𝑛]
|Λ𝑛 |

exists in Rℎ, and
𝑆𝑛

|Λ𝑛 | → 𝑆 in probability as 𝑛→∞.

Since the proof is almost the same, we omit the proof.
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Appendix B

Transformations of large deviation
principles

We here review basic methods to move around LDPs between different spaces. In
the following, let {𝑎𝑛}𝑛∈N be a sequence of positive numbers tending to infinity as
𝑛→∞.

We first state the contraction principle, which states that an LDP is preserved
under continuous maps.

Theorem B.0.1 ([8, Theorem 4.2.1]). Let X and Y be Hausdorff topological
spaces, and let 𝐹 : X → Y be a continuous function. Assume that an X-valued
process {𝑍𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and a good rate function
𝐼 : X → [0,∞]. Then, theY-valued process {𝐹 (𝑍𝑛)}𝑛∈N satisfies the LDP with a
speed 𝑎𝑛 and a good rate function 𝐼′ : Y → [0,∞] defined by

𝐼′(𝑦) B inf
𝑥∈𝐹−1 ({𝑦})

𝐼 (𝑥) (B.0.1)

for any 𝑦 ∈ Y. Here, the infimum over the empty set is regarded as∞ by convention.

Remark B.0.2. We remark on the uniqueness of the zero point and the convexity
of the rate function 𝐼′ in Theorem B.0.1.

(1) (Uniqueness of the zero point) If the good rate function 𝐼 has a unique zero
point, then so does 𝐼′. Indeed, let 𝑥̂ ∈ X be the unique zero point of 𝐼. Then,
𝐼′(𝐹 (𝑥̂)) = 0 from the definition of 𝐼′. Furthermore, if 𝐼′(𝑦) = 0, then there
exists 𝑥 ∈ 𝐹−1({𝑦}) such that 𝐼 (𝑥) = 0 by the goodness of the rate function
𝐼 together with the continuity of 𝐹. Thus, 𝑥 = 𝑥̂ from the uniqueness of the
zero point of 𝐼, hence necessarily 𝑦 = 𝐹 (𝑥̂).

(2) (Convexity) Suppose that X = Rℎ and Y = Rℎ
′ for some ℎ, ℎ′ ∈ N and that

𝑓 is a linear map. We can easily verify from (B.0.1) that if the rate function
𝐼 is convex, then so is 𝐼′.
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Next, we review the notion of exponentially good approximation, and state a
technical result, which deduces the LDP from LDPs for approximation sequences.

Definition B.0.3. Let (Y, 𝑑Y) be a metric space, and let {𝑍𝑛}𝑛∈N and {𝑍𝑛,𝑙}𝑛,𝑙∈N
be Y-valued random variables. {𝑍𝑛,𝑙}𝑛,𝑙∈N is called an exponentially good ap-
proximation of {𝑍𝑛}𝑛∈N with a speed 𝑎𝑛 if for any 𝛿 > 0,

lim
𝑙→∞

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝑑Y (𝑍𝑛, 𝑍𝑛,𝑙) > 𝛿) = −∞.

Combining [8, Lemma 1.2.18] and [8, Theorem 4.2.16], we immediately have
the following.

Theorem B.0.4. Let (Y, 𝑑Y) be a metric space, and let {𝑍𝑛}𝑛∈N and {𝑍𝑛,𝑙}𝑛,𝑙∈N
be Y-valued random variables. Assume that the following three conditions are
satisfied.

• {𝑍𝑛,𝑙}𝑛,𝑙∈N is an exponentially good approximation of {𝑍𝑛}𝑛∈N with a speed
𝑎𝑛.

• For each fixed 𝑙 ∈ N, theY-valued process {𝑍𝑛,𝑙}𝑛∈N satisfies the LDP with
a speed 𝑎𝑛 and a rate function 𝐼𝑙 : Y → [0,∞].

• {𝑍𝑛}𝑛∈N is exponentially tight with a speed 𝑎𝑛 : for any 𝛼 > 0, there exists
a compact set 𝐾 ⊂ Y such that

lim sup
𝑛→∞

𝑎−1
𝑛 logP(𝑍𝑛 ∉ 𝐾) ≤ −𝛼.

Then, theY-valued process {𝑍𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and a good
rate function 𝐼 : Y → [0,∞] defined by

𝐼 (𝑦) B sup
𝛿>0

lim sup
𝑙→∞

inf
𝑦′∈𝐵̄(𝑦,𝛿)

𝐼𝑙 (𝑦′) (B.0.2)

for any 𝑦 ∈ Y.

Remark B.0.5. We remark on the uniqueness of the zero point and the convexity
of the rate function 𝐼 in Theorem B.0.4.

(1) (Uniqueness of the zero point) Suppose that {𝑍𝑛,𝑙}𝑛,𝑙∈N satisfies the following
slightly stronger condition than the usual exponentially good approximation
condition: for any 𝛿 > 0, there exists 𝐿𝛿 ∈ N such that

lim sup
𝑛→∞

𝑎−1
𝑛 logP(∥𝑍𝑛 − 𝑍𝑛,𝑙 ∥R𝑚 > 𝛿) = −∞
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for any 𝑙 ≥ 𝐿𝛿. In this case, by a simple modification of the proof of
Theorem B.0.4, the rate function 𝐼 is given by

𝐼 (𝑦) = sup
𝛿>0

sup
𝑙≥𝐿 𝛿

inf
𝑦′∈𝐵̄(𝑦,𝛿)

𝐼𝑙 (𝑦′). (B.0.3)

From (B.0.3), it is not hard to verify that if 𝐼𝑙 has a unique zero point for
each 𝑙 ∈ N, then so does 𝐼. In fact, the unique zero point of 𝐼 is given as the
limit of the unique zero point of 𝐼𝑙 with respect to 𝑙.

(2) (Convexity) Suppose that X = Rℎ and Y = Rℎ
′ for some ℎ, ℎ′ ∈ N.

Then, (B.0.2) implies that if the rate function 𝐼𝑙 is convex for each 𝑙 ∈ N,
then so is 𝐼.
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Appendix C

Large deviation principle for
random measures

In this chapter, we provide a sufficient condition for an LDP for random measures.
Theorem C.0.3 is the main statement in this chapter, which will be used for proving
the LDP for persistence diagrams in Chapter 5.

Let Δ be a (general) locally compact Hausdorff space with countable base,
hence necessarily Δ is a complete and separable metric space, the so-called Polish
space. Let 𝐶𝑐 (Δ) be the set of all real-valued continuous functions on Δ with
compact support. A Borel measure 𝜉 on Δ is called a Radon measure if 𝜉 (𝐾) < ∞
for every compact set 𝐾 ⊂ Δ. LetM(Δ) denote the set of all Radon measures on
Δ. We equipM(Δ) with the vague topology, i.e., the weakest topology such that
for every 𝑓 ∈ 𝐶𝑐 (Δ), the mapM(Δ) ∋ 𝜉 ↦→ 𝜉 𝑓 B

∫
Δ
𝑓 𝑑𝜉 ∈ R is continuous.

In fact, M(Δ) with the vague topology is a Polish space (see, e.g., Lemma 4.6
in [24]).

Given a Radon measure 𝜉 ∈ M(Δ), we define a linear functional 𝐿𝜉 on 𝐶𝑐 (Δ)
by 𝐿𝜉 ( 𝑓 ) B 𝜉 𝑓 for any 𝑓 ∈ 𝐶𝑐 (Δ). Note that 𝐿𝜉 is positive in the sense that
𝐿𝜉 ( 𝑓 ) ≥ 0 for any 𝑓 ∈ 𝐶𝑐 (Δ) with 𝑓 ≥ 0. It is well known that there exists a one-
to-one correspondence betweenM(Δ) and the set of all positive linear functionals
on 𝐶𝑐 (Δ), and the correspondence is given by 𝜉 ↦→ 𝐿𝜉 .

Theorem C.0.1 (Riesz–Markov–Kakutani representation theorem). Let Δ be a
locally compact Hausdorff space with countable base. Then, for any positive
linear functional 𝐿 on 𝐶𝑐 (Δ), there exists a unique Radon measure 𝜉 on Δ such
that 𝐿 ( 𝑓 ) = 𝜉 𝑓 B

∫
Δ
𝑓 𝑑𝜉 for any 𝑓 ∈ 𝐶𝑐 (Δ).

Remark C.0.2. Let 𝐶𝑐 (Δ)′ be the set of all linear functionals on 𝐶𝑐 (Δ), and let
𝐶𝑐 (Δ)′+ denote the subset of 𝐶𝑐 (Δ)′ consisting of all positive linear functionals. It
follows from Theorem C.0.1 and the preceding discussion that the mapΦ : M(Δ) ∋
𝜉 → 𝐿𝜉 ∈ 𝐶𝑐 (Δ)′+ is bijective. We equip 𝐶𝑐 (Δ)′ with the weak-* topology,
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i.e., the weakest topology such that for every 𝑓 ∈ 𝐶𝑐 (Δ), the evaluation map
𝜋 𝑓 : 𝐶𝑐 (Δ)′ ∋ 𝐿 ↦→ 𝐿 ( 𝑓 ) ∈ R is continuous. In other words, the weak-* topology
on 𝐶𝑐 (Δ)′ is generated by all the sets of the form 𝜋−1

𝑓 (𝐴) for some 𝑓 ∈ 𝐶𝑐 (Δ)
and open set 𝐴 ⊂ R. Hence, we can easily verify that 𝐶𝑐 (Δ)′+ is a closed set of
𝐶𝑐 (Δ)′ and that the map Φ : M(Δ) → 𝐶𝑐 (Δ)′+ is homeomorphism with respect to
the vague topology onM(Δ) and the relative topology on 𝐶𝑐 (Δ)′+ induced from
the weak-* topology on 𝐶𝑐 (Δ)′.

Our aim in this chapter is to prove the following theorem. In what follows, let
{𝑎𝑛}𝑛∈N be a sequence of positive numbers tending to infinity as 𝑛→∞.

Theorem C.0.3. Let Δ be a locally compact Hausdorff space with countable
base. Let {𝜉𝑛}𝑛∈N be an M(Δ)-valued process. Assume that for any 𝑚 ∈ N
and 𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ), the R𝑚-valued process {(𝜉𝑛 𝑓1, 𝜉𝑛 𝑓2, . . . , 𝜉𝑛 𝑓𝑚)}𝑛∈N
satisfies the LDP with a speed 𝑎𝑛 and a good rate function 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 : R𝑚 →
[0,∞]. Then, theM(Δ)-valued process {𝜉𝑛}𝑛∈N satisfies the LDP with a speed
𝑎𝑛 and a good rate function 𝐼 : M(Δ) → [0,∞] defined by

𝐼 (𝜉) B sup
𝑚∈N

sup
𝑓1, 𝑓2,..., 𝑓𝑚∈𝐶𝑐 (Δ)

𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝜉 𝑓1, 𝜉 𝑓2, . . . , 𝜉 𝑓𝑚)) (C.0.1)

for any 𝜉 ∈ M(Δ). Furthermore, the following statements hold.

(1) If 𝐼 𝑓 has a unique zero point for every 𝑓 ∈ 𝐶𝑐 (Δ), then so does 𝐼.

(2) Suppose that 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 is convex for any 𝑚 ∈ N and 𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ),
and also that

sup
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛𝜉𝑛 𝑓 )] < ∞

for any 𝑓 ∈ 𝐶𝑐 (Δ). Then, for every 𝑓 ∈ 𝐶𝑐 (Δ), the limit

𝜑( 𝑓 ) B lim
𝑛→∞

𝑎−1
𝑛 logE[exp(𝜉𝑛 𝑓 )]

exists in R, and it holds that

𝐼 (𝜉) = sup
𝑓 ∈𝐶𝑐 (Δ)

{𝜉 𝑓 − 𝜑( 𝑓 )} (C.0.2)

for any 𝜉 ∈ M(Δ).

A key for the proof is the Dawson–Gärtner theorem, which is a useful tool to
lift a collection of LDPs in relatively small spaces into an LDP in a larger space
identified as their projective limit. We begin by reviewing the notion of projective
system and projective limit. Let (𝐽, ≤) be a partially ordered set. Assume that
for any 𝑖, 𝑗 ∈ 𝐽, there exists 𝑘 ∈ 𝐽 such that both 𝑖 ≤ 𝑘 and 𝑗 ≤ 𝑘 hold. Let
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{Y𝑗 } 𝑗∈𝐽 be a family of Hausdorff spaces, and let {𝑝𝑖 𝑗 : Y𝑗 → Y𝑖}𝑖≤ 𝑗∈𝐽 be a family
of continuous maps satisfying that 𝑝𝑖 𝑗 ◦ 𝑝 𝑗 𝑘 = 𝑝𝑖𝑘 for any 𝑖 ≤ 𝑗 ≤ 𝑘 and that 𝑝 𝑗 𝑗
is the identity map onY𝑗 for any 𝑗 ∈ 𝐽. A pair (Y𝑗 , 𝑝𝑖 𝑗 )𝑖≤ 𝑗∈𝐽 is called a projective
system. The projective limit of a projective system (Y𝑗 , 𝑝𝑖 𝑗 )𝑖≤ 𝑗∈𝐽 is defined as

Ỹ = lim←−−
𝑗∈𝐽
Y𝑗 B

{
𝑥 = (𝑦 𝑗 ) 𝑗∈𝐽 ∈

∏
𝑗∈𝐽
Y𝑗

����� 𝑦𝑖 = 𝑝𝑖 𝑗 (𝑦 𝑗 ) for any 𝑖 ≤ 𝑗 ∈ 𝐽
}
,

equipped with the relative topology induced from the product topology of
∏

𝑗∈𝐽 Y𝑗 .
For each 𝑗 ∈ 𝐽, let 𝑝 𝑗 : Ỹ → Y𝑗 denote the canonical projection that maps
(𝑦 𝑗 ) 𝑗∈𝐽 ∈ Ỹ to 𝑦 𝑗 ∈ Y𝑗 .

Theorem C.0.4 (Dawson–Gärtner theorem). Let Ỹ be the projective limit of a
projective system (Y𝑗 , 𝑝𝑖 𝑗 )𝑖≤ 𝑗∈𝐽 , and let {𝑆𝑛}𝑛∈N be a Ỹ-valued process. Suppose
that for every 𝑗 ∈ 𝐽, the Y𝑗 -valued process {𝑝 𝑗 (𝑆𝑛)}𝑛∈N satisfies the LDP with a
speed 𝑎𝑛 and a good rate function 𝐼 𝑗 : Y𝑗 → [0,∞]. Then, the Ỹ-valued process
{𝑆𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and a good rate function 𝐼 : Ỹ → [0,∞]
defined by

𝐼 (𝑥) B sup
𝑗∈𝐽

𝐼 𝑗 (𝑝 𝑗 (𝑥))

for any 𝑥 ∈ Ỹ.

An important application of Theorem C.0.4 is the case where the projective
limit is identified as an algebraic dual, equipped with the weak-* topology, of
an infinite dimensional real vector space as follows. Given a real vector space
𝑊 , let 𝑊′ denote its algebraic dual, i.e., the set of all linear functionals on
𝑊 . We define a topological space X as the algebraic dual 𝑊′ with the weak-*
topology, i.e., the weakest topology such that for every 𝑤 ∈ 𝑊 , the evaluation map
𝜋𝑤 : X ∋ 𝑥 ↦→ 𝑥(𝑤) ∈ R is continuous. Then, X can be regarded as a projective
limit in the following way. First, let V be the set of all finite dimensional linear
subspaces of 𝑊 , equipped with a partial order ≤ simply given by the inclusion.
Next, for each 𝑉 ∈ V, we define Y𝑉 as the algebraic dual of 𝑉 equipped with the
weak-* topology. This makes Y𝑉 a Hausdorff space. Also, for any 𝑉 ≤ 𝑈 ∈ V,
we define a continuous map 𝑝𝑉𝑈 : Y𝑈 → Y𝑉 by the restriction: 𝑝𝑉𝑈 (𝐿) B 𝐿 |𝑈
for any 𝐿 ∈ Y𝑉 . Then, obviously, (Y𝑉 , 𝑝𝑉𝑈)𝑉≤𝑈∈V is a projective system. Let
Ỹ denote the projective limit of (Y𝑉 , 𝑝𝑉𝑈)𝑉≤𝑈∈V . Finally, we define a map
Ψ : X → Ỹ by Ψ(𝐿) B (𝐿 |𝑉 )𝑉∈V for any 𝐿 ∈ X. One can show that the map Ψ
is in fact homeomorphism using the consistency condition: every (𝑦𝑉 )𝑉∈V ∈ Ỹ
satisfies that 𝑦𝑉 = 𝑝𝑉𝑈 (𝑦𝑈) for any 𝑉 ≤ 𝑈 ∈ V (see Theorem 4.6.9 in [8]
for details). Consequently, the problem of finding an LDP in the topological
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space X is transferred to that in the projective limit Ỹ, which reduces to LDPs in
finite dimensional linear subspaces of 𝑊 by Theorem C.0.4. Such application of
Theorem C.0.4 is summarized into the following useful theorem.

Theorem C.0.5 ([8, Theorem 4.6.9]). Let 𝑊 be a real vector space, and let X
be its algebraic dual 𝑊′ equipped with the weak-* topology. Let {𝑥𝑛}𝑛∈N be an
X-valued process. Assume that for any 𝑚 ∈ N and 𝑤1, 𝑤2, . . . , 𝑤𝑚 ∈ 𝑊 , the
R𝑚-valued process {(𝑥𝑛 (𝑤1), 𝑥𝑛 (𝑤2), . . . , 𝑥𝑛 (𝑤𝑚))}𝑛∈N satisfies the LDP with a
speed 𝑎𝑛 and a good rate function 𝐽𝑤1,𝑤2,...,𝑤𝑚 : R𝑚 → [0,∞]. Then, theX-valued
process {𝑥𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and the good rate function
𝐽 : X → [0,∞] defined by

𝐽 (𝑥) B sup
𝑚∈N

sup
𝑤1,𝑤2,...,𝑤𝑚∈𝑊

𝐽𝑤1,𝑤2,...,𝑤𝑚 ((𝑥(𝑤1), 𝑥(𝑤2), . . . , 𝑥(𝑤𝑚)))

for any 𝑥 ∈ X.

In the proof of Theorem C.0.3, we also use the following basic lemma in the
large deviation theory.

Lemma C.0.6 ([8, Lemma 4.1.5 (b)]). Let E be a closed set of a topological space
X, and let {𝑆𝑛}𝑛∈N be an X-valued process such that 𝑆𝑛 ∈ E for every 𝑛 ∈ N. If
the X-valued process {𝑆𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and a good rate
function 𝐼′ : X → [0,∞], then {𝑆𝑛}𝑛∈N as an E-valued process satisfies the LDP
with a speed 𝑎𝑛 and a good rate function 𝐼′|E : E → [0,∞].

Combining Theorem C.0.5 with Remark C.0.2 and Lemma C.0.6, we can prove
Theorem C.0.3 except for Statement (2).

Proof of Theorem C.0.3 except for Statement (2). Note first that (Φ(𝜉𝑛)) ( 𝑓 ) = 𝐿𝜉𝑛
( 𝑓 ) = 𝜉𝑛 𝑓 for every 𝑓 ∈ 𝐶𝑐 (Δ) from the definition of Φ in Remark C.0.2. There-
fore, it follows from the assumption and Theorem C.0.5 with 𝑊 = 𝐶𝑐 (Δ) that the
𝐶𝑐 (Δ)′-valued process {Φ(𝜉𝑛)}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and the good
rate function 𝐼′ : 𝐶𝑐 (Δ)′→ [0,∞] defined by

𝐼′(𝐿) B sup
𝑚∈N

sup
𝑓1, 𝑓2,..., 𝑓𝑚∈𝐶𝑐 (Δ)

𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝐿 ( 𝑓1), 𝐿 ( 𝑓2), . . . , 𝐿 ( 𝑓𝑚)))

for any 𝐿 ∈ 𝐶𝑐 (Δ)′. Since 𝐶𝑐 (Δ)′+ ⊂ 𝐶𝑐 (Δ)′ is a closed set as mentioned in
Remark C.0.2, Lemma C.0.6 implies that the 𝐶𝑐 (Δ)′+-valued process {Φ(𝜉𝑛)}𝑛∈N
also satisfies the LDP with a speed 𝑎𝑛 and a good rate function 𝐼′|𝐶𝑐 (Δ)′+ : 𝐶𝑐 (Δ)′+ →
[0,∞]. Recalling that the map Φ : M(Δ) → 𝐶𝑐 (Δ)′+ is homeomorphism, we can
conclude that theM(Δ)-valued process {𝜉𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and the good rate function defined by (C.0.1).
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Next, we prove Statement (1). The existence of a zero point of 𝐼 follows
immediately from the goodness of 𝐼. For the uniqueness of the zero point of 𝐼,
suppose that 𝐼 (𝜉) = 𝐼 (𝜉′) = 0. Then, 𝐼 𝑓 (𝜉 𝑓 ) = 𝐼 𝑓 (𝜉′ 𝑓 ) = 0 for any 𝑓 ∈ 𝑊
by (C.0.1). The uniqueness of the zero point of 𝐼 𝑓 implies that 𝜉 𝑓 = 𝜉′ 𝑓 , hence
necessarily 𝜉 = 𝜉′. □

In order to prove Theorem C.0.3 (2), we use a generalization of Theorem 3.2.2 to
the setting of topological vector spaces. We first review some notion of topological
vector space. All vector spaces below are over the field of real numbers. A
topological vector space X is a vector space equipped with a topology such that
the vector space operations are continuous, i.e.,

• the addition X × X ∋ (𝑥, 𝑥′) ↦→ 𝑥 + 𝑥′ ∈ X is continuous,

• the scalar multiplication R × X ∋ (𝛼, 𝑥) ↦→ 𝛼𝑥 ∈ X is continuous.

A topological vector spaceX is said to be locally convex if there exists a local base
at 0 consisting of convex sets. Given a topological vector space X, let X∗ ⊂ X′
be the subspace consisting of all continuous linear functionals on X. We refer to
X∗ as the topological dual of X. For 𝑥 ∈ X and 𝜆 ∈ X′, define ⟨𝜆, 𝑥⟩ B 𝜆(𝑥)
by convention. The following theorem is useful to obtain a topology on a vector
space that makes it a locally convex topological vector space.

Theorem C.0.7 ([30, Theorem 3.10]). Let X be a vector space, and let H be
a separating subspace of X′, i.e., H ⊂ X′ is a subspace satisfying that for any
0 ≠ 𝑥 ∈ X, there exists 𝜆 ∈ H such that ⟨𝜆, 𝑥⟩ ≠ 0. Then, the H -topology makes
X into a locally convex Hausdorff topological vector space with X∗ = H . Here,
H -topology is the weakest topology on X such that every 𝜆 ∈ H is continuous.

Corollary C.0.8. Let 𝑊 be a vector space, and let X be its algebraic dual 𝑊′
equipped with the weak-* topology. Then, X is a locally convex Hausdorff topo-
logical vector space. Moreover, X∗ and𝑊 are isomorphic as vector spaces.

Proof. We define an injective linear map 𝜄 : 𝑊 → X′ by 𝜄(𝑤) B 𝜋𝑤 for any
𝑤 ∈ 𝑊 . Recall here that 𝜋𝑤 is the evaluation map. Set H B Im(𝜄). Then, the
H -topology on𝑊′ is nothing but the weak-* topology. Additionally, we can easily
verify that H is a separating subspace of X′. Therefore, X is a locally convex
Hausdorff topological vector space by Theorem C.0.7. Furthermore, X∗ = H ,
which together with the injectivity of 𝜄 implies that X∗ and 𝑊 are isomorphic as
vector spaces. □

The following theorem states that the good convex rate function for an LDP in
a locally convex Hausdorff topological vector space is identified as the Fenchel–
Legendre transform of the limiting logarithmic moment generating function (cf.
Theorem 3.2.2).
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Theorem C.0.9 ([8, Theorem 4.5.10]). Let X be a locally convex Hausdorff
topological vector space, and let {𝑆𝑛}𝑛∈N be an X-valued process. Suppose that
theX-valued process {𝑆𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛 and a good convex
rate function 𝐼 : X → [0,∞], and also that

sup
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛⟨𝜆, 𝑆𝑛⟩)] < ∞

for any 𝜆 ∈ X∗. Then, for every 𝜆 ∈ X∗, the limit

𝜑(𝜆) B lim
𝑛→∞

𝑎−1
𝑛 logE[exp(𝑎𝑛⟨𝜆, 𝑆𝑛⟩)]

exists in R, and 𝐼 = 𝜑∗ holds. Here, 𝜑∗ : X → [0,∞] is the Fenchel–Legendre
transform of 𝜑 : X∗ → [0,∞]:

𝜑∗(𝑥) B sup
𝜆∈X∗
{⟨𝜆, 𝑥⟩ − 𝜑(𝜆)}

for any 𝑥 ∈ X.

Now, we are ready to prove Theorem C.0.3 (2).

Proof of Theorem C.0.3 (2). LetX denote the algebraic dual𝐶𝑐 (Δ)′with the weak-
* topology. From Corollary C.0.8 with𝑊 = 𝐶𝑐 (Δ),X is a locally convex Hausdorff
topological vector space andX∗ = Im(𝜄). Here, 𝜄 is the injective linear map defined
in the proof of Corollary C.0.8. As mentioned in Proof of Theorem C.0.3 except
for (2), the 𝐶𝑐 (Δ)′-valued process {Φ(𝜉𝑛)}𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and a good rate function 𝐼′ : 𝐶𝑐 (Δ)′→ [0,∞] defined by

𝐼′(𝐿) B sup
𝑚∈N

sup
𝑓1, 𝑓2,..., 𝑓𝑚∈𝐶𝑐 (Δ)

𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝐿 ( 𝑓1), 𝐿 ( 𝑓2), . . . , 𝐿 ( 𝑓𝑚)))

for any 𝐿 ∈ 𝐶𝑐 (Δ)′.
We next claim that 𝐼′ is a convex function from the assumption of Statement (2).

Indeed, suppose that 𝐿1, 𝐿2 ∈ 𝐶𝑐 (Δ)′ and 𝑡 ∈ (0, 1), and write 𝐿′ B 𝑡𝐿1+(1−𝑡)𝐿2.
Then, for any 𝑚 ∈ N and 𝑓1, 𝑓2, . . . , 𝑓𝑚 ∈ 𝐶𝑐 (Δ),

𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝐿′( 𝑓1), 𝐿′( 𝑓2), . . . , 𝐿′( 𝑓𝑚)))
= 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 (𝑡 (𝐿1( 𝑓1), 𝐿1( 𝑓2), . . . , 𝐿1( 𝑓𝑚))
+ (1 − 𝑡) (𝐿2( 𝑓1), 𝐿2( 𝑓2), . . . , 𝐿2( 𝑓𝑚)))
≤ 𝑡 𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝐿1( 𝑓1), 𝐿1( 𝑓2), . . . , 𝐿1( 𝑓𝑚)))
+ (1 − 𝑡)𝐼 𝑓1, 𝑓2,..., 𝑓𝑚 ((𝐿2( 𝑓1), 𝐿2( 𝑓2), . . . , 𝐿2( 𝑓𝑚)))
≤ 𝑡 𝐼′(𝐿1) + (1 − 𝑡)𝐼′(𝐿2),
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which implies that 𝐼′(𝐿′) ≤ 𝑡 𝐼′(𝐿1) + (1 − 𝑡)𝐼′(𝐿2). Consequently, 𝐼′ is convex.
Furthermore, for any 𝜆 = 𝜄( 𝑓 ) ∈ Im(𝜄) = X∗,

sup
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛⟨𝜆,Φ(𝜉𝑛)⟩)] = sup

𝑛∈N
𝑎−1
𝑛 logE[exp(𝑎𝑛𝜉𝑛 𝑓 )] < ∞

from the assumption. Therefore, Theorem C.0.9 implies that for every 𝜆 ∈ X∗, the
limit

𝜑(𝜆) B lim
𝑛∈N

𝑎−1
𝑛 logE[exp(𝑎𝑛⟨𝜆,Φ(𝜉𝑛)⟩)]

exists in R, and it holds that

𝐼′(𝐿) = sup
𝜆∈X∗
{⟨𝜆, 𝐿⟩ − 𝜑(𝜆)} = sup

𝑓 ∈𝐶𝑐 (Δ)
{𝐿 ( 𝑓 ) − 𝜑(𝜆)}.

for any 𝐿 ∈ X. Consequently, using Lemma C.0.6 with the closed set 𝐶𝑐 (Δ)′+ ⊂
𝐶𝑐 (Δ)′ and the fact that the map Φ : M(Δ) → 𝐶𝑐 (Δ)′+ is homeomorphism, we can
conclude that theM(Δ)-valued process {𝜉𝑛}𝑛∈N satisfies the LDP with a speed 𝑎𝑛
and the good rate function defined by (C.0.2). □
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Appendix D

Central limit theorem of persistent
Betti numbers

In this chapter we review the proof of Theorem 1.2.3, the CLT for persistent Betti
numbers, using the Penrose theorem. Before applying the Penrose theorem, we
re-parameterize configurations by 𝑑-dimensional lattice points 𝑥 ∈ Z𝑑 .

Definition D.0.1. The set of all elementary cubes whose left endpoint is equal to
the origin

N 𝑑 B
{
𝑁 ∈ K𝑑 : min

𝑎𝑖∈𝐼𝑖 (𝑁)
𝑎𝑖 = 0 for all 𝑖 = 1, 2, . . . , 𝑑

}
.

Then all elementary cubes𝑄 ∈ K𝑑 are uniquely expressed by𝑄 = 𝑥 +𝑁 using
𝑥 ∈ Z𝑑 and 𝑁 ∈ N 𝑑 . Using this fact, we regard the [0,∞]K𝑑 -valued random
variables

{
𝜔𝑄 : 𝑄 ∈ K𝑑

}
as{

𝜔𝑥 =
(
𝜔𝑥,𝑁 : 𝑁 ∈ N 𝑑

)
: 𝑥 ∈ Z𝑑

}
,

where𝜔𝑥,𝑁 B 𝜔𝑥+𝑁 = 𝜔𝑄 . Moreover, replacing𝜔𝑄 to this𝜔𝑥,𝑁 , a random cubical
set is expressed by

𝑋 (𝑡) B
⋃ {

𝑥 + 𝑁 : 𝜔𝑥,𝑁 ≤ 𝑡, 𝑥 ∈ Z𝑑 , 𝑁 ∈ N 𝑑
}

Let (𝜔∗0,𝑥 : 𝑁 ∈ N 𝑑) be independent copies of 𝜔0 =
(
𝜔0,𝑁 : 𝑁 ∈ N 𝑑

)
, and for

𝜔𝑥 we define

𝜔∗𝑥 =

{
(𝜔∗0,𝑥 : 𝑁 ∈ N 𝑑) 𝑥 = 0,
(𝜔0,𝑥 : 𝑁 ∈ N 𝑑) otherwise.
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Then, as 𝑋 (𝑡) for 𝜔∗ B
(
𝜔∗𝑥 : 𝑥 ∈ Z𝑑

)
, the cubical set 𝑋∗(𝑡) can be defined.

Here we put B B
{
𝐵 ⊂ Z𝑑 : 𝐵 = (𝑥 + Λ𝑛) ∩ Z𝑑 , 𝑥 ∈ Z𝑑 , 𝑛 ∈ N

}
and ⪯ means the

lexicographic ordering on Z𝑑 and F𝑜 B 𝜎 ({𝜔𝑥; 𝑥 ⪯ 𝑂}). Let 𝐻 be the random
variable depends on 𝜔𝑥 (𝑥 ∈ 𝐵), and for {𝐻 (𝜔; 𝐵)}𝐵∈B we define (𝐷𝑂𝐻) (𝐵) B
𝐻 (𝜔; 𝐵) − 𝐻 (𝜔∗; 𝐵). The following result is obtained by Penrose [27].

Theorem D.0.2. Let the family of real valued random variables {𝐻 (𝜔; 𝐵), 𝐵 ∈ B}
satisfy the following three conditions;

(1) translation invariant
𝐻 (𝜏𝑥𝜔; 𝑥 + 𝐵) = 𝐻 (𝜔; 𝐵) for all 𝑥 ∈ Z𝑑 , 𝐵 ∈ B.

(2) weak stabilization
There exists a random variable 𝐷𝐻 (∞), and if {𝐴𝑛; 𝑛 ∈ N} ⊂ B satisfies
lim inf 𝐴𝑛 = Z𝑑 , then (𝐷𝑂𝐻)(𝐴𝑛) → 𝐷𝐻 (∞) in probability as 𝑛 goes to∞.

(3) bounded moment condition
There exists some constant 𝛾 > 2 and sup𝐵∈B E| (𝐷𝑂𝐻) (𝐵) |𝛾 < ∞.

If {𝐴𝑛 : 𝑛 ∈ N} ⊂ B satisfies lim inf 𝐴𝑛 = Z𝑑 ,then

1
|Λ𝑛 |E[(𝐻 (𝜔; 𝐴𝑛) − E𝐻 (𝜔; 𝐴𝑛))2] −→ 𝜎2 (𝑛→∞),

1
|Λ𝑛 |1/2

E[𝐻 (𝜔; 𝐴𝑛) − E𝐻 (𝜔; 𝐴𝑛)]
𝑙𝑎𝑤
===⇒ N (0, 𝜎) (𝑛→∞)

where 𝜎2 = E[(E[𝐷𝐻 (∞)|F𝑂])2] and N(0, 𝜎2) means the Gauss distribution
with the mean 0 and variance 𝜎2.

Now we check that persistent Betti numbers satisfy the above three conditions to
apply this theorem. In particular, since it is non-trivial whether weak stabilization
is satisfied, we show the following proposition. Here for a filtrationX and 𝐴 ⊂ Z𝑑 ,
X(𝐴) means X with restriction by

⋃
𝑥∈𝐴

(
𝑥 + 𝑁 : 𝑁 ∈ N 𝑑

)
.

Proposition D.0.3. For two random filtrations X and Y, let their symmetric dif-
ference 𝑋 (𝑡)△𝑌 (𝑡) be bounded for any time 𝑡 ∈ [0,∞] . If {𝐴𝑛 : 𝑛 ∈ N} satisfies
lim inf 𝐴𝑛 = Z𝑑 , then there exists a constant 𝜃∞ and 𝑛∞ such that

𝛽X(𝐴𝑛)𝑞 (𝑠, 𝑡) − 𝛽Y(𝐴𝑛)𝑞 (𝑠, 𝑡) = 𝜃∞

for 𝑛 ≥ 𝑛∞.

Proof. (1) Firstly, we consider the case restricted by Λ𝑛. Let the intersection
of two filtrations X and Y with restricting window Λ𝑛 be denoted by U𝑛 B
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{𝑋 (𝑡) ∩ 𝑌 (𝑡) ∩ Λ𝑛}0≤𝑡≤1. From the definition of a persistence Betti number,
we obtain the following equation:

𝛽X
𝑛

𝑞 (𝑠, 𝑡) − 𝛽Y
𝑛

𝑞 (𝑠, 𝑡)
=

{
𝛽X

𝑛

𝑞 (𝑠, 𝑡) − 𝛽U
𝑛

𝑞 (𝑠, 𝑡)
}
−

{
𝛽Y

𝑛

𝑞 (𝑠, 𝑡) − 𝛽U
𝑛

𝑞 (𝑠, 𝑡)
}

= dim 𝑍𝑞 (𝑋𝑛 (𝑠)) − dim 𝑍𝑞 (𝑈𝑛 (𝑠)) (D.0.1)
−

{
dim 𝑍𝑞 (𝑌 𝑛 (𝑠)) − dim 𝑍𝑞 (𝑈𝑛 (𝑠))

}
+ {dim(𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡)))
− dim(𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)))} (D.0.2)

−
{
dim(𝑍𝑞 (𝑌 𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑌 𝑛 (𝑡)))
− dim(𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)))

}
.

For the sake of the similarity in the form of the formula, to show the conver-
gence of this formula, we need only prove the boundedness and convergences
of two terms (D.0.1) and (D.0.2).

• (D.0.1)

boundedness
From Lemma 4.1.1 and the boundedness of the symmetric differ-
ence we obtain

dim 𝑍𝑞 (𝑋𝑛 (𝑠)) − dim 𝑍𝑞 (𝑈𝑛 (𝑠)) ≤ #K𝑑 (𝑋𝑛 (𝑠)) − #K𝑑 (𝑈𝑛 (𝑠))
≤ 3𝑑 |𝑋𝑛 (𝑠) −𝑈𝑛 (𝑠) |
≤ 3𝑑 |𝑋 (𝑠) \𝑈 (𝑠) | < ∞.

It implies the boundedness of (D.0.1).

convergence
Take integer 𝑛, 𝑚 with 𝑛 ≤ 𝑚 and consider following map 𝑓𝑛,𝑚:

𝑓𝑛,𝑚 : 𝑍𝑞 (𝑋𝑛 (𝑠))
𝑍𝑞 (𝑈𝑛 (𝑠)) −→ 𝑍𝑞 (𝑋𝑚 (𝑠))

𝑍𝑞 (𝑈𝑚 (𝑠))

∈ ∈

𝑐 + 𝑍𝑞 (𝑈𝑛 (𝑠)) ↦−→ 𝑐 + 𝑍𝑞 (𝑈𝑚 (𝑠)) .

If 𝑓𝑛,𝑚 ( [𝑐]) = 0 where [∗] means equivalence class, then 𝑐 ∈
𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝑍𝑞 (𝑈𝑚 (𝑠)). Here 𝑐 is the element of𝑈𝑛 (𝑠) because
𝑋𝑛 (𝑠) ∩ 𝑌𝑚 (𝑠) \ 𝑌 𝑛 (𝑠) = ∅. It implies 𝑐 ∈ 𝑍𝑞 (𝑈𝑛 (𝑠)) and 𝑓𝑛,𝑚 is
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injection. Then

dim
𝑍𝑞 (𝑋𝑛 (𝑠))
𝑍𝑞 (𝑈𝑛 (𝑠)) ≤ dim

𝑍𝑞 (𝑋𝑚 (𝑠))
𝑍𝑞 (𝑈𝑚 (𝑠)) ,

and it means the non-decreasing of dim 𝑍𝑞 (𝑋𝑛 (𝑠))
𝑍𝑞 (𝑈𝑛 (𝑠)) for window size

𝑛.

• (D.0.2)
(a) 𝑠 = 𝑡 case

boundedness

In this case (D.0.2) is 𝐵𝑞 (𝑋𝑛 (𝑡))
𝐵𝑞 (𝑈𝑛 (𝑡)) and𝑈𝑛 (𝑡) ⊂ 𝑋𝑛 (𝑡). It implies

0 ≤ dim 𝐵𝑞 (𝑋𝑛 (𝑡))
𝐵𝑞 (𝑈𝑛 (𝑡)) .

convergence
Here from assumption 𝑋 (𝑟) \𝑈 (𝑟) each time 𝑟 is bounded. If
𝑁 ∈ N is large enough, then we can take 𝑋 (𝑡) \𝑈 (𝑡) ⊂ Λ𝑁 .
For 𝑁 ≤ 𝑛 ≤ 𝑚 considering map 𝑔𝑛,𝑚 as follow:

𝑔𝑛,𝑚 : 𝐵𝑞 (𝑋𝑛 (𝑡))
𝐵𝑞 (𝑈𝑛 (𝑡)) −→ 𝐵𝑞 (𝑋𝑚 (𝑡))

𝐵𝑞 (𝑈𝑚 (𝑡))

∈ ∈

𝑐 + 𝐵𝑞 (𝑈𝑛 (𝑡)) ↦−→ 𝑐 + 𝐵𝑞 (𝑈𝑚 (𝑡)) .

Then for the element 𝑐 ∈ 𝐵𝑞 (𝑋𝑚 (𝑡)), there exists an element
𝑑 ∈ 𝐶𝑞+1(𝑋𝑚 (𝑡)) such that 𝜕𝑞𝑑 = 𝑐. Since we take 𝑛, 𝑚 large
enough, this 𝑑 can be expressed by 𝑑 = 𝑑1 + 𝑑2 using 𝑑1 ∈
𝐶𝑞+1(𝑋𝑛 (𝑡)) and 𝑑2 ∈ 𝐶𝑞+1(𝑈𝑚 (𝑡)). By 𝜕𝑞𝑑1 ∈ 𝐵𝑞 (𝑋𝑛 (𝑡))
and 𝜕𝑞𝑑2 ∈ 𝐵𝑞 (𝑈𝑚 (𝑡)) considering 𝑐 = 𝜕𝑞𝑑1 + 𝜕𝑞𝑑2 ≕ 𝑐1 +
𝑐2, we obtain 𝑔𝑛,𝑚 ([𝑐1]) = [𝑐1] = [𝑐]. It implies 𝑔𝑛,𝑚 is
surjective. Therefore, dim 𝐵𝑞 (𝑋𝑛 (𝑡))−dim 𝐵𝑞 (𝑈𝑚 (𝑡)) is non-
increasing and bounded below for 𝑛.

(b) 𝑠 < 𝑡 case

In this case, by a fundamental homeomorphism theorem (D.0.2)
is expressed by

dim
𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)) = dim

𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))

+ dim
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)) .
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boundedness Here, the first term is bounded since

dim
𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))

≤ dim
𝑍𝑞 (𝑋𝑛 (𝑠))
𝑍𝑞 (𝑈𝑛 (𝑠)) ,

and by the convergence of D.0.1 letting 𝑘 be a non-negative
integer which is the destination of convergence, then

dim
𝑍𝑞 (𝑋𝑛 (𝑠))
𝑍𝑞 (𝑈𝑛 (𝑠)) −−−−→𝑛→∞

𝑘.

As the first term letting 𝑙 be non-negative integer that is the
destination of 𝐵𝑞 (𝑋𝑛 (𝑡))/𝐵𝑞 (𝑈𝑛 (𝑡)), we obtain

dim
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)) ≤ dim

𝐵𝑞 (𝑋𝑛 (𝑡))
𝐵𝑞 (𝑈𝑛 (𝑡)) −−−−→𝑛→∞

𝑙.

Therefore (D.0.2) is bounded.
convergence

Recall that by fundamental homeomorphism theorem we dis-
cuss the convergence of each term of

dim
𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))

+ dim
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡)) .

in this case.
i. 𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))/𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))

Putting 𝐵𝑛 B 𝑍𝑞 (𝑋𝑛 (𝑠))/𝑍𝑞 (𝑈𝑛 (𝑠)), then 𝑓𝑛,𝑚 : 𝐵𝑛 → 𝐵𝑚
is injective for large enough 𝑛. Therefore by the cokernel
cok 𝑓𝑛,𝑚 B 𝐵𝑚/Im 𝑓𝑛,𝑚, there exists an exact sequence

0→ 𝐵𝑛
𝑓𝑛,𝑚−−−→ 𝐵𝑚 → cok 𝑓𝑛,𝑚 → 0

and dim 𝐵𝑚 = dim 𝐵𝑛 + dim cok 𝑓𝑛,𝑚. Since 𝑍𝑞 (𝑋𝑛 (𝑠))/𝑍𝑞
(𝑈𝑛 (𝑠)) converges, cok 𝑓𝑛,𝑚 = 0 for large enough 𝑛 ≤ 𝑚. It
implies dim 𝐵𝑛 = dim 𝐵𝑚. Hence 𝑓𝑛,𝑚 is an isomorphism.
Now we consider

𝑓𝑛,𝑚 : 𝑍𝑞 (𝑋𝑛 (𝑠))∩𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠))∩𝐵𝑞 (𝑋𝑛 (𝑡)) →

𝑍𝑞 (𝑋𝑚 (𝑠))∩𝐵𝑞 (𝑋𝑚 (𝑡))
𝑍𝑞 (𝑈𝑚 (𝑠))∩𝐵𝑞 (𝑋𝑚 (𝑡))

∈ ∈

[𝑐]𝑛 ↦→ [𝑐]𝑚
where [𝑐]∗means 𝑐+𝑍𝑞 (𝑈∗(𝑠)) ∩ 𝐵𝑞 (𝑋∗(𝑡)). If 𝑓𝑛,𝑚 ([𝑐]𝑛) =
0 then 𝑐 ∈ 𝑍𝑞 (𝑋𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))∩𝑍𝑞 (𝑈𝑚 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑚 (𝑡)).
Since by the taking way of 𝑛, 𝑚 the morphism 𝑓𝑛,𝑚 is
an isomorphism, we obtain 𝑐 ∈ 𝑍𝑞 (𝑈𝑚 (𝑠)). Therefore
𝑐 ∈ 𝑍𝑞 (𝑈𝑚 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑚 (𝑡)) and 𝑓𝑛,𝑚 is an injection.
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ii. 𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))/𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛 (𝑡))
As a first term putting 𝐷𝑛 B 𝐵𝑞 (𝑋𝑛 (𝑡))/𝐵𝑞 (𝑈𝑛 (𝑡)), then
𝑔𝑛,𝑚 : 𝐷𝑛 → 𝐷𝑚 is surjective for large enough 𝑛. Hence
there exists an exact sequence

0→ Ker𝑔𝑛,𝑚 → 𝐷𝑛
𝑔𝑛,𝑚−−−→ 𝐷𝑚 → 0

and dim𝐷𝑛 = dim𝐷𝑚+Ker𝑔𝑛,𝑚. Here dim Ker𝑔𝑛,𝑚 = 0 be-
cause 𝐵𝑞 (𝑋𝑛 (𝑡))/𝐵𝑞 (𝑈𝑛 (𝑡)) converges: dim𝐷𝑛 = dim𝐷𝑚.
Since Ker𝑔𝑛,𝑚 is a vector space, Ker𝑔𝑛,𝑚 = 0. Therefore
𝑔𝑛,𝑚 is an isomorphism. Now let us consider

𝑔̄𝑛,𝑚 : 𝑍𝑞 (𝑈𝑛 (𝑠))∩𝐵𝑞 (𝑋𝑛 (𝑡))
𝑍𝑞 (𝑈𝑛 (𝑠))∩𝐵𝑞 (𝑈𝑛 (𝑡)) →

𝑍𝑞 (𝑈𝑚 (𝑠))∩𝐵𝑞 (𝑋𝑚 (𝑡))
𝑍𝑞 (𝑈𝑚 (𝑠))∩𝐵𝑞 (𝑈𝑚 (𝑡))

∈ ∈

[𝑐]𝑛 ↦→ [𝑐]𝑚,

where [𝑐]∗means 𝑐+𝑍𝑞 (𝑈∗(𝑠)) ∩ 𝐵𝑞 (𝑈∗(𝑡)). If 𝑔̄𝑛,𝑚 ([𝑐]𝑛)
= 0, then 𝑐 ∈ 𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑋𝑛 (𝑡))∩𝑍𝑞 (𝑈𝑚 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑚

(𝑡)). Since 𝑔𝑛,𝑚 is an isomorphism, 𝑐 ∈ 𝐵𝑞 (𝑋𝑛 (𝑡)) ∩ 𝐵𝑞 (𝑈𝑚

(𝑡)) implies 𝑐 ∈ 𝐵𝑞 (𝑈𝑛 (𝑡)). Hence 𝑐 ∈ 𝑍𝑞 (𝑈𝑛 (𝑠)) ∩ 𝐵𝑞 (𝑈𝑛

(𝑡)) and 𝑔̄𝑛,𝑚 is an injection.

Now, let 𝑛′∞ ∈ N be a number that satisfies 𝛽X𝑛

𝑞 (𝑠, 𝑡) − 𝛽Y
𝑛

𝑞 (𝑠, 𝑡) = 𝜃∞ for
𝑛 > 𝑛′∞.

(2) If lim inf 𝐴𝑛 = Z𝑑 , then for any point in Z𝑑 belongs to all 𝐴𝑛 except finite
𝐴𝑛. Hence we take 𝑛∞ which is bigger than 𝑛′∞ such that Λ𝑛′∞ ⊂ 𝐴𝑛 for any
𝑛 larger than 𝑛∞. Here we will show dim 𝑍𝑞 (𝑋𝑛 (𝑠)) − dim 𝑍𝑞 (𝑈𝑛 (𝑠)) =
dim 𝑍𝑞

(
𝑋𝑛
′
∞ (𝑠)

)
− dim 𝑍𝑞

(
𝑈𝑛′∞ (𝑠)

)
. Take 𝑙 ∈ N which depends on 𝑛 such

that 𝐴𝑛 ⊂ Λ𝑛
′
∞+𝑙 , then we obtain the following injective sequence;

𝑍𝑞
(
𝑋𝑛
′
∞
)

𝑍𝑞
(
𝑊𝑛′∞

) ↣ 𝑍𝑞 (𝑋 (𝑡) ∩ 𝐴𝑛)
𝑍𝑞 (𝑈 (𝑡) ∩ 𝐴𝑛)

↣
𝑍𝑞

(
𝑋𝑛
′
∞+𝑙

)
𝑍𝑞

(
𝑈𝑛′∞+𝑙

) .
From the first part of the proof, the rank of 𝑍𝑞

(
𝑋𝑛
′
∞
)
/𝑍𝑞

(
𝑈𝑛′∞

)
is coincident

with 𝑍𝑞
(
𝑋𝑛
′
∞+𝑙

)
/𝑍𝑞

(
𝑈𝑛′∞+𝑙

)
. Repeating this operation for each term, we get

𝛽X(𝐴𝑛)𝑞 (𝑠, 𝑡) − 𝛽Y(𝐴𝑛)𝑞 (𝑠, 𝑡) = 𝜃∞ for 𝑛 ≥ 𝑛∞.
□

Theorem 1.2.3. From the definition of persistent Betti number, translation invari-
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ance is satisfied. For X0,𝑛 B {𝑋 (𝑡) ∩ 𝑋∗(𝑡) ∩ Λ𝑛} and Lemma 4.1.3

|𝐷𝑂𝛽X
𝑛

𝑞 (𝑠, 𝑡) |
≤ |𝛽X𝑛

𝑞 (𝑠, 𝑡) − 𝛽X
0,𝑛

𝑞 (𝑠, 𝑡) | + |𝛽X0,∗
𝑞 (𝑠, 𝑡) − 𝛽X

0,𝑛

𝑞 (𝑠, 𝑡) |
≤ 4 · #N 𝑑 = 2𝑑+2,

the moment condition also satisfied. Proposition D.0.3 implies weak stabilization.
Therefore persistence Betti number satisfies the central limits theorem. □
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