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Preface 

 

This study was conducted from 2017 to 2022 at the Department of Aeronautics 

and Astronautics, Kyoto University, Japan. I started developing complementary metal–

oxide–semiconductor (CMOS) image sensors at Panasonic Corporation in 2012. I have 

been working on the development of low-leakage current CMOS image sensors (CISs) 

by optimizing the device structure and impurity profile formed by ion implantation. The 

plasma process is indispensable in the manufacture of semiconductor devices, such as 

CISs. A proper understanding of the effects of plasma-induced physical damage (PPD)—

defect creation in a material by the bombardment of incident ions from plasma—during 

the semiconductor manufacturing process to further decrease leakage current in electronic 

devices is crucial. The main objective of this study is to clarify the effect of PPD on the 

performance of low-leakage current devices. 

Chapter 1 briefly summarizes the evolution of semiconductor devices and the 

research background of plasma-induced damage. Chapter 2 explains test sample 

structures, instrumentation, and analysis techniques used in this study. Chapter 3 

discusses the electronic structure and profile of low-density latent defects in the vertical 

(depth) direction created in the test structures during plasma etching. Various analysis 

techniques combined with conventional transmission electron microscopy and 

spectroscopic ellipsometry were applied to assess defects in low-density regions. Chapter 

4 focuses on plasma-induced defect creation in the vertical and lateral directions of Si 

substrates. Devices with different p–n junction structures were designed to evaluate low-

density defects in Si substrates, particularly in the lateral direction—lateral PPD. Chapter 

5 proposes a model for the effects of created defects on the p–n junction leakage current 



 

ii 

 

increase in combination with technology computer-aided design simulations. Chapter 6 

discusses the influence of the lateral PPD on the increase in p–n junction leakage current 

(dark current) of CISs. Chapter 7 concludes with the achievements of this study. 
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Symbols 

A  atomic weight 

c  the speed of light in vacuum [m/s] 

Cp  measured parallel capacitance [F/cm2] 

C0  capacitance at zero bias [F/cm2] 

dIL  thickness of an interfacial layer [nm] 

dR  Si recess depth [nm] 

dSL  thickness of a surface layer [nm] 

dtotal  the total thickness of surface layer (SL) and interfacial layer (IL) [nm] 

DCJ lateral distance from the sidewall surface of a contact hole to the center 

of depletion region 

Dedge lateral distance between the sidewall surface of a contact hole and the 

edge of n-type region 

Dn, Dp  the diffusion coefficient of electron/hole 

Dpn   lateral distance between p- and n-type regions [nm] 

D+  positron diffusion coefficient 

e, q  elementary charge (= 1.602 × 10−19 [C]) 

E  energy in the Si band diagram [eV] 

Eb  beam energy in a cathodoluminescence (CL) measurement [eV] 

EC   the bottom edge of the conduction band of Si [eV] 

EF   the Fermi energy level of Si [eV] 

Eg   the energy band gap of Si [eV] 

Ei   the Fermi level of the intrinsic Si [eV] 

EPAS   incident positron energy [eV] 

Eγ  γ-ray energy in a positron annihilation measurement [eV] 

Et  energy level of carrier trapping sites (trap level) [eV] 

EV   the top edge of the valence band of Si [eV] 

f  modulation frequency in a capacitance—voltage measurement [Hz] 

fSi   the volume fraction of silicon region 

Fm  maximum electric field at the p–n junction [V/cm] 

F0 a material-dependent constant for band-to-band tunneling 

h   Planck constant (= 6.626 × 10−34 [J∙s]) 

ℏ  reduced Planck constant (ℏ = h/2π) 

Idark   dark current [A] 

IL   lateral leakage current [A] 
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Ileak  leakage current [A] 

IV   vertical leakage current [A] 

JA  areal current density [A/cm2] 

JBBT  band-to-band tunneling current density [A/cm2] 

Jdiff  diffusion current density [A/cm2] 

Jp  hole diffusion current density [A/cm2] 

JPF  Poole–Frenkel current density [A/cm2] 

Jn  electron diffusion current density [A/cm2] 

JSRH  Shockley–Read–Hall (SRH) current density [A/cm2] 

JTAT  trap-assisted tunneling (TAT) current density [A/cm2] 

J0  saturation current density [A/cm2] 

k, kB   Boltzmann constant (= 1.3807 × 10−23 [J/K]) 

Ld  diffusion length [nm] 

Lg   gate length [nm] 

Ln, Lp  the diffusion length of electrons/holes [nm] 

m   mass of atom [kg] 

m*  effective mass of the carriers [kg] 

n   electron/positron density [cm−3] 

NA  acceptor concentration [cm−3] 

NB   doping concentration [cm−3] 

ND  donor concentration [cm−3] 

Npeak  peak densities (of defects) [cm−2] 

ndam  density of defects [cm−3] 

ni  intrinsic carrier density [cm−3] 

nt   density of recombination centers (density of traps) [cm−3] 

n0   peak densities (of defects) [cm−3] 

p   hole density [cm−3] 

Rp   projection range [nm] 

Sj  area of p–n junction 

T   absolute temperature [K] 

Tox  oxide thickness [nm] 

Tsub   Si substrate temperature during electrical measurement [K] 

U  recombination rate 

vth   thermal velocity of carriers [cm/s] 

V  applied voltage [V] 

Vb   bias voltage [V] 
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Vbi  built-in voltage [V] (eVbi: built-in potential [eV]) 

VCG  control gate voltage [V] 

VCL  electron beam acceleration voltage in a CL measurement [V] 

VD   drain voltage [V] 

Vdc   self-dc bias voltage [V] 

VFB  flat-band voltage [V] 

VG   gate voltage [V] 

Vpn   reverse bias voltage applied to p–n junction [V] 

Vpp   peak-to-peak voltage [V] 

VNW   bias voltage applied to n-type well (n-well, Nwell) [V] 

VPW   bias voltage applied to p-type well (p-well, Pwell) [V] 

Vr, Vrev  reverse bias voltage [V] 

VS  source voltage [V] 

Vsub  substrate voltage [V] 

W  gate width, channel width [nm] 

Wdep  depletion width [nm] 

Wp–n  lateral p–n junction width [nm] 

W0  depletion (region) width at zero-bias voltage [nm] 

Z  atomic number 

α  impurity gradient [cm−4] 

Γ  field enhancement factor 

Jpn  p–n junction leakage current density increase [A/cm2] 

εSi, εs  the relative permittivity of silicon (= 11.7) 

ε0  permittivity of vacuum (= 8.85 × 10−12 [F/m]) 

λ  characteristic length of a defect profile [nm] 

σ  the standard deviation of defect distribution [cm] 

κeff  effective decay rate [s−1] 

ρ  density of material [g/cm3] 

σn, σp  capture cross-section of electrons/holes [cm2] 
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Chapter 1 

 

General introduction 

 

 

1.1 Brief history of semiconductors 

Semiconductors are essential components of current electronic devices. The 

major development of semiconductor devices dates back to the invention of transistors 

over half a century ago. Bardeen and Brattain at the Bell Laboratories invented a point-

contact transistor in 1947.1 Shockley at the Bell Laboratories designed a "junction" 

transistor in 1948.2 Atalla and Kahng at the Bell Laboratories proposed a metal–oxide–

semiconductor field-effect transistor (MOSFET) in 1959, which is a basic element of 

modern electronics.3 In the 1960s, integrated circuits (ICs) comprising transistors, 

resistors, and capacitors were developed. In the 1970s, large-scale integration (LSI) 

circuits were introduced in computer memories and pocket calculators. In the 1980s, with 

the development of semiconductor manufacturing technologies, ICs with more than 

100,000 transistors on a single chip were produced. ICs with more than 100,000 

transistors on a single chip are called very-large-scale integrated (VLSI) circuits, and ICs 

with more than 1 million transistors are called ultra-large-scale integrated circuits.4 In the 

2000s, the mass production of a system-on-a-chip (SoC) began. SoC is an integrated 

circuit or chip that combines various components of a computer system onto a single 

chip.5,6 The present semiconductor devices in which billions of transistors are 

implemented have a growing significance in our daily lives. 
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1.2 Scaling of MOSFETs 

Semiconductor device technology has evolved substantially over the past half-

century according to Moore's law.7 According to Moore's law, the number of transistors 

on a microchip doubles about every two years. In 1974, Dennard reported that the 

operating speed of a device can be improved as the dimensions of a transistor were shrunk 

by the scaling factor k.8 The schematic of MOSFET scaling by a factor of k is shown in 

Fig. 1.1. Scaling factors for device or circuit parameters are listed in Table 1.1. This 

scaling trend has a guiding significance for the reduction in feature sizes of MOSFETs. 

The reduction in the gate length of MOSFETs over the past three decades is shown in Fig. 

1.2. Although the decreasing rate of MOSFET scaling has gradually reduced recently, the 

performance of MOSFETs has been improved with the introduction of novel device 

structures and materials.9,10 

 

 

 

 

Figure 1.1  Schematic of MOSFET scaling. 
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Table 1.1  Scenarios of MOSFET scaling under a constant voltage operation. 

Device or circuit parameter Scaling factor 

Oxide thickness Tox 1/k 

Gate length Lg 1/k 

Gate width W 1/k 

Doping concentration ND, NA k 

Voltage V 1/k 

Current I 1/k 

Decay time VC/I 1/k 

Power density 1 

 

 

 

 

Figure 1.2  Scaling of gate length in MOSFETs against the year of production. 

 

 

 

1

10

100

1000

1990 2000 2010 2020 2030

G
a

te
 l
e

n
g

th
 (

n
m

)

Year



Chapter 1 

4 

 

1.3 More Moore devices—FinFET and NAND Flash memory 

The terms "More Moore" and "More than Moore" were defined in the 2007 

International Technology Roadmap for Semiconductors (ITRS).11 The trend of More 

Moore and More than Moore is shown in Fig. 1.3. "More Moore" refers to an attempt to 

further scale a MOSFET. It includes the transition of the device from a two-dimensional 

(2D) to a three-dimensional (3D) structure with the incorporation of novel materials and 

process technologies, in addition to the basic geometric scaling of the device feature sizes. 

"More than Moore" refers to an attempt to incorporate various functions into devices, 

although it does not necessarily follow Moore's law. More-than-Moore devices include 

radio frequency (RF) devices, power electronics, micro-electro-mechanical systems 

(MEMS), and sensors with complementary metal–oxide–semiconductor (CMOS) image 

sensors. This subsection briefly describes fin field-effect transistors (FinFETs) and 3D 

NAND flash memories. 

 

 

Figure 1.3  Trends of "More Moore" and "More than Moore".11 
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A FinFET is a 3D structure with Si fins functioning as the drain and source. The 

channel region is covered partially with the gate electrode.12 The schematics of a 

conventional 2D planar FET and a 3D FinFET are shown in Figs. 1.4(a) and 1.4(b), 

respectively. As shown in Fig. 1.4(b), the structure in which the gate electrode surrounds 

the channel region provides better electrical control of the channel, leading to the 

reduction of off-state leakage current and suppression of the short-channel effect. 

Precisely controlled plasma etching (PE) is widely used in the fabrication of FinFETs. 

However, the defects created by PE may influence device performance.13–15 

 

 

Figure 1.4  Schematics of (a) planar FET and (b) FinFET structures. 
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has a vertical stack of memory cells beyond 100 layers to increase "per-chip density." 

High aspect ratio (> 40) vertical "channel" holes through the stacked cell layers are 

formed by PE. High-energy ions from plasma create defects not only in the Si substrate 

(the source line) but also near the sidewall (in the lateral direction) of the channel holes. 

Thus, understanding the impacts of plasma-induced damage (PID) on performance is 

crucial to realizing high-quality and high-performance devices. 

 

Figure 1.5  Cross-sectional schematics and equivalent circuits of (a) 2D NAND and (b) 

3D NAND flash memory cell. 
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1.4 More-than-Moore device—CMOS image sensor 

This subsection describes CMOS image sensors (CIS) as an example of "More 

than Moore" devices. CIS is an electronic device that converts the light received through 

the optical lens into an electrical image signal.17 CISs are used in digital cameras and 

smartphones, as well as in broadcast, industry, medical, and consumer applications. The 

imaging area comprises a 2D array of pixels arranged in columns and rows. Generally, 

each pixel has three or four transistors and a photodiode. A typical circuit diagram and a 

cross-sectional schematic of a pixel are shown in Figs. 1.6 and 1.7(a), respectively.18,19 

The pixel circuit comprises a photoconversion device (photodiode), a transfer transistor, 

a reset transistor, a source follower transistor, a select transistor, and the floating diffusion 

(FD) region. Incident light is converted into charges (electrons) using a photodiode (PD). 

The charges in the PD are transferred to the FD with the cycle of turning ON the transfer 

transistor. The charges in the FD region are amplified by the source follower transistor, 

providing an electrical signal output. Another CIS pixel with a photoelectric conversion 

unit being separated from a charge storage [see Fig. 1.7(a)] unit was also investigated. A 

cross-sectional schematic of a pixel of an organic photoconductive film (OPF) image 

sensor is shown in Fig. 1.7 (b).20 The charges generated by photoelectric conversion in 

the OPF are accumulated in the FD in the Si substrate. The leakage current (dark current) 

in the PD and FD regions is a major issue because it determines the imaging performance 

under conditions of low light illumination. Even low-density of defects might increase 

the loss of stored charges, degrading the performance of CISs. Thus, understanding the 

creation of low-density defects during plasma processing and its impact on device 

performance, such as dark current is crucial to design future ultra-low leakage devices, 

such as CISs. 
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Figure 1.6  Circuit diagram of a four-transistor CMOS image sensor pixel. 

 

 

 

 

Figure 1.7  Cross-sectional schematics of (a) a back-illuminated CMOS image sensor 

and (b) an OPF CMOS image sensor.  
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1.5 Plasma etching and plasma-induced damage 

Here, the fabrication technologies of advanced electronic devices are briefly 

reviewed. Photolithography and dry (plasma) etching processes are crucial in the 

manufacture of semiconductor ICs. Photolithography is the process of transferring circuit 

patterns on a mask onto a substrate or a film coated with a resist. During photolithography, 

ultraviolet (UV) light is irradiated to a light-sensitive chemical photoresist (or resist) on 

a material [Fig. 1.8(a)] through a geometric pattern (a photomask). In the next resist 

development process, a chemical developer [Fig. 1.8(b)] dissolves the light-irradiated 

positive photoresist. The area not covered by the photoresist is removed by dry etching 

(wet etching in some cases). Thus, the photomask pattern is subsequently transferred to 

the materials to be processed [Fig. 1.8(c)]. 

 

 

 

Figure 1.8  Photolithography and dry etching processes. (a) Photoresist coating and UV 

light exposure, (b) developing, and (c) dry etching. 
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Two types of etching processes exist, wet and dry etching. Wet etching (WE) 

utilizes liquid chemicals or etchants to remove materials. For example, diluted 

hydrofluoric acid (DHF) is used for WE of an oxide film. Conversely, dry etching utilizes 

plasma or reactive gases to remove materials from surfaces. Dry etching is classified into 

three types based on the etching mechanism: physical, chemical, and reactive ion etching 

(RIE).21,22 In physical etching (sputtering), the surface region of a material is etched by 

the bombardment of high-energy incident ions. In chemical etching, the etching 

mechanism is governed by the chemical reaction between gas species (radicals) generated 

in plasma and elements in the material. Generally, chemical etching proceeds isotopically. 

RIE combines chemical and physical reactions. RIE is primarily advantageous in that the 

etching process can be designed to be highly anisotropic. The schematic of parallel plate 

RIE equipment is shown in Fig. 1.9.23–25 In parallel plate RIE equipment, an upper plate 

is grounded, whereas RF power is applied to a lower plate. Plasma is generated between 

a pair of parallel plate electrodes in the chamber under low pressure (generally <103 Pa). 

The boundary region between the plasma bulk and the electrodes (chamber wall) is called 

a "plasma sheath."23,25 Plasma sheath forms a positive plasma potential with respect to 

the grounded chamber wall, as shown on the right side of Fig. 1.9. The chemical etching 

reaction on the material surface is promoted by the energy of incident ions accelerated in 

the plasma sheath. RIE processes enabling anisotropy etching features are commonly 

employed in manufacturing semiconductor devices.  
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Figure 1.9  Schematic of a parallel plate PE equipment and plasma potential profiles in 

response to applied bias in an RIE process.  
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Physical damage is induced by the bombardment of ions accelerated in the sheath. 

Generally, the energy of ions is sufficiently high (sometimes larger than hundreds of eV) 

to create defects in the material exposed to the plasma. Incident ions penetrate the device 

structure leading to the deformation of the network of atomic bonding in a region with a 

depth of several nm from the material surface. In the 1980s, PPD to Si substrates was 

reported by Oehrlein.32 and Yabumoto et al.31 A recent issue with PPD is the formation 

of the Si recess structure.28 A Si recess formation owing to PPD is shown in Fig. 1.11. A 

heavily damaged layer in a Si substrate is formed during the etching of gate electrodes or 

offset spacers at the gate sidewall. The heavily damaged layer is easily oxidized when 

exposed to air. The oxidized region is removed by subsequent WE resulting in the 

formation of Si recess. The change in the topological feature of source/drain regions 

degrades device performance, that is, enhances the fluctuations in transistor properties, 

such as threshold voltage. Localized defects are found in the plasma-exposed Si substrates 

even after removing the defects created in the surface region by subsequent WE. Notably, 

the region containing these localized defects is rarely removed because the region is not 

subject to oxidation by air exposure. This study focuses on these localized defects, defined 

as latent defects. Notably, latent defects beneath the oxidized region after plasma 

exposure remain after WE and subsequent annealing processes.40–43 The influence of PPD 

on device performance and reliability is critical in the context of scaled CISs requiring an 

extremely low-defect density. This study aims to clarify the PPD mechanism. 

Charging damage is induced by high electric field stress on the gate oxide of a 

MOSFET during plasma processing. The electrical stress originates from plasma non-

uniformity (that is, the variation of plasma potential and density over a wafer). The gate 

oxide is degraded by the charging current, degrading the oxide reliability. Charging 
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damage is enhanced by interconnected structures, e.g., the area ratio of an antenna to the 

gate oxide. This enhanced mechanism is called "the antenna effect." Charging damage 

must be addressed in the plasma process and circuit layout design. 

Radiation damage is induced by high-energy photons, such as UV and vacuum 

ultraviolet (VUV) photons from plasma. High-energy photons generate electron-hole 

pairs in a dielectric film (e.g., SiO2 film), resulting in a shift in the threshold voltage of 

MOSFETs. UV/VUV radiation is considered to break chemical bonds in materials, such 

as low-k dielectric films. Bond breaking increases the dielectric constant of a film. 

 

 

Figure 1.10  Schematic of plasma-induced degradation mechanisms. 
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Figure 1.11  Si recess formation owing to PPD. 

 

 

The thickness of a damaged layer and the density of defects are principal 

parameters in the assessment of PPD. Transmission electron microscopy (TEM) and 

spectroscopic ellipsometry (SE) are widely used techniques for thickness assessment.44–

46 Electrical techniques, such as current–voltage (I–V) and capacitance–voltage (C–V) 

measurements are used to characterize the defect density.43,47–53 Although these methods 

can detect the presence of defects (in Si substrates) after PPD, quantifying defect densities 

< 1018 cm−3 and detailedly predicting their profiles is challenging owing to detection 

limits. However, few studies have focused on the sensitivity or detection limits of PPD 

evaluation techniques. The quantification of latent defects in low-density regions is 

crucial in the design of advanced devices, such as CISs. The presence of low-density 

defects significantly increases the dark current, degrading the CIS performance. A highly 

sensitive defect detection technique is indispensable to understanding the defect creation 

mechanism and assigning defect distribution.54  

According to the transition of advanced devices from 2D to 3D, defect creation 

both in the vertical and lateral directions has become a major issue. The lateral defect 
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creation mechanism is attributed to the straggling of incident ions. In the case of ion 

implantation process designs, Furukawa et al. reported on the theoretical analysis of the 

lateral spreading of implanted ions. 55 Molecular dynamics (MD) simulations predict the 

lateral straggling in fin structures in the case of PE.13 Impinging ions penetrate the 

crystalline Si region to be etched "in the vertical and lateral directions" owing to stochastic 

mechanisms during the etching of a fin structure. The defect density in the lateral direction 

is considerably lower than that in the vertical direction by at most 1/10,13,56 indicating the 

difficulty in assessing the defect density. Spatially resolved structural analysis and/or 

electrical measurements using specifically designed devices should be employed to assign 

the lateral (spatial) distribution of defects created by PPD. Electrical methods are believed 

to be sufficiently sensitive for PPD analysis. Both I–V measurements using Schottky 

contact structures and C–V measurements of the change in damaged-layer capacitance are 

used.43,47–51 However, in terms of the defect density, these conventional methods cannot 

be applied to assess the defects created by stochastic straggling in the lateral direction, as 

shown in Fig. 1.12. Specific test structures should be designed to improve the detection 

limit of lateral PPD characterization. 

The presence of lateral defects has been predicted using MD simulation as 

aforementioned. However, to date, the effect of low-density defects created by lateral 

straggling of incident species on leakage current remains unclear. A simplified model to 

predict the effect of low-density defects created by lateral straggling on leakage current 

is required to design low-leakage devices, such as CISs. The relationship between created 

defects and junction leakage current must be clarified to design future CISs. 
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Figure 1.12  Schematic of the creation mechanism of PPD in a Si substrate. 

 

 

1.6 Objective of this study 

This study aims to establish an evaluation scheme for low-density defects by 

plasma exposure and to clarify their effects on ultra-low leakage devices. 

The structure of this study is outlined in Fig. 1.13. In Chapter 2, the test sample 

structures, instrumentation, and analysis techniques are examined. Chapter 3 focuses on 

the structure and profile of latent defects in the vertical (depth) direction created by PE. 

Secondary ion mass spectrometry (SIMS), time-of-flight SIMS (TOF−SIMS), positron 

annihilation spectroscopy (PAS), and the cathodoluminescence (CL) method, as well as 

TEM and SE analyses, were utilized to assess defects in low-density regions. In Chapter 

4, defect creation in the vertical and lateral directions of Si substrates using designed 

devices with different p–n junction structures was investigated. Chemical dry etching 

(CDE) was employed after plasma exposure to examine the influence of the residual 

species in a damaged layer. Blanket wafers were prepared for physical analyses and C–V 
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measurement to evaluate the effects of plasma conditions and furnace annealing (FA). 

Chapter 5 proposes a model focusing on the effects of created defects on p–n junction 

leakage current increase (Jpn) combined with technology computer-aided design 

(TCAD) simulations. The prediction model was implemented to experimentally assign 

the profile of defects in devices with a lateral p–n junction after exposure to fluorocarbon-

containing plasma. In Chapter 6, a CIS structure was employed to examine the effects of 

the lateral PPD on an increase in dark current (Idark). Two test structures, that is, a single 

device with a p–n junction and a CIS device were used to reveal the relationship among 

the obtained performance changes in response to PPD. A comprehensive comparison of 

the parameters, such as leakage current (Ileak) in single devices and Idark in a CiS circuit 

was extensively conducted. The results obtained in this study are summarized in Chapter 

7.  

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 1 

18 

 

 

 

 

 

 

Figure 1.13  Outline of the study. 
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Chapter 2 

 

Sample preparation and evaluation 

techniques 

 

 

2.1 Test structures and plasma treatments 

2.1.1 Sample structures 

Two types of blanket wafer samples (Type-A and Type-B) were prepared to 

evaluate PPD in Si substrates. Sample structures of Type-A and Type-B are shown in Figs. 

2.1(a) and 2.1(b), respectively. The samples of Type-A were directly exposed to an 

electron cyclotron resonance (ECR) plasma source. For Type-B samples, a 50-nm oxide 

layer was formed on the Si substrate surface by in situ steam generation (ISSG)1,2 

oxidation (10 nm), followed by chemical vapor deposition (CVD) (40 nm). Next, Type-

B samples (SiO2/Si) were exposed to the ECR plasma. 

Two types of test structures with p–n junctions (Type-C and Type-D) were 

designed to evaluate the impacts of PPD on the leakage current. Cross-sectional views of 

the test structures of Type-C and Type-D are shown in Figs. 2.1(c) and 2.1(d), respectively. 

The Type-C sample is a single device comprising a contact hole array (~504000), denoted 

as a process test element group (PTEG). The Type-D sample is a CIS with an OPF.3 The 

CIS (~3000 pixels) device was denoted as a device TEG (DTEG). Both device structures 

with p–n junctions can detect the presence of defects from an increase in the junction 

leakage current. 
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Figure 2.1  Cross-sectional views of sample structures of (a) Si blanket wafer (Type-A), 

(b) Si blanket wafer with an oxide film on the surface (Type-B), (c) a contact-hole array 

(Type-C), and (d) a CMOS image sensor with an organic photoconductive film (Type-D). 
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2.1.2 Test structure layouts 

The layout and cross-sectional views of PTEG (Type-C) and DTEG (Type-D) 

are shown in Fig. 2.2. Both device structures were designed to detect the presence of 

defects using an increase in junction leakage current. The lateral distance between the p- 

and n-type regions (Dpn) varied from 0 to 210 nm for Type-C devices and was 90 nm for 

Type-D devices. The n-type region located at the bottom of a contact hole in the PTEG 

was set to 160 × 160 nm. The contact opening diameters (Φ) of PTEG and DTEG are 

listed in Table 2.1. 

 

 

Figure 2.2  Layouts and cross-sectional views of test structures; (a) PTEG (Type-C) and 

(b) DTEG (Type-D). 
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Table 2.1  Detailed sample structures. The contact-hole diameter (Φ) was varied in this 

study. 

Type ID Φ 

(nm) 

Number of contact 

holes in each TEG 

Number of measured 

samples  

PTEG (Type-C) 

(Single device) 

P0 70 

504,000 

Parallel connected 

36 

P1 80 36 

P2 90 36 

P3 100 36 

P4 120 36 

DTEG (Type-D) 

(CIS) 

D1 80 1 at each pixel 

(Number of pixel 

array 3,000) 

1 

D2 90 1 

 

 

2.1.3 Process flows 

The sample preparation flowchart for two types of samples: Type-A and Type-B 

are shown in Fig. 2.3 and Table 2.2. The samples of Type-A (the left column in Fig. 2.3) 

were directly exposed to the ECR plasma source [(b1) in Fig. 2.3]. The ECR plasma was 

generated by a 2.45-GHz microwave and a bias power with a frequency of 400 kHz was 

applied to a wafer stage. The source power was 500 W and the chamber pressure was 3 

Pa. The discharge gas was CF4/CHF3/Ar/O2 = 30/90/60/5 sccm. The incident energy of 

the ions was controlled by changing the peak-to-peak voltage at the wafer stage, Vpp. In 

this case, a self-bias voltage (Vdc) can be estimated from Vpp. The exposure time was 30 

s. The plasma conditions employed in this study are listed in Table 2.3 (Process A–F). 

Wet cleaning with sulfuric acid–hydrogen peroxide mixture (SPM) was conducted after 

PE to remove the residual CFx polymer on the surface. The sample structure after 
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processes A and E was analyzed using cross-sectional transmission electron microscopy 

(TEM) after removing the residual polymer. Spectroscopic ellipsometry (SE) was used to 

estimate the thicknesses of a surface oxidized layer (SL) and an interfacial transition layer 

(IL) for the samples treated by processes A–F. Time-of-flight secondary ion mass 

spectrometry (TOF−SIMS) was employed to evaluate impurity elements in the Si 

substrates for the samples after processes A, B, and E. The analysis area was 200 × 200 

μm. In a positron annihilation spectroscopy (PAS) analysis, Doppler broadening spectra 

were measured as a function of the incident positron energy EPAS. The central region of 

spectra was defined as 511 ± 0.76 keV. The monoenergetic positron beam line at the 

University of Tsukuba was used in the experiment.4–6 The measurement was performed 

for the sample after process E, after the oxide-layer removal using a hydrofluoric (HF) 

acid solution. A sample was cleaned by an ammonium hydrogen-peroxide mixture (APM) 

served as the reference sample for the TOF−SIMS and PAS measurements. In this study, 

a 10 nm-thick oxide film was formed on the Si substrates using a high-temperature oxide 

(HTO) process7 at 750 °C [(c) in Fig. 2.3] to suppress the surface recombination of 

carriers during cathodoluminescence (CL) measurement. In the CL measurements, an 

electron beam was irradiated on the sample using a scanning electron microscope and the 

spectrum was obtained using an InGaAs detector. The acceleration voltage of the electron 

beam was 10 and 25 kV and its maximum range was determined to be approximately 1.5 

and 6.9 μm, respectively, based on the Kanaya–Okayama model.8 All CL measurements 

were performed at 37 K to suppress thermal broadening. CL measurements were 

conducted for the samples with processes A–F. A sample cleaned by APM, followed by 

HTO film deposition on the Si surface, serving as the reference sample in the CL analysis. 

The samples of Type-B (the right column in Fig. 2.3) were exposed to the ECR 
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plasma after an oxide film was formed on the Si substrates. A 50-nm oxide layer was 

formed on Si substrates [(a) in Fig. 2.3] by ISSG oxidation (10 nm), followed by CVD 

(40 nm). The oxide film was etched under the condition denoted by process E in Table 

2.3 [(b2) in Fig. 2.3] or by HF solution [(b3) in Fig. 2.3]. The plasma-etched sample was 

subjected to sufficient over-etching after the removal of the oxide film. In (b2) in Fig. 2.3 

using process E, the etching time was longer than (b1) because of the thicker oxide film 

thickness. Wet cleaning with SPM was conducted after PE to remove the residual polymer 

on the Si substrate surface. Ion implantation [(d) in Fig. 2.3] and furnace annealing (FA) 

[(e) in Fig. 2.3] were performed after these etching steps. Subsequently, 10 keV As ions 

were implanted in the Si substrates at an incident angle of 0° with a dose of 3.0 × 1013 

cm−2. Subsequently, the implanted samples were thermally annealed at 850 °C for 10 min 

in ambient N2 gas. SIMS analysis was performed after ion implantation and annealing for 

plasma- and wet-etched samples. The impurity (carbon, fluorine, oxygen, and arsenic) 

profiles were analyzed in the region from the Si surface to a depth of 250 nm. The PAS 

measurement was performed after PE and after annealing of plasma- and wet-etched 

samples. 
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Figure 2.3  Sample preparation flowchart for two types of samples: Type-A and Type-B. 
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Table 2.2  Sample preparation procedure for Type-A and Type-B. The samples were 

processed and evaluated at the step labeled "●." Details of the plasma conditions denoted 

by A–F are shown in Table 2.3. A 10 nm-thick passivation film was formed on the Si 

substrate surface for CL measurements. 

 Type-A  Type-B 

Sample ID 1 2 3 4 5 6  7 8 9 10 11 

SiO2 deposition — — — — — —  ● ● ● ● ● 

Plasma etching A B C D E F  E E E — — 

Wet etching — — — — — —  — — — ● ● 

Ashing ● ● ● ● ● ●  ● ● ● — — 

Wet cleaning ● ● ● ● ● ●  ● ● ● — — 

As I/I — — — — — —  — ● ● ● ● 

Annealing — — — — — —  — — ● — ● 

Characterization             

TEM ● — — — ● —  — — — — — 

  SE ● ● ● ● ● ●  — — — — — 

  PAS — — — — ● —  ● — ● — ● 

  TOF–SIMS ● ● — — ● —  — — — — — 

  SIMS — — — — — —  — ● ● ● ● 

  CL ● ● ● ● ● ●  — — — — — 

 

Table 2.3  Plasma process conditions employed in this study. Vpp is the peak-to-peak 

voltage. The chamber pressure is 3 Pa and the discharge gas is CF4/CHF3/Ar/O2 = 

30/90/60/5 sccm.  

Process 
Vpp Source/RF bias power 

(V) (W) 

A 320 500/10 

B 395 500/20 

C 500 500/33 

D 600 500/46 

E 700 500/58 

F 861 500/80 
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The sample preparation flowchart for the PTEG and DTEG is shown in Fig. 2.4. 

A 65-nm CMOS FET technology was employed to form p–n junctions on p-type (100) Si 

substrates with resistivities ranging from 11 to 14 Ω cm. The alignment accuracy in 

patterning contact holes connected to the n-type region was controlled within 5 nm. The 

detailed process conditions to form p–n junctions are explained in the sample preparation 

flowchart of p–n junction devices (PTEG) in Fig. 2.6. An oxide film (thickness: 60 nm) 

was etched with CF4/CHF3/Ar/O2 plasma generated by microwave at 2.45 GHz. The PPD 

was created during PE of the contact holes on the Si substrate. The contact-opening 

process consisted of SiO2 etching and Si over-etching. Defects were created in the lateral 

direction during contact etching, as well as the vertical direction. Moreover, Φ at the 

bottom of the contact hole and the Si recess depth (dR) were measured using TEM. 

 

 

 

 

Figure 2.4  Sample preparation flowchart for PTEG (Type-C) and DTEG (Type-D). 
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A chemical dry etching (CDE)9–11 process was performed after plasma exposure 

to examine the influence of residual species, such as O, C, and F in the damaged layer. 

Blanket wafers were used for physical and C–V analyses to evaluate the effects of plasma 

conditions and subsequent FA. PTEGs were used for I–V analyses to investigate PPD. A 

sample preparation flowchart of the blanket wafer to evaluate the influence of residual 

species in the damaged layer is shown in Fig. 2.5. The samples were made from p-type 

(100) Si substrates with resistivities ranging from 8 to 12 Ω cm. After wet etching (WE) 

with an APM, the samples were exposed to the ECR plasma generated by a 2.45-GHz 

microwave. A 400-kHz bias was applied to a wafer stage in a chamber under 3 Pa; the 

source and bias powers were 500 W and 58 W, respectively. The plasma discharge gas 

was a mixture of CF4/CHF3/Ar/O2 (30/90/60/5 sccm) and the incident energy of the ions 

was controlled by changing Vpp at the wafer stage; in this case, Vdc can be estimated from 

Vpp (= 700 V). The plasma exposure time was 30 s. A residual CFx polymer on the surface 

was stripped off by ashing and WE with an SPM and APM. CDE was performed on 

several samples after the residual polymer was removed. Detailed process conditions 

applied to each sample are listed in Table 4.1 of Chapter 4. The conditions of three CDE 

processes to evaluate the influence of residual species on PID: low-temperature CDE (LT), 

high-temperature CDE with O2 addition (HT1), and without O2 (HT2) are listed in Table 

2.4. The CDE plasma was generated by the 2.45-GHz microwave and CF4/O2 discharge 

gas was used for the LT and HT1 samples, whereas CF4 was used for the HT2 samples. 

A 10-nm thick surface layer on the Si substrates was etched by each CDE process; the RF 

power was 400 W and the pressure was 30 Pa. Furnace annealing (FA) at 850 °C for 10 

min in N2 was performed for several samples after WE with SPM and APM.  

The damaged layers after PE and HT2 CDE were analyzed using TEM. SE was 
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used to estimate the thicknesses of surface-oxidized and interfacial transition layers: dSL 

and dIL, respectively. The SE system uses a Xe-lamp (210–1690 nm) as a light source; the 

diameter of the beam spot was 125 μm and the incident angles were 65°, 70°, and 75°. 

The impurities detected by TOF–SIMS were those that remained in the damaged Si 

substrates after the completion of the process indicated in Table 4.1; the inspected area 

was 200 × 200 μm. An Hg probe system was used to measure the C–V characteristics. All 

samples (IDs 1–9 in Table 4.1 of Chapter 4) were analyzed using TOF–SIMS and C–V 

measurements, with sample ID 1 acting as a reference. 

For CL analysis, a 10-nm thick HTO film was formed on the Si substrates at 

750 °C to suppress the surface recombination of carriers. The samples were irradiated 

with an electron beam using a scanning electron microscope and the CL spectrum was 

obtained using an InGaAs detector. The acceleration voltage of the electron beam was 

either 10 or 25 kV and based on the Kanaya-Okayama model,8 the corresponding 

maximum electron generation was approximately 1.5 or 6.9 μm, respectively. CL 

measurements were performed for sample IDs 1–3, 5, and 9. All CL measurements were 

performed at 37 K to suppress thermal broadening. An APM-cleaned Si sample with a 

deposited HTO film acted as the reference. 
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Figure 2.5  Blanket wafer sample preparation flowchart to evaluate the influence of 

residual species on a damaged layer. 

 

 

Table 2.4  Chemical dry etching (CDE) processing conditions. 

CDE 
Temperature 

(°C) 

Microwave power 

(W) 

CF4 

(sccm) 

O2 

(sccm) 

LT 25 400 180 420 

HT1 100 400 180 420 

HT2 100 400 100 — 

 

 

A sample preparation flowchart of PTEG is shown in Fig. 2.6. The n-type well 

region ("deep n-well") was formed by ion implantation with 500-keV P ions up to a 

dosage of 5.0 × 1012 cm−2. The p-type well ("p-well") was formed by ion implantation 

WE

TEM, SE, TOF–SIMS,

CL, and C–V analyses

ECR plasma etching (PE)

Furnace annealing (FA)

Ashing

Chemical dry etching (CDE)
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with 100-keV B ions up to a dosage of 4.0 × 1012 cm−2. The n-type region ("n-type") was 

formed by ion implantation with 100-keV As ions up to a dosage of 1.0 × 1012 cm−2. The 

p-type region ("p-type") was formed by ion implantation with 50-keV B ions up to a 

dosage of 3.0 × 1012 cm−2 and 10-keV B ions up to a dosage of 1.2 × 1013 cm−2. An oxide 

film of approximately 10 nm thick was formed on Si substrates using an ISSG oxidation 

process. The implanted samples were thermally annealed at 1050 °C using a spike rapid 

thermal annealing (RTA) system and an oxide layer was subsequently formed on the Si 

substrate by CVD (~50 nm), resulting in a total surface thickness of 60 nm. The samples 

with a photoresist mask were exposed to the ECR plasma; the etching time was adjusted 

to remove the oxide film and form a contact hole. Si over-etching was performed to create 

a Si recess structure once a contact hole was formed. A residual CFx polymer on the 

surface and within the contact hole was stripped off by subsequent ashing and WE with 

SPM and APM. After removing the residual polymer, HT1 and HT2 CDE (18 s) were 

conducted for samples II and III (in Table 4.2 of Chapter 4), respectively. The LT CDE 

was excluded from the Type-C sample group because it is expected to significantly 

increase the depth of the Si recess structure owing to large amount of oxidation, which 

can be attributed to the longer CF4/O2 process time. Diluted HF (DHF) was used to 

remove the native oxide layer on the Si surface before the poly-Si film doped with 7.0 × 

1020 cm−3 Phosphorus (P) was deposited; the poly-Si film was used as the electrode 

connected to the n-type. After the poly-Si film was etched to form probing pads, FA was 

performed to recover the damaged structures in the Si substrate and to decrease the 

contact resistance caused by P diffusion into the Si substrate. The interfaces at the bottom 

of contact holes in samples were analyzed using TEM. A list of figures and tables 

corresponding to the structures and process flows of each sample is shown in Table 2.5. 
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Figure 2.6  Sample preparation flowchart for PTEG. A CDE process was performed 

after plasma exposure to evaluate the influence of residual species, such as O, C, and F 

on the damaged layer. 

 

 

Table 2.5  List of figures and tables corresponding to the structures and process flow of 

each sample. 

 Type-A Type-B Type-C 

(PTEG) 

Type-D 

(DTEG) 

Sample structure Blanket wafer Device with p–n junction 

Layout — — Fig. 2.2(a) Fig. 2.2(b) 

Process flow (w/o CDE) Fig. 2.3 Fig. 2.3 Fig. 2.4 Fig. 2.4 

Process condition (w/o CDE) Table 2.2 Table 2.2 Table 2.1 Table 2.1 

Process flow (w/ CDE) Fig. 2.5 — Fig. 2.6 — 

Process condition (w/ CDE) Table 4.1 

(Chapter 4) 
— 

Table 4.2 

(Chapter 4) 
— 

 

TEM and I–V analyses

As+ I/I [n-type]

Chemical dry etching (CDE)

B+ I/I [p-type]

Plasma etching (PE)

Poly-Si deposition

PE [Poly-Si]

Rapid thermal annealing (RTA)

SiO2 deposition [Gate oxide]

Ion implantation (I/I)

[Deep n-well, p-well]

SiO2 deposition

Furnace annealing (FA) p pn

p pn

Poly-Si

p-type well

Deep n-type well

n-type regionp-type region

SiO2
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2.1.4 Plasma process equipment 

This study used a commercially available ECR plasma system (Hitachi High-

Tech Corp., U-8150) for 12-inch (300 mm) Si wafers. A rotational motion of ions 

proceeding with the cyclotron frequency is proceeded by a magnetic field. When the input 

microwave frequency matches the electron cyclotron frequency, electrons accelerate 

owing to resonance. The increased probability of collisions by accelerated electrons 

enables the generation of high-density plasma (~1011 cm−3) at low pressure (0.05~0.5 Pa). 

A schematic of the ECR plasma system used in this study is shown in Fig. 2.7. The ECR 

plasma was generated by a 2.45-GHz microwave and a bias power with a frequency of 

400 kHz was applied to the wafer stage. The source power was 500 W and the chamber 

pressure was 3 Pa. The discharge gas was CF4/CHF3/Ar/O2 = 30/90/60/5 sccm. The 

incident energy of the ions was controlled by changing the peak-to-peak voltage at the 

wafer stage, Vpp. 

Some samples in this study were performed in the CDE process after plasma 

exposure to investigate the influence of residual species, such as O, C, and F in a damaged 

layer. CDE is widely used for poly-Si etching and photoresist ashing processes. Generally, 

the CDE process is isotropic and exhibits high selectivity. The schematic of the CDE 

apparatus (Shibaura Mechatronics Corp., CDE300) used in this study is shown in Fig. 2.8. 

The CDE apparatus comprised two main chambers-discharge and reaction. The CDE 

plasma was generated by a 2.45-GHz microwave and two types of discharge gas: CF4/O2 

and CF4 were used in this study. The plasma generated in the discharge chamber 

propagates to the reaction chamber by diffusion through a transfer tube. Charged particles 

recombine at the tube wall and disappear resulting in only radicals, such as F, O, and CFx 

reaching the reaction chamber. Because the neutral radicals attack the wafer from all 
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angles, this process is isotropic. The influence of CDE on the damaged layer is examined 

in Chapter 4. 

 

 

 

 

 

 

Figure 2.7  Schematic of an ECR plasma system used in this study. 
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Figure 2.8  Schematic of a CDE apparatus used in this study. 

 

 

2.2 Physical analyses 

Various defect analysis techniques were employed to examine the behavior of 

defects induced by plasma exposure. In addition to TEM and SE analyses, SIMS, 

TOF−SIMS, PAS, and CL methods were applied to assess defects in low-density regions. 

In this study, the aforementioned PPD characterization methods are denoted as physical 

analyses. 

 

2.2.1 Transmission electron microscopy 

In TEM analysis, a high-energy electron beam is irradiated to a very thin sample 

(< 200 nm thick). Interaction between electrons and atoms can be used to observe the 

crystal structure and morphology at an atomic level. A schematic of a TEM apparatus and 
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an example image of TEM observation is shown in Fig. 2.9. Electrons are emitted from 

the electron gun at the top of the TEM apparatus. A magnetic condensing lens is used to 

condense the electrons. The emitted electrons are highly focused by the electromagnetic 

lens in a vacuum and irradiated to a thin sample. 

TEM provides information on the crystal structure. Although the amorphous 

layer and end-of-range defects can be observed using TEM, the assignment of point 

defects, such as vacancies and interstitial impurities is challenging. In this study, the 

"detection limit" is defined as the minimum number of defects that can be detected by the 

respective analysis techniques. The detection limit for defects in a Si substrate using TEM 

observation is approximately 5 × 1020 cm−3. 

 

 

Figure 2.9  Schematic of TEM. 
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2.2.2 Spectroscopic ellipsometry 

The thickness of a damaged layer after PE was evaluated by SE. Generally, SE 

is a non-destructive measurement technique to obtain the optical properties of thin film 

and bulk materials through reflected light waves. SE uses polarized light at an oblique 

incidence to a sample surface, as shown in Fig. 2.10. The measured data is expressed 

using two parameters: Psi (Ψ) and Delta (∆).Ψ and ∆ describe the change in polarization 

that occurs when the incident light interacts with the sample surface. Polarization changes 

originate from the reflectivity difference between electric field components oriented 

parallel (p polarization) and perpendicular (s polarization) to the plane of incidence. A 

schematic of the experimental setup of an SE system used in this study (J. A. Woollam 

Co., Inc., M-2000FI) is shown in Fig. 2.11 The SE system uses an Xe-lamp with a 

wavelength range of 210–1690 nm as a light source. The beam spot diameter was 125 μm. 

SE spectra were obtained at incident angles of 65°, 70°, and 75°. The measurements in 

this study were performed in the 200–900 nm (1.38–6.2 eV) spectral range. 

 

 

 

 

 

Figure 2.10  Measurement principle of SE. 
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Figure 2.11  Schematic of the experimental setup of SE. 

 

 

The damaged layer formed by plasma processes primarily comprises two 

regions: the surface oxidized layer (SL) and the interfacial transition layer (IL) with 

displaced Si and interstitial atoms.12 SE was used to estimate the thicknesses of the SL 

and IL for samples after plasma processes. The thicknesses of IL and SL were defined as 

dIL and dSL, respectively. In this study, two optical models assuming transition layers 

composed of amorphous Si and crystalline Si (Model X) or amorphous Si and SiO2 phase 

(Model Y) were employed for comparison, as shown in Fig. 2.12. The surface layer was 

assumed to be thin SiO2. The effective optical constants of the IL layer were estimated 

using the Bruggeman effective medium approximation.13,14 The effective optical constant 

ε in the Bruggeman model is expressed as: 

f
Si

εSi − ε

εSi + 2ε
 +  (1 − f

Si
)

εa − ε

εa + 2ε
 = 0,        (2.1) 

where εa is the dielectric constant of the amorphous Si for Model X and SiO2 for Model 

Polarizer Analyzer

Wafer
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Y, fSi and 𝜀Si are the volume function and dielectric constant of Si, respectively. Three 

parameters, dSL, dIL, and fSi, were determined using Model X and Model Y. 

 

 

Figure 2.12  Optical models employed for SE analysis. 

 

 

2.2.3 Secondary ion mass spectrometry 

SIMS is a surface analytical technique for solid materials. In SIMS analysis, a 

few atomic layers from the surface of a sample are sputtered using a focused primary ion 

beam, such as Ar+, O−, O2
+, Cs+, and Ga+ at 1–30 keV. For example, an oxygen ion is used 

to analyze positive secondary ions, whereas a cesium ion is used to analyze negative 

secondary ions. When a solid sample is sputtered by primary ions, neutrals and secondary 

ions are ejected from the surface of the sample. The secondary ions ejected from the 

sample provide information about the elemental and molecular composition of the 

material. Continuous analysis during sputtering produces information along the depth 

direction as the sample is gradually sputtered by ion irradiation. SIMS is a sensitive 

technique for surface analysis. The detection limit of SIMS is between 1012 and 1016 

atoms/cm3.15 Several types of mass analyzers exist, including magnetic sector, TOF, and 

quadrupole. In general, TOF analyzers are suitable for static SIMS, whereas quadrupole 

and magnetic sector analyzers are suitable for dynamic SIMS. TOF–SIMS is a technique 
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of irradiating an ion beam on a solid sample and separating the mass by utilizing the 

difference in the TOF of the ions emitted from the surface. TOF–SIMS can obtain 

information on elements or molecular species present within a depth of 1 nm from the 

sample surface at high sensitivity. In this study, SIMS analyses were performed using a 

SIMS4500 (CAMECA). Cs+ was used as a primary ion beam. The energy of primary ions 

was 1 keV and the tilt angle was 50° from the normal. TOF–SIMS analyses were 

performed using a TOF.SIMS5 (ION–TOF). Bi3
+ with 15 keV was used as a primary ion 

beam source and Cs+ with 1 keV was used as a sputtering ion beam source. 

 

2.2.4 Cathodoluminescence 

The CL method is based on the phenomenon of light emission from materials 

owing to electron irradiation.16 A high-energy electron beam excites electrons from the 

valence band into the conduction band of a material. A photon is emitted from a sample 

when the electron and hole recombine. The light emitted from the sample is introduced 

to a spectroscope through a collector mirror. In the case of crystalline Si substrates, the 

CL spectrum identifies typical defect structures, such as dislocation-related luminescence 

(D lines) and interstitial carbon and oxygen complex (CiOi)-related luminescence lines 

(C lines). The transverse optical (TO) line at 1.09 eV denotes the TO-phonon of the band-

to-band transition.17 In general, the CL emission is suppressed by the presence of defects 

because defects near the Si surface cause surface recombination of excited carriers. A 

schematic of the CL emission process is shown in Fig. 2.13. The number of defects can 

be approximated from the TO-line intensity.18 The measurement region of CL is 

determined by the penetration depth of the electron beam and diffusion of generated 

electron–hole pairs. The depth profile of defects is obtained by changing the electron 
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beam energy that defines the projection range of incident electrons. The maximum range 

Re is a function of beam energy Eb (keV):8 

Re = (0.0276A / ρZ0.889) Eb
1.67 (μm),       (2.2) 

where A is the atomic weight, ρ is the density of the material (g/cm3), and Z is the atomic 

number. The detection limit of the CL analysis is considered to range from 1014 cm−3.16 

This study uses CL analysis to detect defects in damaged Si substrates. An SEM 

(Hitachi, S-4300SE) with a Schottky emission-type gun was used as the excitation source. 

The emitted luminescence was analyzed using a single monochromator equipped with an 

InGaAs multichannel detector (Jobin Yvon, HR-320) covering the photon energy ranging 

from 0.77 to 1.38 eV. All CL measurements were performed at 37 K. The acceleration 

voltage of the electron beam was 10 or 25 kV. The electron penetration depth in Si 

substrates was estimated using the Kanaya–Okayama model8 to be approximately 1.5 μm 

at 10 kV and 6.9 μm at 25 kV. 

 

 

 

Figure 2.13  Schematic of the CL emission process. 
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2.2.5 Positron annihilation spectroscopy 

PAS analysis detects low-density defects with high sensitivity by assuming that 

positrons are selectively trapped in vacancy-type defects, where positive ions are lost. 

Positron has an electric charge of +e and a spin of 1/2 (same as electrons) and has the 

same mass as an electron. The schematic of positron annihilation is shown in Fig. 2.14. 

Positrons can be generated through the beta (β+)-decay of radioactive isotopes. In this 

study, the radioactive isotope 22Na was used as a positron source. Annihilation (electron–

positron) radiation occurs when a positron collides with an electron in a sample. The mass 

of the electron–positron pair is converted into energy and in most cases, two γ-ray photons 

are emitted in opposite directions. The amount of energy (Eγ) produced by the annihilation 

equals the mass that disappears multiplied by the square of the speed of light in a vacuum 

[that is, E = m0c
2 = 511 keV, where m0 is the electron (positron) rest mass and c (m/s) is 

the speed of light]. The motion of the electron–positron pair causes a Doppler shift in the 

energy of the annihilation radiation.19 Generally, vacancy-type defects can be detected by 

measuring the Doppler broadening spectra of the annihilation radiation.6 The change in 

the Doppler broadening spectrum is characterized by the S (Shape) parameter.19 The S 

parameter is a ratio of counts in a defined bandwidth of a spectrum near the peak to the 

total counts of the spectrum. Positron annihilation at (a) defect-free state and (b) trapped 

state by an open-volume defect is shown in Fig. 2.15.20 The S value increases with the 

size of agglomerated vacancies (defect structure and/or density).  

The relationship between the S parameter and incident positron energy EPAS can 

be analyzed using a variable energy positron fit (VEPFIT) program developed by van 

Veen et al.21 The time-independent one-dimensional positron diffusion can be expressed 

as22 
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D+
d

2

dz
2 n(z) −  κeffn(z) + P(z, E) = 0,        (2.3) 

where n(z) is the positron density at a distance z from the surface, D+ is the positron 

diffusion constant, κeff is the effective decay rate of positrons, and P(z, E) is the positron 

implantation profile as a function of the incident energy. The positron diffusion length Ld 

is expressed as: 

Ld = √
D+

κeff
 .          (2.4) 

P(z, E) is expressed as23 

P(z, E) = 
mzm−1

z0
m exp [− (

z

z0
)

m

] with z0 = 
AEr

ρΓ(1 + 
1

m
)
 ,     (2.5) 

where m, r, and A are empirical parameters, ρ is the mass density of the sample and Γ(x) 

(x = 1 + 1/m) is the gamma function. The obtained S–E curve is fitted using  

S(E) = SsFs(E) + ∑SiFi(E),        (2.6) 

Fs(E) + ∑Fi(E) = 1,          (2.7) 

where Fs(E) and Fi(E) are the fractions of thermalized positrons annihilated at the surface 

and in the i-th block of the bulk, respectively. Ss and Si are the S parameters for the 

annihilation of positrons at the surface and in the i-th block of the bulk, respectively. The 

VEPFIT program solves Eq. (2.3) and provides the fraction of positrons annihilated in 

each block as well as the corresponding S parameter. Generally, the detection limit of the 

PAS analysis is considered to range from 1016 cm−3 in crystalline Si20, as shown in Fig. 

2.16. 
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Figure 2.14  Schematic of positron annihilation. 
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Figure 2.15  Positron annihilation in (a) the defect-free state and (b) the trapped state by 

an open-volume defect. 

 

 

 

 

Figure 2.16  Defect characterization techniques with respect to the detection limit. 
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2.3 Electrical analyses 

C–V and I–V measurements were conducted to understand the nature of PPD 

mechanisms. A schematic of the C–V measurement setup for blanket wafer samples is 

shown in Fig 2.17. The system is equipped with a precision semiconductor parameter 

analyzer (Hewlett-Packard, 4156A) and a precision LCR meter (Agilent, 4284A). C–V 

measurements of blanket wafer samples were performed at room temperature using a 

mercury (Hg) probe platform in a shield box (Solid State Measurement, Inc., SSM 495 

CV SYSTEM). A 100-kHz modulation voltage was superimposed upon a DC bias voltage. 

The amplitude was 10 mV. The area of the Hg metal contact was 7 × 10−3 cm2. 

A schematic of a C–V and I–V automatic test equipment system for 300-mm-

diameter wafer samples (Tester: Keysight, 4082F, Prober: Tokyo Seimitsu, UF3000EX-

e) is shown in Fig. 2.18 The test system was equipped with a built-in semiconductor pulse 

generator unit and an LCR meter. The system is equipped with eight source monitor units 

(SMUs). The SMU comprises two low-current and six standard-current ports. The 

measurement ranges for the low- and standard-current ports are 1 fA to 100 mA (2 μV to 

100 V) and 10 fA to 1 A (2 μV to 200 V), respectively. I–V measurements of the device 

structure samples were performed at 25, 40, 60, 80, and 100 °C. 
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Figure 2.17  Schematic of the C–V measurement setup for blanket wafer samples. 

 

 

 

Figure 2.18  Wafer test system. 
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2.4 Modeling of electrical properties 

2.4.1 Capacitance–voltage characteristics 

The 1/C2–V techniques have been widely utilized to quantify the doping 

concentration in Si substrates in the design of ion implantation processes.24 For a one-

sided abrupt junction, 1/C2 and the differential capacitance can be described as follows: 

1

Cp
  2  = 

2(Vbi − V)

qε0εSiNB
,          (2.8) 

d

dV
(

1

Cp
  2)  = 

−2

qε0εSiNB
,         (2.9) 

where Cp is the measured parallel capacitance, Vbi is the built-in voltage, V is the applied 

bias voltage, εSi is the relative dielectric constant of the Si substrate, ε0 is the permittivity 

of the vacuum, and NB is the doping concentration of the substrate. The slope provides 

the impurity concentration of the substrate NB and the intercept (at 1/C2 = 0) provides Vbi, 

as shown in Fig. 2.19. 

The damaged structures after plasma exposure can be evaluated by the distortion 

of the C–V curve and the flat-band voltage (VFB) shift. The differential capacitance on the 

depletion/inversion side is severely influenced by the presence of defects. By introducing 

the volumetric density of defects ndam, the differential capacitance with a damaged layer 

can be expressed as25 

|
d

dV
(

1

Cp
  2)|  = 

2

qε0εSi
(NB + ndam)

.       (2.10) 

The slope of 1/Cp
2–V defines NB + ndam. Changes in the slope correspond to the presence 

of defect sites. ndam can be quantified in Si substrates created by PPD using this 

methodology. 
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Figure 2.19  Plot of 1/C2 versus V. 

 

 

2.4.2 Current-voltage characteristics 

I–V measurements were performed using Schottky contact structures,26–30 p–n 

junctions,31,32 and MOS structures.33,34 This study employs a device with a p–n junction 

for the PPD evaluation. The energy band diagrams of a p–n junction under forward and 

reverse bias conditions are shown in Figs. 2.20(a) and 2.20(b), respectively. The total 

current through the p–n junction is expressed as24 

J = Jp + Jn = J0 [exp (
qV

kT
) − 1],       (2.11) 

  J0 ≡ 
qDpni

2

LpND
 + 

qDnni
2

LnNA
 = qni

2 (
1

ND
√

Dp

τp
 + 

1

NA
√

Dn

τn
),     (2.12) 

where Jp is the hole diffusion current density in the n-type region, Jn is the electron 

diffusion current density in the p-type region, J0 is the saturation current density, q is the 

elementary charge, V is positive for forward bias and negative for reverse bias and k is 

the Boltzmann constant. T is the absolute temperature in degrees Kelvin, Dp is the hole 

diffusion coefficient, Dn is the electron diffusion coefficient, ni is the intrinsic carrier 

density, Lp is the diffusion length of holes, Ln is the diffusion length of electrons, ND is 

the donor concentration, NA is the acceptor concentration, τp is the hole lifetime, and τn is 

the electron lifetime.  

0

1/C2

V
Vbi
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Figure 2.20  Energy band diagrams of a p–n junction under (a) forward bias and (b) 

reverse bias conditions. 
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generated by exciting an electron from the valence to the conduction band. 

Recombination is a process in which electrons and holes from the conduction and valence 

bands, respectively, recombine and are annihilated. Recombination can be classified into 

two groups, radiative (band-to-band) and non-radiative recombination. Non-radiative 

recombination can be categorized into trap-assisted recombination by defects (Shockley–

Read–Hall recombination) or auger recombination. In Si (indirect-bandgap 

semiconductors), the dominant transitions are indirect generation/recombination via 

intermediate levels. Based on the Shockley–Read–Hall theory,24,36 the recombination rate 

is expressed as 

U = 
σnσpvthnt(pn − ni

2)

σn[n + niexp(
Et − Ei

kT
)] + σp[p + niexp(− 

Et − Ei
kT

)]
,         (2.13) 

where σn is the capture cross-section of electrons, σp is the capture cross-section of holes, 

vth is the thermal velocity of carriers, nt is the concentration of the recombination centers 

(the density of traps) in the Si substrate, and n is the electron density. p is the hole density, 

Et is the energy level of the recombination center (trap level), and Ei is the intrinsic Fermi 

level. Under reverse bias voltage conditions, the carrier concentration (n, p) in the 

depletion region is considerably smaller than the intrinsic carrier concentration (ni); hence, 

n << ni and p << ni. When n << ni and p << ni, the rate of electron–hole pair generation is 

expressed as follows: 

G = − U = [
σnσpvthnt

σnexp(
Et − Ei

kT
) + σpexp(− 

Et − Ei
kT

)
] ni ≡ 

ni

τg
,     (2.14) 

where τg is the generation lifetime. Assuming σn = σp = σ0,
37,38 Eq. (2.14) yields 

G = 
niσ0vthnt

2cosh(
Et − Ei

kT
)
 .        (2.15) 

The generation current density (SRH generation current density, JSRH) in the depletion 

region is expressed as24 
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JSRH = ∫ qGdx
Wdep

0
 ≈ qGWdep = 

qniWdep

τg
 = 

qniσ0vthWdepnt

2cosh(
Et − Ei

kT
)
,    (2.16) 

where Wdep is the depletion width. The area current density JA for a p–n+ junction is 

dominated by the diffusion current density (Jdiff) in the neutral regions and the generation 

current density in the depletion region: 

JA ≈ q√
Dn

τn

ni
2

NA
 + q

niWdep

τg
.        (2.17) 

We can determine whether Jdiff or JSRH is more dominant by evaluating the temperature 

dependence of the junction leakage current density (Jleak). Notably, Jdiff and JSRH are 

proportional to ni
2 and ni, respectively and ni is temperature dependent, as follows:39 

ni = 1.640 × 10
15

T1.706exp (−
Eg

2kT
).       (2.18) 

The activation energies of Jdiff and JSRH equal Eg and Eg/2, respectively. 

The emission of carriers from the trap levels to the conduction or valence band 

in the depletion region is enhanced by the electric field in the p–n junction (Fm). For an 

electric field of 105–106 V/cm, trap-assisted tunneling (TAT) becomes dominant. The TAT 

current density (JTAT) significantly depends on the bias voltage (electric field) in the p–n 

junction. JSRH is enhanced by the field enhancement factor Γ.40,41 

JTAT = JSRH∙Γ(Fm),        (2.19) 

Γ(Fm) = √3π
FΓ

Fm
[exp (

Fm

FΓ
)

2

− exp (
FmW0

FΓWdep

)
2

],     (2.20) 

FΓ = 
√24m*(kT)3

qℏ
,         (2.21) 

where W0 is the depletion width at zero bias, m* (m* = 0.25m0
42) is the effective mass of 

carriers, and ℏ = h/2π (h-Planck constant). The voltage dependence of the depletion 

capacitance and the width of the depletion region are expressed as40 

C(Vrev) = 
C0

(1 − 
Vrev

Vint
)

p ,        (2.22) 
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Wdep(Vrev) = W0 (1 −
Vrev

Vint
)

p

,       (2.23) 

where C0 is the capacitance at zero bias. Vint and p are determined by fitting the 

capacitance to Eq. (2.23). Fm as a function of the reverse bias voltage (Vrev) is expressed 

as40 

Fm(Vrev) = 
Vint

(1−p)W0
(1 −

Vrev

Vint
)

1−p

.       (2.24) 

The dominant mechanism for reverse bias leakage current is listed in Table 2.6. The 

leakage current of the Poole–Frenkel effect (Fm ~ 104 V/cm) and band-to-band tunneling 

(BBT) (Fm > 106 V/cm) are analyzed in Appendix A.1. In the following chapters, the 

model predictions will be performed based on these mechanisms. 

 

 

 

 

 

 

Figure 2.21  Carrier generation and recombination processes. 
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Table 2.6  Dominant mechanisms for the reverse bias leakage current. 

Components of 

p–n junction 

leakage current  

Electric field 

range 
Current equations 

Diffusion — 

Jdiff = q√
Dn

τr

ni
2

NA

 

ni = 1.640 × 10
15

T1.706exp (−
Eg

2kT
) 

Generation/ 

recombination 

(SRH) 

— 

JSRH = ∫ qGdx

Wdep

0

 ≈ qGWdep = 
qniWdep

τg

 

G = − U = [
σnσpvthnt

σnexp (
Et − Ei

kT
) +σpexp (−

Et − Ei

kT
)

] ni 

Poole–Frenkel 

conduction 
~ 104 V/cm JPF ~ Fmexp (

q

kT
√

qFm

πεSi

) 

Trap-assisted 

tunneling (TAT) 

~ a few 105 

V/cm 

JTAT = JSRH∙Γ(Fm) 

Γ(Fm) = √3π
FΓ

Fm

[exp (
Fm

FΓ

)
2

− exp (
FmW0

FΓWdep

)

2

] 

FΓ = 
√24m*(kT)3

qℏ
 

Band-to-band 

tunneling (BBT) 
> 106 V/cm JBBT ~ V (

Fm

F0

)

3
2

exp (−
F0

Fm

) 

F0 is a constant that is temperature dependent 
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 Chapter 3  

 

Profiling of defects in the vertical direction 

 

 

3.1 Introduction 

In the manufacturing of electronic devices, the precise control of the depth 

profiles of impurities in ion-implanted Si substrates and the device topological features 

defined by plasma etching (PE) is indispensable. Both ion implantation and PE create 

damage in crystalline Si substrates (e.g., point defects, defect clusters, and amorphous 

regions) because of high-energy ion bombardment.1–6 Ion bombardment damage does not 

naturally scale with the reduction of the device feature size; hence, the influence of 

damage creation on device characteristics and reliability is expected to increase with the 

continued decrease in feature size. Thus, a methodology to assess defects at densities 

lower than conventional impurity densities is required to decrease and control the number 

of defects created during manufacturing. 

The ion implantation and PE processes can be classified into three categories in 

terms of defect creation (damage) owing to ion bombardment: high-dose ion implantation, 

low-dose ion implantation, and PE. In the case of high-dose ion implantation (generally, 

more than 1 × 1014 atoms/cm2), an amorphous layer is formed on the surface.7 The end-

of-range defects8,9 are created beneath the crystalline/amorphous interface in the Si 

substrate after thermal annealing. Generally, these defects have been evaluated using 

TEM and Rutherford backscattering spectrometry.10  
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In the case of low-dose ion implantation (generally, less than 1 × 1014 atoms/cm2), 

defects are created near the Si surface that cannot be identified by TEM observation [that 

is, the number of defects is below the detection limit of TEM (~ 5 × 1020 cm−3 as 

mentioned in Chapter 2)]. Most of these defects are believed to be recoverable following 

annealing at high temperatures (above 1000 °C).11 However, the detailed recovery process 

remains unclear owing to the detection limit of TEM. Positron annihilation spectroscopy 

(PAS)12 and the cathodoluminescence (CL) method13 have been considered promising 

techniques to identify the presence of residual defects after high-temperature annealing 

in this regime owing to their increased sensitivity (~ 1 × 1016 cm−3 and ~ 1 × 1014 cm−3, 

respectively, as mentioned in Chapter 2).14 

In the case of PE, the damaged layer is formed by the bombardment of ions 

accelerated in the plasma sheath.15 Primarily, the damaged layer consists of two regions: 

the SL and IL with displaced Si and interstitial atoms.16 SL and IL have been evaluated 

using TEM and spectroscopic ellipsometry (SE). During wet etching (WE), which follows 

PE, the SL and a portion of the IL are stripped off. However, completely removing the 

interstitial species and displaced Si atoms underneath the IL is challenging. Localized and 

isolated defects (latent defects) remain even after the damage recovery processes, such as 

conventional WE or annealing, and lead to the degradation of Si device performance.17 

Although the presence and behavior of latent defects have been previously examined 

based on experimental data and model predictions,18,19 few studies have focused on the 

sensitivity or detection limits of PPD evaluation techniques. Thus, by considering the 

sensitivity of defect analysis techniques, a comprehensive methodology to identify the 

detailed structure and profile of latent defects in low-density regions is crucial. 

This chapter focuses on the structure and profile of latent defects in the vertical 
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(depth) direction created by PE. Various process technologies in the present 

manufacturing were employed to clarify the behavior of latent defects. In addition to TEM 

and SE analyses, secondary ion mass spectrometry (SIMS), time-of-flight SIMS 

(TOF−SIMS), PAS, and CL methods were applied to assess defects in low-density regions. 

 

3.2 Experimental procedure 

Two types of samples were prepared: Type-A (sample ID: 1–6) and Type-B 

(sample ID: 7–11), as shown in Fig. 2.1. P-type (100) Si substrates were used. The 

samples of Type-A (Si sub.) were directly exposed to the electron cyclotron resonance 

(ECR) plasma source. The samples of Type-B (SiO2/Si sub.) were exposed to the ECR 

plasma. The sample preparation flowchart is shown in Fig. 2.3 and Table 2.2. The plasma 

conditions (Process A–F) are listed in Table 2.3. TEM, SE, SIMS, TOF−SIMS, PAS, and 

CL methods were employed, as listed in Table 2.2. Experimental procedures for Type-A 

and Type-B samples are shown in Figs. 3.1(a) and 3.1(b), respectively. 
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Figure 3.1  Experimental procedures to assign plasma-induced damages in Si substrates 

using (a) Type-A samples and (b) Type-B samples. 

 

 

3.3 Results and discussion 

3.3.1 Results obtained by conventional defect analysis 

The cross-sectional TEM images after PE [(b1) in Fig. 2.3] under the conditions 

of processes A and E, as listed in Table 2.3 are shown in Fig. 3.2. The thickness of the 

amorphous layer increased because of the increase in the peak-to-peak voltage (Vpp). After 

the plasma process, an oxidized layer is generally formed on the Si surface because the 
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plasma-damaged layer is easily oxidized by air exposure.3,20,21 Consequently, a transition 

layer is formed underneath the SL. The thickness of the oxidized and transition layers can 

be determined using SE.16 

 

Figure 3.2  Cross-sectional TEM images of samples after PE [Type-A (b1) in Fig. 2.3] 

under the conditions of (a) Process A (Vpp = 320 V) and (b) Process E (Vpp = 700 V) in 

Table 2.3. 

 

 

Two optical models were employed for comparison in which the transition layer 

comprised amorphous Si and crystalline Si (Model X) or amorphous Si and SiO2 phases 

(Model Y), as shown in Fig. 2.12. The total thickness of SL and IL was defined as dtotal 

and that of IL and SL, as dIL and dSL, respectively. dtotal, dSL, and dIL as a function of Vpp 

for the optical models are shown in Fig. 3.3. The mean squared error (MSE)22 was shown 

on the right y-axis. The MSE was used to quantify the difference between the 

experimental and model-predicted data, the goodness of fit. Both dtotal and dIL 

monotonically increased with an increase in Vpp. Based on these results, the thickness of 

the damaged layer increases with an increase in the energy of incident ions. 
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The thickness of an amorphized layer was also observed in the TEM images (Fig. 

3.2). Notably, distinguishing the SL from the transition layers in the plasma-damaged 

samples using TEM observation is challenging. However, in the case of SE analysis, the 

surface oxidized and transition layers can be identified using the effective dielectric 

constants of each layer with a technique, such as effective medium approximation. The 

MSE value of Model Y was smaller than that of Model X. The estimated total thickness 

obtained by Model Y was in better agreement with the thickness obtained from the TEM 

observation compared with Model X. The fraction of SiO2 in the IL gradually decreased 

with depth. Therefore, Model Y (SiO2:a-Si/c-Si structure) should be employed in the SE 

analysis. 

 

Figure 3.3  Estimated thicknesses (dtotal, dSL, and dIL) as a function of Vpp. The MSE is 

shown on the right y-axis. The thickness of an amorphized layer by TEM observation is 

also shown. 
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The representative CL spectra of the samples after PE under the conditions listed 

in Table 2.3 are shown in Fig. 3.4. As mentioned, a 10 nm-thick passivation film was 

formed on the Si surface [(c) in Fig. 2.3]. A sample without plasma exposure served as 

the reference sample. Two emission lines, labeled TO and TO+O, were observed for all 

samples. These lines corresponded to the emission from the electrons in the band-to-band 

transition accompanied by the TO phonons and optical phonons at k = 0 (O).23 The TO-

line intensity of the damaged sample was normalized with that of the reference sample to 

eliminate the influence from the recombination center at the Si surface. 

 

 

 

Figure 3.4  Representative CL spectra of the samples after PE under the conditions of 

processes A to F in Table 2.3. The acceleration voltage of the electron beam is 10 kV. Two 

characteristic emission peaks, labeled TO and TO+O, are observed for all samples. 
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The normalized TO-line peak intensity ratio as a function of Vpp for the 

acceleration voltages of 10 and 25 kV is shown in Figs. 3.5(a) and 3.5(b), respectively. 

Four CL measurement data for each Vpp were obtained. Notably, the electron beam 

penetration depths for the samples with a passivation film shown in Figs. 3.5(a) and 3.5(b) 

were shallower than those for the Si substrate without a passivation film. As shown, the 

TO-line intensity ratio was smaller than the reference in both cases, indicating that non-

radiative recombination centers (defects) were formed in the damaged Si substrate.14,24 

The TO-line intensity ratio was lower in Fig. 3.5(a) than that in Fig. 3.5(b), implying that 

the density profile of non-radiative defects was maximum at the surface and decayed 

toward the deep region. Moreover, the Vpp dependence of the TO-line intensity ratio was 

observed in Fig. 3.5(b), whereas no clear Vpp dependence was observed in Fig. 3.5(a). For 

the lower acceleration voltage (10 kV), the recombination ratio of electron-hole pairs 

became saturated and the Vpp dependence seemed difficult to identify because of the 

effects of the defects present in the vicinity of the Si surface. Meanwhile, for the higher 

acceleration voltage (25 kV), the intensity of the TO-line decreases with higher Vpp, 

inferring that more defects were created. The range of the TO-line intensity ratio is shown 

on the right y-axis in Figs. 3.5(a) and 3.5(b). The signal intensity was considerably smaller 

(1/50–1/100) at an accelerating voltage of 10 kV than that at 25 kV. Therefore, for 10 kV, 

the variation in the signal intensity relatively increased because of the effect of surface 

states. The normalized TO-line peak intensity ratio as a function of dIL for the acceleration 

voltages of 10 and 25 kV is shown in Fig. 3.5(c). This result implied that the amount of 

damage (dIL) decreased with the lower Vpp, and the variation ratio increased. In summary, 

a higher acceleration voltage is required for the CL analysis of PPD even if the damaged 

layer thickness is in the range of several nanometers. 
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Figure 3.5  Vpp dependence of the normalized TO-line peak intensity ratio at electron 

beam acceleration voltages of (a) 10 and (b) 25 kV. The range of the TO-line peak 

intensity ratio is shown on the right y-axis. (c) The normalized TO-line peak intensity 

ratio is shown as a function of dIL for acceleration voltages of 10 and 25 kV. 
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The depth profiles of O, C, and F atoms are shown in Figs. 3.6(a)–3.6(c), 

respectively, obtained using TOF−SIMS after PE under the conditions of processes A, B, 

and E. In these cases, a sample cleaned by an ammonium hydrogen-peroxide mixture 

served as the reference sample. A change was observed in the C and F profiles after PE, 

as shown in Figs. 3.6(b) and 3.6(c), respectively, whereas no significant change was 

observed for the O profile in Fig. 3.6(a). The C and F atomic concentrations significantly 

increased (by one or two orders of magnitude) as Vpp increased, as shown in Figs. 3.6(b) 

and 3.6(c), respectively. The CF3 radicals from plasma were adsorbed on the Si or SiO2 

surface and dissociated into C and F by the impact of the incident ions. The oxidation was 

suppressed by the presence of the CFx polymer on the surface; hence, the Vpp dependence 

may not be identified with respect to the depth profile of the O atoms. In contrast, the C 

and F atoms diffused deeper with an increase in Vpp because the projected range of the 

incident ions increased with the higher Vpp. The thicknesses of the C and F distribution 

regions (> 1018 cm−3) were assessed to be approximately 10 nm, which is significantly 

thicker than that assigned by the TEM and SE analyses. This finding suggested that these 

species function as latent defects (presumably interstitial or defect precursors, in this case) 

that are not identified by conventional physical and optical techniques. Thus, in modern 

manufacturing, C and F atoms are sensitive measures for the PPD analysis using 

TOF−SIMS. 

The PAS analysis was performed to investigate the detailed structure and profile 

of defects. The S parameter obtained by the PAS analysis after PE under the condition of 

process E (as damaged samples) as a function of the incident positron energy EPAS is 

shown in Fig. 3.7. The projection range of the incident positron was estimated according 

to the energy and displayed on the upper x-axis. A comparison between the reference and 
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damaged samples is shown in Fig. 3.7. The S parameter in the PAS analysis assigns the 

presence of the positron recombination centers, generally vacancies in the Si substrate. 

These vacancies are believed to exist on the surface of the Si substrate leading to an 

increase in the S value.25 The S value is almost constant at high EPAS (>10 keV), indicating 

that, in this energy range, almost all positrons annihilated in the substrate without 

diffusing back to the surface region. As shown, the S parameter of the damaged sample 

was lower than that of the reference, particularly near the surface. The difference was 

validated at a depth of approximately 200 nm. As previously mentioned,26–29 the S value 

decreased when the impurities were introduced into a Si substrate because of the coupling 

between the impurity and the vacancy—in this case between F and the vacancy. The 

decrease in the S parameter might correspond to the creation of defects after PE. Based 

on this assumption, the present finding indicated that latent defects existed for a depth of 

up to 20 nm, at least. 
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Figure 3.6  Impurity profiles obtained using TOF−SIMS after PE under the conditions 

of processes A, B, and E. Depth profiles of (a) O, (b) C, and (c) F atoms. 
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Figure 3.7  S parameter as a function of the incident positron energy EPAS for the 

reference and damaged samples under the condition of process E in Table 2.3. The S 

parameter near the Si surface decreases after PE. 

 

 

3.3.2 Dechanneling behavior of As ions in the damaged layer 

As previously mentioned, both CL and PAS analyses can be used to identify 

plasma-induced latent defects present underneath the surface oxidized and interface 

(transition) regions assigned by TEM and SE. In this chapter, the dechanneling 

mechanism of impurity was utilized and its dynamic behavior was investigated to validate 

the findings. Arsenic atoms were used as markers for the analysis. As shown in Fig. 2.3, 

As atoms were implanted after PE and thermal annealing was subsequently performed 

(Type-B samples in Fig. 2.3). 

0 5 10 15 20

Positron energy (keV)

10 200 1000

Mean implantation depth of positrons (nm)

500

S
p
a
ra

m
e
te

r

0.56

0.55

0.54

0.53

0.52

Si Substrate (Ref.)

Plasma etching



Chapter 3 

75 

 

The As profiles after ion implantation [(d) in Fig. 2.3] and after annealing [(e) in 

Fig. 2.3] are shown in Figs. 3.8(a) and 3.8(b), respectively, obtained by TOF−SIMS. The 

As profiles of the samples with an oxide film removed by PE under the condition denoted 

by process E in Table 2.3 [(b2) in Fig. 2.3] and those with an oxide film removed by WE 

[(b3) in Fig. 2.3] were compared. The projected range (Rp) of As atoms was approximately 

10 nm in this energy range. As shown in Fig. 3.8(a), the difference in the distribution edge 

of As atoms was obtained in the range from 50 to 200 nm in depth; the As profile in the 

plasma-damaged sample was steeper than that of the wet-etched sample. Therefore, the 

channeling of As ions was suppressed by defects created during PE. As shown in Fig. 

3.8(b), the difference in the distribution edge was still observed even after annealing. 

The S parameter as a function of the incident positron energy EPAS for the plasma-

damaged and As-ion implanted (As I/I) samples is shown in Fig. 3.9. This figure shows 

(1) a comparison between the reference and damaged samples (□, ▲) and (2) a 

comparison between the plasma-damaged and wet-chemical-etched samples after 

annealing (●, ♦). Similar to the case in Fig. 3.7, the S value near the Si surface of the 

damaged sample was lower than that of the reference sample. The S parameter of the 

plasma-damaged sample significantly decreased near the Si surface compared with that 

of the wet-chemical-etched sample. Thus, annealing after As-ion implantation enhanced 

bonding between impurities (C, F, and As) and vacancies created by PE, consequently 

reducing the S parameter. 
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Figure 3.8  As profiles obtained using the SIMS analysis for plasma-damaged and wet-

chemical-etched samples after (a) ion implantation [(d) in Fig. 2.3] and (b) thermal 

annealing [(e) in Fig. 2.3]. 
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Figure 3.9  S parameter as a function of the incident positron energy for various samples. 

(□): Reference, (▲): after PE, (●): plasma-damaged and As-implanted sample after 

thermal annealing, and (♦): wet-chemical-etched and As-implanted sample after thermal 

annealing. 
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concentration of the C and F atoms near the surface of the plasma-etched sample was 

higher than that of the wet-chemical-etched sample. This result implied that the profiles 

of the C and F atoms after the PE—a typical defect structure—were further advanced into 

the sample and the diffusion of F atoms was more obvious after thermal annealing 

compared with C atoms in the plasma-damaged region. The profile of C atoms was almost 

identical before and after annealing, indicating that the impinged C atoms were more 

stable than F atoms during thermal annealing. F atoms were considered to diffuse back to 

the Si substrate surface during the annealing process. Two essential features were 

validated from the aforementioned results: (1) C and F atoms can be used as markers to 

analyze the profile of latent defects (by PPD) in SIMS analysis. (2) F atoms exhibit 

characteristic thermal diffusion in the region of ~100 nm and can be used as a marker to 

analyze the thermal behavior of the damaged region. The decrease in the S value may be 

primarily attributed to the presence of F atoms after PE, as shown in Figs. 3.7 and 3.9. 

The F atoms were considered to be trapped in vacancies and annealed with the vacancies 

during thermal annealing. These interactions decreased the S value (number of vacancies), 

which is consistent with the results of previous studies.28 Finally, we focused on the 

impurity profiles obtained using the SIMS and PAS analyses. 

The differential profile of As atoms (wet-chemical-etched–plasma-etched) 

calculated from the results in Fig. 3.8 is shown in Fig. 3.11, according to which the 

channeling behavior of As atoms was suppressed to be more than 1015 atoms/cm3 at a 

region ~200 nm from the Si substrate surface. The difference in the profile is attributed 

to the original defect profile owing to PE. The defect distribution was predicted from the 

S−EPAS curve in the PAS measurement using VEPFIT—a computer program developed 

by van Veen et al.30—to validate the defect profile obtained using the SIMS analysis in 
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combination with As ion implantation. Generally, the peak of the damage profile is at the 

surface; hence, the defect density monotonically decreases along the depth. Therefore, 

the two-layer model was employed in the VEPFIT analysis, where the two effective 

diffusion lengths and S parameters were defined. The thickness of this region where the 

effective diffusion length and S parameter differ from the reference sample was obtained 

using this two-layer model. The estimated result from the sample after PE (▲) in Fig. 3.9 

is indicated on the right y-axis. As shown in Fig. 3.11, an abrupt increase of approximately 

130 nm was observed, indicating that PPD defects were present from the surface to this 

region and had a density of ~1016 cm−3 based on the detection limit of the PAS analysis 

25,31. This result was consistent with the differential profile obtained using SIMS, as 

shown in Fig. 3.11. In summary, latent defects were distributed to a depth of at least 130 

nm after PE. 
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Figure 3.10  Impurity profiles obtained using SIMS before and after annealing. Depth 

profiles of (a) O, (b) C, and (c) F atoms. 
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Figure 3.11  Differential profile of As-ions (wet-chemical-etched–plasma-etched). The 

S parameter is shown on the right y-axis. 
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The dechanneling mechanism of impurity (As atom) was utilized and its 

dynamic behavior was investigated to identify plasma-induced latent defects. In the SIMS 

measurements, the change in the distribution edge of As atoms owing to PPD was 

observed in depths ranging from 50 to 200 nm. Moreover, impinged F atoms were 

validated as a sensitive marker to characterize the defect behavior during thermal 

annealing. Based on PAS analysis, structural changes related to vacancies interacting with 

C and F atoms distributed from the surface reached a depth of approximately 130 nm in 

Si substrates. The technique that utilizes the PPD-induced dechanneling mechanism of 

As atoms assessed defects with a density of ~1016 cm−3. 

 

 

 

 

Figure 3.12  Summary of PPD evaluation techniques employed in this study with respect 

to the identified thicknesses of the "damaged" layer and defect density after PE. 
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3.4 Conclusion 

The plasma-induced defect creation in the present manufacturing processes was 

comprehensively investigated using various techniques. We focused on low-density latent 

defects present underneath IL after PE. Surface-damaged structures were investigated 

using TEM and SE, assigning the presence of PPD. Based on CL analysis, the created 

defects (both on the Si surface and underneath the IL) function as carrier recombination 

centers. TOF−SIMS analysis assigned the presence of interstitial atoms (C and F) to a 

depth of ~20 nm. The change in the S value within the surface region of 200 nm thick 

(both on the Si surface and underneath the IL) was assessed using PAS analysis. F atoms 

introduced during PE were the key species to investigate the profile of defects. 

SIMS analysis was employed to track the implanted As ions and reveal the 

dynamic behavior of created defects by PE. From the comparison of the profile of As 

atoms in the samples treated by plasma- and wet-etch processes, the channeling of As 

ions was suppressed because of the defects created by PPD. Based on PAS analysis, 

defects were distributed from the Si surface to a depth of 130 nm. The SIMS analysis 

combined with the PAS analysis validated the presence of PPD defects from the surface 

to 130 nm and the density to be ~1016 cm−3, which is lower than the previously reported 

densities. Furthermore, F atoms introduced during PE were the key species to investigate 

the dynamics (diffusion) of defects during thermal annealing. The profile of low-density 

defects performed herein is indispensable to understanding the PPD mechanism and 

designing future electronic devices that are sensitive to defect creation. 
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Chapter 4 

 

Evaluation of latent defects using vertical 

and lateral p–n junctions 

 

 

4.1 Introduction 

The influence of PPD on device performance and reliability is critical when 

scaling devices in which an extremely low defect density is required. Our comprehension 

of PPD mechanisms is commonly limited by two issues: (1) the detection limits of PPD 

evaluation techniques and (2) the assessment of defect distribution in three-dimensional 

(3D) structures. The degradation of material properties using PPD was investigated using 

a wide variety of structural and electrical analyses, such as transmission electron 

microscopy (TEM), spectroscopic ellipsometry (SE),1,2 electron spin resonance (ESR) 

analysis,3 I–V,4–9 and C–V10 techniques. Although these methods can detect the presence 

of defects in Si substrates after PPD, quantifying the defects in the density range of < 1018 

cm−3 and developing a detailed defect profile is challenging owing to the detection limits. 

In Chapter 3, the profile of low-density defects (~1016 cm−3) was measured using 

secondary ion mass spectrometry (SIMS) combined with positron annihilation 

spectroscopy (PAS) and cathodoluminescence (CL), where generated vacancies and 

carrier recombination centers in damaged Si substrates were validated to be identified by 

PAS and CL, respectively. The combination technique was used to track the PPD-

enhanced dechanneling of ion-implanted As atoms in damaged Si substrates. 
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In general, conventional PPD structural analyses determine the PPD depth 

profile and the density of permeated species in the damaged surface region. Spatially 

resolved structural analysis and/or electrical measurements using specifically designed 

devices should be employed to assign the lateral (spatial) distribution of defects created 

by PPD. In contrast to the physical analyses outlined in Chapter 3, electrical techniques 

are believed to be sufficiently sensitive in PPD analyses. I–V measurements using 

Schottky contact structures and C–V measurements of the change in damaged-layer 

capacitance are widely used. Exploration by electrical techniques may be a powerful tool 

to detailedly assess defect creation in advanced electronic devices. However, most of 

these methods only measure the effects of vertically distributed defects on electrical 

performance.4–9 Thus, these conventional methods cannot be used to measure defects 

created by stochastic straggling of incident species in the lateral direction. 

Here, defect creation in the vertical and lateral directions of Si substrates during 

plasma processing is investigated using devices with different p–n junction structures. (1) 

To evaluate PPD in the vertical direction, blanket wafers were used for physical and C–V 

analyses to evaluate the effects of plasma etching (PE) and subsequent furnace annealing 

(FA). A chemical dry etching (CDE)11–13 process was performed after PE to evaluate the 

influence of residual species such as O, C, and F. (2) To evaluate PPD in the lateral 

direction, lateral p–n junction structures with different distances between the p-type and 

n-type regions (Dpn) were designed and tested. The electric field of lateral p–n junctions 

was varied by controlling the voltage applied to the p–n junction (Vrev), and I–V 

measurements for devices with various Dpn were conducted to determine the distributions 

of latent defects in the vertical and lateral directions. Based on the results obtained, the 

PPD mechanisms in the vertical and lateral directions will be discussed in detail. 
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4.2 Experimental 

4.2.1 Evaluation of the PPD scheme in the lateral direction 

A schematic of defect creation during plasma processing for the manufacturing of 

devices is shown in Figure 4.1(a). Defects are distributed in the lateral direction 

underneath the SiO2 mask in addition to the vertical direction because of lateral straggling. 

The setup used to measure the vertical leakage current (IV) is shown in Fig. 4.1(b); wide 

p–n junctions were used to evaluate PPD in the vertical direction. The setup designed to 

measure the IV and lateral leakage current (IL) is shown in Fig 4.1(c). Lateral p–n junction 

structures with varying lateral distances between the p- and n-type regions (Dpn) were 

prepared and the density of local defects was estimated from the changes in IV and IL. 

Because defects act as carrier trap sites in the Si bandgap, the conduction of carriers via 

trap sites increases IV and IL. 
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Figure 4.1  (a) Schematic of defect creation mechanisms during plasma processing. 

Setups to measure (b) the vertical leakage current (IV) and (c) the IV and the lateral leakage 

current (IL).  

 

 

4.2.2 Methodology 

Two types of samples—blanket wafers (Type-A) and p–n junction (Type-C) 

devices—were prepared to investigate PPD.  

 

Type-A samples 

The process conditions for Type-A samples (See Fig. 2.5 for the detailed process 
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investigate the influence of residual species in the damaged layer is shown in Fig. 4.2.  
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Table 4.1  Preparation procedures for Type-A samples: low-temperature CDE (LT), 

high-temperature CDE with O2 addition (HT1) and without O2 (HT2). 

Sample ID (Type-A) 1 2 3 4 5 6 7 8 9 

Wet cleaning ● ● ● ● ● ● ● ● ● 

Plasma etching – ● ● ● ● ● ● ● ● 

Ashing – ● ● ● ● ● ● ● ● 

Wet cleaning – ● ● ● ● ● ● ● ● 

Chemical dry etching – – – LT LT HT1 HT1 HT2 HT2 

Wet cleaning – ● ● ● ● ● ● ● ● 

Furnace annealing – – ● – ● – ● – ● 

 

 

 

Figure 4.2  Experimental procedure to investigate the influence of residual species in the 

damaged layer using Type-A samples. 
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I–V measurements were performed using contact-hole array patterns with 504,000 

contacts; the diameter of the bottom of the contacts was approximately 90 nm. The 

duration of a Si over-etching step was varied to investigate the relationship between Si 

recess (dR) and junction leakage current. Dpn was varied from 0 to 210 nm. The voltages 

applied to the deep n-well, p-well, and Si substrates were VNW = 0.5, VPW = 0, and Vsub = 

0 V, respectively. Vrev was varied from 0 to 3 V. 

 

Table 4.2  Preparation procedure for Type-C devices. 

Sample ID (Type-C) I II III 

Plasma etching ● ● ● 

Ashing ● ● ● 

Wet cleaning ● ● ● 

Chemical dry etching – HT1 HT2 

Wet cleaning ● ● ● 

Poly-Si deposition and etching ● ● ● 

Furnace annealing ● ● ● 

 

 

 

Figure 4.3  Detailed device dimension and bias condition. 
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4.3 Results and discussion 

4.3.1 PPD assessment in the vertical direction 

Cross-sectional TEM images of the reference sample (ID 1), the plasma-etched 

sample (ID 2), and the plasma-etched sample after HT2 CDE treatment (ID 8) are shown 

in Fig. 4.4. The amorphized layer thickness was measured using the image contrast after 

the cross-sectional TEM image processing.14 The amorphous layers on the Si surface of 

samples 1 and 2 were each approximately 1.7 nm thick, indicating that the change in the 

thickness caused by the initial PE is challenging to measure using TEM. The amorphous 

layer on sample 8 was thicker and rougher than those on samples 1 and 2. Two 

mechanisms were proposed to explain the increased roughness of sample 8: (1) surface 

roughening induced by F radicals in the absence of O2 under the HT2 CDE condition,15 

and (2) enhanced oxidation of the damaged layer by exposure to air,16–18 which is 

supported by the increased thickness of sample 8 amorphous layer (1.9 nm). 
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Figure 4.4  Cross-sectional TEM images of (a) the reference sample (ID 1), (b) the 

plasma-etched sample (ID 2), and (c) the plasma-etched sample after HT2 CDE treatment 

(ID 8). 

 

 

The thicknesses of the surface oxidized layer (SL: dSL) and interfacial transition 

layer (IL: dIL) were determined using SE and an optical model in which the IL comprises 

amorphous Si and SiO2 phases (Model Y in Fig. 2.12). The estimated dSL and dIL for 
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samples 1–9 are shown in Fig. 4.5. The mean squared error (MSE)19 on the right y-axis 

in Fig. 4.5 was used to quantify the difference between the experimental and model-

predicted data; that is, the goodness of fit. The overall MSE value increased with dIL as 

dIL is estimated using a simple optical model of amorphous Si and SiO2 phases. In 

particular, because the PPD increases the dIL value,20 treatments with the oxidation-based 

processes (ID 4 and 6) significantly increases dSL. dIL was relatively large for samples 2 

and 8. Therefore, the oxidation of samples 2 (plasma-etched) and 8 (plasma-etched and 

HT2-CDE treated) was suppressed compared with samples 4 and 6. The dSL increased for 

samples 4–9, particularly the samples treated by LT CDE (ID 4 and 5). 

 

 

 

Figure 4.5  Estimated thicknesses (dSL and dIL) of samples 1–9; an optical model used 

for the SE analysis is shown in the inset. 
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The O, C, and F depth profiles obtained using TOF–SIMS are shown in Figs 

4.6(a)–4.6(c). The plasma processing steps introduced the detected impurities. The O 

atomic concentration profile varied depending on post-PE treatments; the number of O 

atoms near the Si substrate surface increased in samples 4–9, corresponding to the 

increased thickness of the oxidized layer. The increased O density was significant for the 

samples treated using LT CDE (ID 4 and 5); this result is consistent with the dSL increase 

determined using SE. Moreover, the C atomic concentration profile changed in response 

to post-PE treatments; overall, the number of C atoms near the Si substrate surfaces 

decreased in samples 4–9 and was substantial for samples 4–7. 

No significant difference was observed in the O and C profiles of the samples 

with and without FA treatment. Conversely, significant differences were observed in the 

F atomic concentration profiles of samples that never underwent FA. The F atomic 

concentration increased substantially after PE and decreased after each post-PE treatment, 

in particular after FA (ID 3, 5, 7, and 9). As discussed in Chapter 3, the diffusion of F 

atoms in the damaged Si structure is anticipated to be primarily governed by the FA 

treatment. F atoms are considered to be diffused out from the Si surface or into Si 

substrate during the annealing process.21 The reduction of C and F after CDE is consistent 

with previously reported data.13 
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Figure 4.6  Impurity profiles obtained using TOF–SIMS after PE, CDE treatment, and 

FA treatment; depth profiles of (a) O, (b) C, and (c) F atoms. 

1016

1017

1018

1019

1020

1021

1022

O
 c

o
n
c
e
n
tr

a
ti
o
n
 (

a
to

m
s
/c

m
3
)

0 5 10 15 20

Depth (nm)

Ref. (Sample ID: 1)

PE (2)

PE + FA (3)

PE + LT CDE (4)

PE + LT CDE + FA (5)

PE + HT CDE (6)

PE + HT CDE + FA (7)

PE + O2-less CDE (8)

PE + O2-less CDE + FA (9)

C
 c

o
n
c
e
n
tr

a
ti
o
n
 (

a
to

m
s
/c

m
3
)

F
 c

o
n
c
e
n
tr

a
ti
o
n
 (

a
to

m
s
/c

m
3
)

(a)

(c)

1016

1017

1018

1019

1020

1021

1022

1016

1017

1018

1019

1020

1021

1022

(b)

(c)

(a)

(1) Ref. 
(2) PE
(3) PE + FA
(4) PE + LT
(5) PE + LT + FA
(6) PE + HT1
(7) PE + HT1 + FA
(8) PE + HT2
(9) PE + HT2 + FA

ID



Chapter 4 

 

98 

 

The Cp–Vb and 1/Cp
2–Vb curves for all Type-A samples are shown in Figs. 4.7(a) 

and 4.7(b), respectively; Cp is the measured parallel capacitance and Vb is the applied bias 

voltage. Flat-band voltage (VFB)22,23 shifts were observed in all etched samples, as shown 

in Fig. 4.7(a) and the VFB shift was not completely recovered after FA. Moreover, the 

capacitance in the accumulation region decreased for all CDE samples, corresponding to 

the increase in the dSL shown in Fig. 4.5. By introducing the density of defects, ndam, the 

differential capacitance can be expressed as: 

d

dVb

(
1

Cp
  2) =

2

qε0εSi
(NA + ndam)

,         (4.1) 

where εSi is the relative dielectric constant of the Si substrate, ε0 is the permittivity in 

vacuum, and NA is the p-type doping density. The slope of 1/Cp
2–Vb defines NA + ndam. 

In Fig. 4.7(b), changes in the slope correspond to the presence of defects site;10 

thus, the differences in the slopes of the reference sample (ID 1) and the other samples 

(ID 2–9) indicate the differences in the defect density of Si substrates. The slopes of 

1/Cp
2–Vb are shown in Fig. 4.7(c). Without FA, the slope of the plasma-etched sample (ID 

2) was slightly less than those of the CDE samples (ID 4, 6, and 8), implying that CDE 

influences the density of defects in damaged Si substrates. Therefore, the defects created 

by PE were removed and/or reconstructed by the CDE. When the samples underwent FA, 

the slope of the plasma-etched sample (ID 3) was less than those of the CDE samples (ID 

5, 7, and 9). The slopes of the 1/Cp
2–Vb plot are correlated with the defect density in the 

IL region and the capacitance in the depletion layer; thus, it is anticipated that the defects 

in the IL region were reconstructed (recovered) by FA and resulted in a decrease in (dIL + 

dSL). This decrease effectively induced an increase in leakage current, which modulated 

the Cp–Vb characteristics. 
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Figure 4.7  (a) Cp–Vb curves for Type-A samples 1–9 obtained at a modulation frequency 

of 100 kHz. (b) 1/Cp
2-Vb curves. (c) Slopes of 1/Cp

2–Vb. 
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The relationship between the O, C, and F atomic concentrations (nO, nC, and nF) 

at a depth of 1 nm, measured using TOF–SIMS and the VFB shift are shown in Fig. 4.8. 

As the VFB shifted to negative voltages, nO and nF increased. The slope of nF versus VFB 

was larger than that of nO versus VFB, which may indicate that the F atoms in the damaged 

region play a more dominant role in the VFB shift compared with the oxidation of the 

damaged layer surface by nO. The Si–F bond energy is responsible for the VFB shift by nF. 

Based on previous studies,24,25 the presence of F-related defects significantly induces the 

shift of VFB because of the change in electron trapping and detrapping behaviors around 

F atoms. The VFB shift of the plasma-etched sample (ID 2) is only slightly negative, 

although the nF value was high. A possible mechanism may be attributed to a large number 

of carrier trapping and detrapping sites in the plasma-etched damaged layer of sample 2 

without the CDE treatment or the FA. The Si surface in sample 2 is severely damaged 

compared with other samples. Therefore, the severely damaged region comprising F-

related defects in sample 2 may modulate the electron trapping and detrapping 

mechanisms in the C–V measurement. Notably, the depth profile of nF modifies the 

capacitance of the damaged region in response to Vb. Further studies are required to 

understand the mechanisms controlling F retention by plasma-etched samples. Based on 

the results of this study, understanding the dynamic behavior of F atoms in the damaged 

region is extremely relevant to controlling and suppressing PPD in Si substrates. 
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Figure 4.8  Relationship between O, C, and F atomic concentrations (nO, nC, and nF) at 

a depth of 1 nm in the Si substrate, measured using TOF–SIMS and the VFB shift. 
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1) to eliminate the effect of the recombination center at the Si surface. The normalized 

TO-line peak intensity ratios at electron beam acceleration voltages (VCL) of 10 and 25 

kV are shown in Fig. 4.9(b). The TO-line intensity ratio of sample 2 was significantly less 

than that of sample 1, indicating that non-radiative recombination centers (defects) were 

formed in the damaged Si substrate.27–31 Moreover, the TO-line intensity ratio was lower 

at a VCL of 10 kV than at 25 kV. This indicates that the density of non-radiative defects 

was highest near the Si surface and decayed toward the interior. Thus, FA (ID 3) could 

not fully recover the TO-line intensity ratio. 

The increase in TO-line intensity at a VCL of 25 kV was almost identical to that 

of sample 1 for CDE samples (ID 5 and 9). Furthermore, the TO-line intensity ratio of 

sample 9 was larger than that of sample 1 at a VCL of 10 kV. This result implies that the 

HT2 CDE treatment formed an HTO film on the Si substrate, which decreased the number 

of surface recombination centers at the SiO2/Si interface. Thus, CDE after plasma 

exposure was expected to reconstruct the structures damaged by PPD.  
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Figure 4.9  (a) Representative CL spectra of samples 1–3, 5, and 9 at an electron beam 

acceleration voltage (VCL) of 10 kV. Two characteristic emission peaks, labeled TO and 

TO+O, are observed for all samples. (b) Normalized TO-line peak intensity ratios at VCL 

= 10 and 25 kV. 
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4.3.2 PPD assessment in the vertical and lateral directions 

Three device structures with different oxide film thicknesses (Tox) were designed 

to control the amount of PPD. Representative cross-sectional TEM images of the poly-

Si–Si systems (Fig. 4.1) are shown in Figs. 4.10(a)–4.10(c); the Tox of the samples in Figs. 

4.10(a)–4.10(c) are 60, 42, and 60 nm, respectively. The device with the thinnest oxide 

film exhibited the highest degree of PPD. The variation in dR after plasma etching is 

shown in Fig. 4.10(a) and 4.10(b) (dR = 11 and 22 nm, respectively). The TEM image of 

the sample that underwent HT2 CDE treatment (dR = 13 nm) is shown in Fig. 4.10(c). 

The morphology (roughness) at the interface between the poly-Si and the Si substrate 

increased in the sample with HT2 CDE treatment, which is similar to Type-A sample 8 

[Fig. 4.4(c)]. 

The leakage current (Ileak) of p–n junctions as a function of Vrev for Type-C 

devices I–III is shown in Fig. 4.11(a); I–V measurements were performed at 60 °C. Ileak 

increased as Dpn decreased and the differences in Ileak were larger when Dpn = 0 nm, 

postulating that increasing the number of defect sites (ndam) increases Ileak (= IL). The Ileak 

was lowest in device III, which agrees with the CL results [Fig. 4.9(b)].  

Ileak at Vrev = 1 V as a function of Dpn is shown in Fig. 4.11(b), which illustrates 

that Ileak rapidly decreases as Dpn approaches 90 nm. The dependence of Ileak on Dpn 

indicates that defects created in the lateral direction—presumably induced by stochastic 

straggling of impurities—can be quantitatively evaluated using the proposed devices. 

Thus, the implementation of the devices with different Dpn is crucial to identify the PPD 

observed in the lateral direction. The aforementioned results regarding an increase in IL 

imply the presence of defects induced by plasma etching. 

 



Chapter 4 

 

105 

 

 

 

 

Figure 4.10  Representative cross-sectional TEM images of poly-Si–Si systems. The Tox 

of the samples are (a) 60 nm (without CDE treatment), (b) 42 nm (without CDE treatment), 

and (c) 60 nm (with HT2 CDE treatment). 
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Figure 4.11  Leakage current of p–n junctions in Type-C devices I–III, as a function of 

(a) Vrev at Dpn = 0 and 210 nm, and (b) Dpn at Vrev = 1 V. I–V measurements were performed 

at 60 °C. 
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The temperature dependence of Ileak was investigated to determine the nature of 

the defects, that is, the resultant conduction mechanism of damaged p–n junctions. The 

reverse-biased I–V curves of two p–n junction distances at temperatures (Tsub) ranging 

from 25 to 80 °C (ID I) are shown in Fig. 4.12(a). As Tsub increases, Ileak increases for Dpn 

= 0 and 210 nm. The observed Tsub-dependence is attributed to carrier conduction 

(tunneling) through the p–n junction rather than along the SiO2/Si interface.32  

The activation energies (Ea) for Dpn = 0 and 210 nm were determined to be 0.46–

0.51 eV and 0.67 eV, respectively [Fig. 4.12(b)]. When Dpn = 0 nm, the estimated Ea of 

0.46–0.51 eV is close to half of the Si bandgap energy (Eg/2 = 0.56 eV); therefore, the 

dominant conduction mechanism is the recombination of carriers in the depletion 

layer.23,32 When Dpn = 210 nm, the estimated Ea of 0.67 eV is larger than Eg/2. This may 

imply that Ileak comprises two conduction mechanisms, that is, the recombination and 

diffusion of carriers, although the observed Ileak is small. 
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Figure 4.12  (a) Reverse-biased I–V curves of two p–n junction distances at temperatures 

ranging from 25 to 80 °C (ID I), and (b) Arrhenius plots for Dpn = 0 nm and 210 nm (ID 

I–III). 
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As the defect profile is controlled by changing dR, devices with different dR were 

fabricated to determine the effects of device structures on defect creation in the vertical 

and lateral directions. As shown in Figs. 4.10(a) and 4.10(b), the dR was varied from 11 

to 22 nm. IV measurements were performed for the devices with Dpn = 90 nm to suppress 

IL. The dR-dependence of IV at Vrev = 1 V, normalized to that of the device with dR = 11 

nm is shown in Fig. 4.13. In particular, IV increased with dR for device I; this suggests 

that the dR-dependence of IV can be attributed to the reduced electrostatic barrier for 

electron conduction at the vertical p–n junction as dR increases. The increase in IV of 

devices II and III is relatively small compared with that of sample ID I. This difference is 

attributed to a decrease in the defect density caused by the CDE treatments of devices II 

and III. 

 

 

Figure 4.13  dR-dependence of IV (at Vrev = 1 V and Dpn = 90 nm) normalized to that of 

the device with dR = 11 nm. 
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The summary of the results obtained in this chapter is shown in Fig. 4.14. As 

shown in Fig. 4.14(a), devices with different dR were prepared to evaluate PPD in the 

vertical direction. IV was dependent on dR. Moreover, this chapter demonstrated that CDE 

decreased IV by either recovering the defect structures or removing the damaged layer; a 

detailed conduction mechanism for the vertical direction is shown on the right of Fig. 

4.14(a). The observed dR-dependence of IV results from the increase in defects, which 

reduces the electrostatic barrier. 

Devices with different Dpn were used to determine the mechanism for lateral 

defect creation, which is shown on the right in Fig. 4.14(b). Based on I–V measurements, 

IL increases with a decrease in Dpn and the Tsub-dependence of IL was attributed to carrier 

conduction (tunneling) through the p–n junction. Thus, IL increases with Dpn, that is, the 

tunneling distance decreases. 

The results suggest that PPD in the lateral direction, which is "unexposed" to 

plasma, results from stochastic straggling of impurity species, as predicted by molecular 

dynamics simulations.33 Defects in the vertical and lateral directions serve as a source of 

leakage current in both directions. Defect creation and leakage current are considered 

critical problems for low-defect-density devices, such as image sensors. Devices with 

different lateral p–n junctions should be implemented to broaden our understanding of 

PPD mechanisms in future 3D devices. 
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Figure 4.14  Summary of the detailed conduction mechanisms: (a) IV characterization 

scheme and (b) IV and IL characterization schemes. 
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4.4 Conclusion 

Defect creation in the vertical and lateral directions of Si substrates during 

plasma processing was investigated using devices with different p–n junction structures. 

Analyses using SE, TOF–SIMS, and CL were conducted to characterize the damaged 

structures. Defects formation in Si substrates was validated using C–V measurements. 

Based on I–V measurements, IL increased as Dpn decreased; the increase in IL implied the 

creation of defects in the lateral direction. The conduction mechanism of lateral defects 

was attributed to carrier tunneling at the p–n junction. Based on the experimental results, 

PPD occurred both in the vertical and lateral directions owing to the stochastic straggling 

of impurity species. Devices with lateral p–n junctions are indispensable to understanding 

PPD mechanisms and designing future electronic devices sensitive to the presence of 

latent defects. 
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Chapter 5 

 

Predicting the effect of plasma-induced 

damage on p–n junction leakage 

 

 

5.1 Introduction 

Electrical characterizations are more straightforward than structural analyses in 

terms of elucidating the effects of plasma-induced damage (PID) on the performance of 

electronic devices. Electrical analysis techniques, such as current–voltage (I–V) and 

capacitance–voltage (C–V) measurements, have been employed to characterize damaged 

structures after plasma etching (PE).1–7 Historically, PID analyses focus on the creation 

of defects in the vertical direction. Morimoto et al. investigated the effects of PID on 

leakage current using device structures with a p–n junction wherein the presence of 

defects after N2/H2 PE was evaluated using a vertical p–n junction structure.8 Similarly, 

Kuboi et al. investigated the effect of defects created by Si trench etching on the dark 

current of a CMOS image sensor (CIS).9 These PID analyses were performed primarily 

by detecting changes in the leakage current owing to the presence of defects. 

With the structural transition of advanced devices from two-dimensional (2D) to 

three-dimensional (3D), defect creation in the lateral and vertical directions has become 

crucial in ultra-low leakage devices. Defect creation in the lateral direction is attributed 

to the stochastic straggling of incident ions.10–14 The density of defects created in the 

lateral direction is lower than that in the vertical direction owing to its characteristic 
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mechanism. The low defect density of lateral PID is a primary reason for the difficulty in 

its detection. Thus far, two approaches have been employed to assign lateral PIDs: 

molecular dynamics (MD) simulations and experiments with 3D device structures. In MD 

simulations, an impinging ion penetrates the crystalline Si region during the etching of a 

fin structure.11,12 Based on previous studies, the defect density in the lateral direction is 

one-tenth that in the vertical or lower, resulting in difficulties in assessing the defect 

density. Experimentally, preliminary assessments of defects in the lateral direction using 

devices with a lateral p–n junction as described in Chapter 4 have been performed. The 

presence of the lateral defects was identified by the change in the leakage current 

depending on the lateral p–n junction width. However, to design low-leakage devices, 

such as CISs, a simplified model is required to predict the effect of low-density defects 

created by the lateral straggling of incident species on the leakage current. Modeling the 

junction leakage current of a device with PIDs and identifying the presence of defects is 

critical. 

In this chapter, a model focusing on the effects of created defects on p–n junction 

leakage current density increase (Jpn) in combination with technology computer-aided 

design (TCAD) simulations is proposed. TCAD simulations were performed to precisely 

assign the profiles of impurity and carrier concentration in the p–n junction regions for 

various lateral p–n junction widths (Wp–n). Three defect spatial distributions, ndam(x), 

(linear, exponential, and Gaussian) were assumed and implemented to predict Jpn by 

referring to defect distribution reports in the vertical (depth) direction.6,15,16 Wp–n-

dependence on p–n junction leakage current density (Jpn) was investigated to examine the 

effect of ndam(x) on Jpn. The prediction model was implemented to experimentally assign 

defect profiles in devices with lateral p–n junctions exposed to fluorocarbon-containing 
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plasma in a contact-opening step, that is, defects in Si substrates were created in the 

contact-opening step. The distribution of defects created in the lateral direction was 

obtained based on the experimental results of Jpn.  

 

5.2 Modeling the effect of plasma-induced damage on p–n junction leakage 

In this chapter, simulation parameters, which determine the doping profiles, were 

calibrated using the results of secondary ion mass spectrometry (SIMS) analysis of 

blanket wafers considering ion implantation and subsequent thermal processes. Synopsys 

Sentaurus TCAD simulations were performed using the parameters obtained to precisely 

assign the carrier concentration profiles in the p–n junction regions for various Wp–n. The 

impurity profiles of the p–n junction regions were obtained in advance using the TCAD 

simulation. Defects were introduced as impurities to induce carrier trapping and 

detrapping, with reference to a previous study.6 The effects of ndam(x) on the depletion 

region width (Wdep) and maximum electric field (Fm) in p–n junctions were estimated. 

The relationship between ndam(x) and Jpn was determined using Wdep and Fm. Wp–n-

dependence on Jpn and Vpn-dependence on Jpn for three defect spatial distributions and an 

increase in Jpn owing to defects under the operating conditions were predicted. 

 

5.2.1 Model scheme 

The schematic of a device structure with the lateral n+–p junction for the TCAD 

simulation and its energy band diagram are shown in Fig. 5.1(a). The x-axis represents 

the lateral direction along the p–n junction and the z-axis, the vertical (depth) direction 

from the substrate surface. The n-type region was formed by combining arsenic ion 

implantation and phosphorous diffusion from the poly-Si film in the contact hole, whereas 
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the p-type region was formed by boron ion implantation. The parameters employed in the 

TCAD simulation are listed in Table 5.1. The diameter (Φ) at the bottom of the contact-

opening area and the Si recess depth (dR) were set to 80 and 15 nm, respectively. The 

detailed process flow employed for the TCAD simulation is shown in Fig. 2.4. An 

example of the carrier profile obtained using the TCAD simulation for a device structure 

with Wp–n = 90 nm is shown in Fig. 5.1(b).  

 

 

 

 

Figure 5.1  (a) Schematic of the device structure with n+–p junction for the TCAD 

simulation and its energy band diagram. (b) Carrier profile obtained using the TCAD 

simulation for a device structure with Wp–n = 90 nm. 
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Table 5.1  Parameters employed in the TCAD simulations. 

P-well ion implantation (I/I) B 100 keV, 4 × 1012 cm−2, 7° tilt 

N-type I/I As 100 keV, 1 × 1012 cm−2, 0° tilt 

P-type I/I (of two steps) 
B 50 keV, 3 × 1012 cm−2, 0° tilt 

B 10 keV, 6 × 1012 cm−2, 0° tilt 

Annealing after I/I 1050 °C rapid thermal annealing 

N-type region width Wn = 160 nm 

Contact hole diameter Φ = 80 nm  

Si recess depth dR = 15 nm 

Phosphorus concentration of poly-Si film 7.0 × 1020 cm−3 

Annealing after poly-Si deposition 850 °C, 10 min 

 

 

The implemented impurity (donor and acceptor) and estimated carrier (electron 

and hole) profiles at z = 5 nm for various Wp–n (0, 60, 90, 120, and 180 nm) in the TCAD 

simulations are shown in Fig. 5.2(a) and 5.2(b). A region of high electron concentration 

is formed at the bottom of the contact-opening area owing to phosphorus diffusion from 

the P-doped poly-Si film. The electron concentration (≈ 2.5 × 1020 cm−3) at the bottom of 

the contact-opening area was considerably higher than the hole concentration (≈ 4 × 1017 

cm−3) in the p-type region. The hole concentration near the p–n junction decreased as Wp–

n increased. The distance between the electron and hole regions, that is, the depletion 

region width, increased with Wp–n. The depletion region extended to the p-type region as 

Wp–n increased. 
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Figure 5.2  (a) Impurity (donor and acceptor) and (b) Carrier (electron and hole) profiles 

at z = 5 nm in Si substrates for various Wp–n (0, 60, 90, 120, and 180 nm) obtained using 

the TCAD simulation. 

 

 

The creation of defects in Si substrates during plasma etching is shown in Fig. 

5.3(a). As discussed in Chapter 4, the defects are assumed to be created both in the vertical 
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straggling of incident ions.11,12 These defects create trap levels (Et) in the energy band gap 
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carrier conduction mechanism via Et in the p–n junction was investigated based on the 

Shockley–Read–Hall (SRH) model.17 A reverse bias voltage (Vpn) was applied to the p–n 

junction. The carrier recombination–generation process via Et was enhanced by Fm in the 

p–n junction. The three types of spatial defect distribution assumed in this study: (I) linear 

distribution, (II) exponential distribution, and (III) Gaussian distribution are shown in Fig. 

5.3(b). Each distribution of defects is expressed as follows: 

ndam(x) = n0 (1 −
x

λ
),         (5.1) 

ndam(x) = n0exp (−
x

λ
),         (5.2) 

ndam(x) = 
𝑁peak

√2πσ
exp (−

x2

2σ2
)  ≡ n0exp (−

x2

2λ
2),       (5.3) 

where n0 [cm−3] and Npeak [cm−2] represent the peak densities introduced in the respective 

distribution type. λ and σ are characteristic lengths that define the spatial distribution of 

defects. Notably, the peak density of defect distributions can be expressed as n0 because 

a damaged layer is typically removed by WE following plasma exposure. The defect 

density near the Si substrate surface created by PE is approximately 1018 cm−3.6 Because 

the defect density in the lateral direction created by PE was expected to be lower than 

1018 cm−3, 1 × 1017 cm−3 was adopted as the value of n0. The three types of spatial defect 

distribution ndam(x) in the Si substrate for various λ (10, 20, 40, 100, and 1000 nm) are 

shown in Fig. 5.4. The impact of PPD on the development of the depletion region is 

discussed in the following subsection. 
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Figure 5.3  (a) Schematic of defect creation in a p–n junction structure by plasma 

exposure and its energy band diagram. Trap levels (Et) are created in the energy bandgap 

of Si through plasma exposure. (b) Schematic to predict the effect of defect spatial 

distributions ndam(x) on Jpn. Three defect spatial distributions—(I) linear, (II) exponential, 

and (III) Gaussian—were assumed. 
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Figure 5.4  Three types of spatial defect distribution ndam(x) in the Si substrate assumed 

by (a) linear, (b) exponential, and (c) Gaussian. 
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5.2.2 PPD impact on the development of the depletion region 

In this subsection, the impact of three defect spatial distributions on the 

development of depletion region was investigated. The impurity concentration near the 

p–n junction changed linearly rather than stepwise, as shown in Fig. 5.2(a). A linearly 

graded p–n junction was assumed to predict the impact of PPD on depletion region 

development. The reverse bias voltage (Vpn) dependence on Wdep in a linearly graded p–n 

junction is expressed as follows:18 

Wdep = [
12ε0εs(Vbi+Vpn)

qα
]

1

3

,         (5.4) 

where ε0 is the permittivity in a vacuum, εs is the relative dielectric constant of Si, Vbi is 

the built-in potential, q is the elementary charge, and α is the impurity gradient. The 

depletion region expands to the p-type region when the donor concentration (ND) is 

considerably higher than the acceptor concentration (NA). The impurity gradient in the p–

n junction can be approximated as follows: 

α ≈ 
dNA(x)

dx
.          (5.5) 

Assuming that the defect site with a density of ndam(x) is created along the x-axis (lateral 

direction) by plasma exposure, the impurity gradient in a damaged region is expressed as 

α ≈ 
d[NA(x)+ndam(x)]

dx
 .         (5.6) 

Wdep in the presence of defects can be calculated using Eqs. (5.4) and (5.6). The profile 

of the acceptor NA(x) in the p–n junction was investigated. The NA(x) profile for various 

Wp–n (0, 60, 90, 120, and 180 nm) is shown in Fig. 5.5. The value of NA(x) represents the 

concentration at the right edge of the depletion region. The impurity gradient of NA(x) is 

shown on the right y-axis in Fig. 5.5. 

Wdep depends on both Wp–n and Vpn (dominantly on Vpn under bias). Vpn was 
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maintained at 1 V such that Fm in the p–n junction was less than 106 V/cm, even when 

Wp–n was 0 nm. The estimated Wdep as a function of λ for various values of Wp–n (0, 10, 

20, 40, and 100 nm) for the three types of defect spatial distributions at Vpn = 1 V is shown 

in Fig. 5.6. The defect distributions influence the development of the depletion region in 

the p–n junction. The impurity concentration in the p–n junction increases with λ, 

resulting in a decrease in Wdep. The difference in Wdep for the three types of defect spatial 

distributions increases with an increase in Wp–n. The schematics of the three types of 

defect spatial distributions for small and large values of λ are shown in Figs. 5.7(a) and 

5.7(b), respectively. Note that ndam(x) is a function of λ as expressed in Eqs. (5.1)–(5.3). 

As shown in Fig. 5.7(b), when the value of λ is large (e.g., λ = 100 nm), the difference in 

ndam(x) for each distribution is larger at x2 than at x1. An appropriate Wp–n should be 

adopted based on the λ value to discuss the effects of defect spatial distributions on Jpn. 

In this study, two cases—(1) λ = 10 nm, Wp–n = 10 nm and (2) λ = 100 nm—for Wp–n = 

100 nm were considered. 

 

 

Figure 5.5  Acceptor profile NA(x) in the n+–p junction for various Wp–n (0, 60, 90, 120, 

and 180 nm). The impurity gradient (α) of NA is shown on the right y-axis. 
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Figure 5.6  Predicted Wdep as a function of λ for various Wp–n (0, 10, 20, 40, and 100 

nm) at Vpn = 1 V. The peak density n0 was set to 1 × 1017 cm−3. 

 

 

 

Figure 5.7  Schematics of the three types of defect spatial distributions for (a) small 

value of λ (e.g., λ = 10 nm) and (b) large value of λ (e.g., λ = 100 nm). 
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distributions was smaller than that for the case without defects. The decrease in Wdep is 

attributed to an increase in impurity concentration in the p–n junction resulting from the 

presence of defects. Wdep changes with defect spatial distributions along with the λ values. 

Wdep for the Gaussian distribution was the smallest among the three distributions owing 

to its larger half-width at half-maximum compared with other defect distributions. 

 

 

 

Figure 5.8  (a) Predicted Wdep–Wp–n curves for two cases of λ = 10 and 100 nm at Vpn = 

1 V. (b) Predicted Wdep–Vpn curves for two cases of λ = Wp–n = 10 and 100 nm. The peak 

density n0 was set to 1 × 1017 cm−3. 
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5.2.3 Bias dependence of the leakage current 

The effect of PPD on Jpn was investigated by considering changes in Wdep and 

Fm of the p–n junction in the presence of defects. Assuming that Jpn under the condition 

of Fm < 105–106 V/cm is composed of the SRH generation current density (JSRH)17,19–21 

and trap-assisted tunneling (TAT) current density (JTAT)22,23, Jpn is expressed as follows:24–

27 

Jpn ~ JSRH + JTAT.          (5.7) 

For simplicity, we assumed that nt is equal to the defect density (ndam) created by plasma 

exposure and capture cross-section (σ0) in Eq. (2.16) is 1.0 × 10−16 cm2 as estimated from 

the atomic vacancy size of Si (≈ 10−8 cm).14,18 The approximation in Eq. (5.7) is validated 

below using experimental data. 

The estimated Г as a function of λ for various Wp–n (0, 10, 20, 40, and 100 nm) 

at Vpn = 1 V is shown in Fig. 5.9(a). As λ increases, Wdep decreases, increasing Γ. An 

increase in Γ implies an increase in the ratio of JTAT to JSRH as expressed in Eq. (2.19). 

For Wp–n = 100 nm, the value of Γ is less than 1 (JTAT < JSRH) in the range of λ = 1–1000 

nm. The estimated Jpn as a function of λ for various Wp–n (0, 10, and 100 nm) at Vpn = 1 

V, with the value of Et set to 0.7 eV is shown in Fig. 5.9(b). The temperature was assumed 

to be 60 °C. The difference in Jpn of the three defect distribution types originates from the 

difference in Wdep and the corresponding difference in Fm. The value of Jpn increases with 

a decrease in Wp–n and an increase in λ. The estimated Jpn as a function of Vpn for two 

cases: (1) λ = Wp–n = 10 nm and (2) λ = Wp–n = 100 nm is shown in Fig. 5.10. In both 

cases, the value of ndam is smallest with a linear distribution. Therefore, the Jpn in the case 

of linear distribution was the smallest among the three types of defect distributions. 

The estimated Jpn as a function of Wp–n at Vpn = 1 V and Et = 0.7 eV is shown in 
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Fig. 5.11. Three cases of λ and n0: (1) λ = 10 nm, n0 = 1 × 1017 cm−3, (2) λ = 100 nm, n0 = 

1 × 1017 cm−3, and (3) λ = 100 nm, n0 = 1 × 1016 cm−3, are shown. Jpn decreases as Wp–n 

increases. Jpn in the case of a linear distribution decreases more rapidly with an increasing 

Wp–n than in the other distributions. Wp–n dependence of Jpn is significantly influenced by 

the defect spatial distribution ndam(x) and λ value. The defect profiles created in the Si 

substrate by plasma exposure are examined using experimental data. 

 

 

Figure 5.9  Predicted (a) Г–λ curves on Wp–n = 0, 10, 20, 40, and 100 nm at Vpn = 1 V (n0 

= 1 × 1017 cm−3) and (b) Jpn–λ curves on Wp–n = 0, 10, and 100 nm at Vpn = 1 V (n0 = 1 × 

1017 cm−3, Et = 0.7 eV). 
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Figure 5.10  Predicted Jpn–Vpn curves for two cases of λ = Wp–n = 10 and 100 nm (n0 = 1 

× 1017 cm−3, Et = 0.7 eV). 

 

 

 

Figure 5.11  Predicted Jpn–Wp–n curves at Vpn = 1 V (Et = 0.7 eV) for three cases of λ and 

n0: (1) λ = 10 nm, n0 = 1 × 1017 cm−3, (2) λ = 100 nm, n0 = 1 × 1017 cm−3, and (3) λ = 100 

nm, n0 = 1 × 1016 cm−3. 
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5.2.4 Energy level dependence of the leakage current 

The prediction model includes the effects of Et on Jpn as well as the defect spatial 

distributions ndam(x). The relationship between Et and Jpn (n0 = 1 × 1017 cm−3, λ = Wp–n = 

100 nm) at Vpn = 1 V for the three types of defect distributions is shown in Fig. 5.12. The 

value of JSRH is maximum when Et equals Ei (≈ 0.58 eV at T = 60 °C) as expressed in Eq. 

(2.16). The difference in Jpn among the three types of defect distributions is attributed to 

each spatial defect profile. Based on the result, Jpn significantly depends on Et as well as 

ndam(x). The effect of Et on Jpn and the lateral defect distribution should be predicted. 

 

 

 

Figure 5.12  Relationship between Et and Jpn at Vpn = 1 V (n0 = 1 × 1017 cm−3, λ = Wp–n 

= 100 nm) for the three types of defect distributions. The temperature was assumed to be 

60 °C. 
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5.3 Comparison with experimental results 

5.3.1 Test structures to evaluate PPD in the lateral direction 

The effects of PPD on p–n junction leakage current density (Jleak) were evaluated 

using devices with different lateral p–n junction widths (Dpn). The devices were designed 

similarly to the structure employed in the TCAD simulations. Defects were created in the 

lateral and vertical directions in the Si substrates during the contact-opening step. The 

prediction model was applied to reveal the profile of plasma process-induced defects in 

devices with lateral p–n junctions. The device structure with a lateral n+–p junction is 

shown in Fig. 5.13. The process technology and device structures used in this chapter are 

the same as the Type-C device used in Chapter 4. The designed devices (samples I, II, and 

III) were exposed to CF4/CHF3/Ar/O2-containing ECR plasma. The incident energy of 

ions was controlled by changing the peak-to-peak voltage (Vpp) at the wafer stage and 700 

V was employed. The processing time was adjusted to remove an oxide film on Si 

substrates and to form contact holes. The contact opening process comprised SiO2 etching 

and Si over-etching. Si over-etching results in the formation of a recess structure. Defects 

are anticipated to be created in the vertical and lateral (unexposed area) directions, during 

contact opening. Subsequently, CDE treatment was conducted for samples II and III. The 

CDE conditions are listed in Table 5.2. CF4/O2 discharge plasma was used for HT1 

(sample II) and CF4 discharge plasma, for HT2 (sample III). A 2.45-GHz microwave 

generated both plasmas; the exposure time was 18 s. After the removal of a native oxide 

layer at the bottom of contact opening areas, a phosphorus-doped poly-Si film with a 

dosage of 7.0 × 1020 cm−3 was deposited. The P-doped poly-Si film was electrically 

connected to the n-type region of the Si substrate. Furnace annealing (FA) was performed 

at 850 °C for 10 min under an N2 atmosphere. The FA had two main purposes, to reduce 
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the contact resistance between the poly-Si film and the n-type region owing to the 

diffusion of P into the n-type region of the Si substrate and to prevent the depletion region 

from extending to the n-type region. The P concentration in the n-type region was 

designed to be higher than the boron concentration in the p-type region. The defect profile 

toward the p-type region can be investigated by extending the depletion region toward 

the p-type region. 

The diameter (Φ) at the bottom of the contact hole and depth of the Si recess (dR) 

were measured using transmission electron microscopy (TEM). The I–V and C–V 

characteristics of the p–n junctions were evaluated using contact-hole array patterns with 

504 k contacts; the measurement was performed in a dark environment. The voltages 

applied to the p-well and Si substrate were VPW = 0 and Vsub = 0 V, respectively. The 

reverse bias voltage (Vrev) applied to p–n junctions ranging from 0 to 3 V. The lateral 

depletion region width (Wdep) was estimated using the C–V technique to precisely assess 

the distribution of defects in the lateral direction. The lateral distance from the sidewall 

surface of the contact hole to the center of the depletion region was defined as DCJ. For 

simplicity, the area of the n+–p junction (Sj) was approximated as a hemispherical surface: 

Sj = 2π (Φ/2 + DCJ)
2. A change in Jleak was evaluated in the devices for various Dpn (0–

140 nm).  

The cross-sectional schematic of the poly-Si/Si system after poly-Si film 

deposition is shown in Fig. 5.14(a). Details of the cross-sectional TEM micrographs of 

poly-Si/Si systems of samples I, II, and III in Table 5.2 are shown in Figs. 5.14(b)–5.14(d), 

respectively. The values of Φ and dR for each sample are shown in these figures. Sample 

II treated with HT1 exhibited larger Φ and dR values than sample III treated with HT2. 

This is attributed to the difference in the etching rates between CF4/O2 and CF4 plasmas. 
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Figure 5.13  Device structure with a lateral n+–p junction. 

 

 

Table 5.2  Chemical dry etching (CDE) conditions. 

Sample ID I II III 

CDE Type NA HT1 HT2 

Tsub (°C) — 100 100 

PMW (W) — 400 400 

CF4 (sccm) — 180 100 

O2 (sccm) — 420 — 

 

 

 

Figure 5.14  (a) Schematic of a poly-Si/Si system after poly-Si film deposition. Cross-

sectional TEM micrographs of poly-Si/Si systems: (b) sample I, (c) sample II, and (d) 

sample III. 
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5.3.2 Assignment of defect distribution in the lateral direction 

The profile of defects in the lateral direction was examined by applying the 

present prediction model to the experimental data. The Jleak of samples I, II, and III was 

investigated based on the SRH model to identify the carrier conduction mechanism in the 

lateral direction. The measured Jleak–Vrev characteristics (symbols) of the p–n junctions 

for samples I, II, and III with Dpn = 0 and 140 nm are shown in Fig. 5.15. The measured 

Jleak–Vrev curves were fitted using the SRH model expressed in Eq. (5.7) (solid lines in 

Fig. 5.15). The measured data were in good agreement with the model fitting curves. The 

fitting results supported the assumption that the Jleak of the samples consisted mainly of 

JSRH and JTAT. 

JTAT and the activation energy (Ea) of JTAT depend on Fm in the p–n junction; Ea 

of JTAT can be calculated as follows:28 

Ea = −
∂ln(JTAT)

∂(
1

kT
)

 = Et −
3

2
kT − 3kT (

Fm

FΓ
)

2

.       (5.8) 

Et can be estimated from the value of Ea, when Fm in the p–n junction is zero. Ea as a 

function of Fm
2 for samples I, II, and III and Dpn = 0, 60, 100, and 140 nm, wherein Ea 

decreases as Fm
2 increases are shown in Fig. 5.16. The Et values for samples I, II, and III 

obtained from the values of Ea at Fm = 0 V/cm were 0.71, 0.72, and 0.70 eV, respectively. 

Various types of residual defects (trap levels) are present after PE and subsequent thermal 

processes.24,29 The values of the trap level obtained from the evaluation of the parallel-

connected hole array pattern represent the average of various trap levels. 

Two typical leakage current mechanisms are governed by Fm in the p–n junction: 

(1) TAT and (2) BBT.30 TAT is relevant when Fm in the p–n junction ranges from 105 to 

106 V/cm, and BBT becomes relevant when Fm exceeds 106 V/cm.30 The value of Ea 

based on the BBT mechanism is smaller than 0.15 eV.31,32 As shown in Fig. 5.16, the 
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value of Ea is larger than 0.2 eV even at Vrev = 3 V (Fm
2 = 0.89 [MV/cm]2) with Dpn = 0 

nm. TAT is more dominant than BBT in the range of 0–3 V. 

The measured Jleak (symbols) as a function of Dpn for samples I, II, and III at Vrev 

= 1 V is shown in Fig. 5.17. Jleak was fitted by curves predicted from the three types of 

defect spatial distributions (solid lines in Fig. 5.17). As shown, when Dpn is smaller than 

50 nm, the measured Jleak properly fits with the curves predicted by the linear and 

exponential distributions. When Dpn exceeds 50 nm, the measured Jleak fits the curve of 

the exponential distribution better than that of the linear and Gaussian distributions. 

Therefore, the profile of defects in the lateral direction created by CF4/CHF3/Ar/O2-

containing plasma is exponential. 

The characteristic lengths λ of samples I, II, and III obtained from the fitting 

results were 85, 80, and 100 nm, respectively. The defect profile from the sidewall surface 

of the contact hole was estimated using the value of λ obtained and the exponential 

distribution of defects. The defect distribution in the lateral direction estimated from the 

exponential distribution in Fig. 5.17 for samples I, II, and III is shown in Fig. 5.18, 

according to which ndam decreases along the lateral direction from the sidewall surface of 

the contact hole. ndam of sample III was the smallest, implying the number of defects 

decreased owing to HT2-CDE treatment in agreement with previous studies that suggest 

the residual species, such as F and C atoms in the Si substrate decreased owing to HT2-

CDE treatment.13 The model prediction with Jleak–Dpn measurements revealed a spatial 

profile of defects with a width of ~100 nm and a density of 1015–1016 cm−3. This study 

both clarifies the presence of defects in the lateral direction and the impact of the defect 

profile on Jleak. Therefore, the prediction model, in combination with the Jleak evaluation 

scheme using the designed structure, is beneficial in designing ultra-low leakage devices 
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by considering defect spatial distribution. 

 

 

Figure 5.15  Measured Jleak–Vrev characteristics of n+–p junctions (symbols) with Dpn = 

0 and 140 nm for samples I, II, and III and the model fitting curves (lines) based on JSRH 

and JTAT. 

 

 

Figure 5.16  Fm
2-dependence of Ea for samples I, II, and III with Dpn = 0, 60, 100, and 

140 nm. 
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Figure 5.17  Measured Jleak–Dpn characteristics of the n+–p junctions for samples I, II, 

and III at Vrev = 1 V (symbols) and model fitting curves (solid lines) based on the linear, 

exponential, and Gaussian distributions of defects. 

 

 

 

Figure 5.18  Defect density (ndam) distributions in the lateral direction derived from Jleak 

to Dpn characteristics for samples I, II, and III. 
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5.4 Conclusion 

We propose a model estimating the effects of created defects on p–n junction 

leakage current density increase (Jpn) in combination with TCAD simulations. Three 

defect spatial distributions, ndam(x), (linear, exponential, and Gaussian) were implemented 

to predict Jpn. Jpn was strongly dependent on the ndam(x) profiles in addition to the total 

number of defects and energy level. The difference in Jpn of the three defect distribution 

types resulted from the difference in Wdep and the corresponding difference in Fm. The 

prediction model was implemented to experimentally assign the profile of defects in the 

devices with lateral p–n junction exposed to fluorocarbon-containing plasma. From the 

experimental results on Jpn, the distribution of defects was revealed to be exponential; 

the defects were distributed from the sidewall surface of the contact hole to a 100-nm 

distance with a density of 1015–1016 cm−3. The total number of defects and their 

distribution could be predicted from the p–n junction leakage current. The proposed 

model prediction scheme can be used to design plasma processes and circuit layouts when 

realizing future ultra-low leakage current devices. 
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Chapter 6 

 

Characterization of plasma process-induced 

low-density defect creation by lateral 

junction leakage 

 

 

6.1 Introduction 

Plasma-induced damage (PID) is crucial in the design of leading-edge devices, 

as they are not inherently scalable in accordance with the device’s feature size. Advanced 

ultralow leakage devices, such as CMOS image sensors (CISs), require precisely 

controlled defect creation dynamics because the residual defects in Si substrates after 

plasma etching (PE) act as carrier conduction sites and induce an increase in dark current 

(Idark).
1–3 Idark limits the performance factors of CISs, such as the signal-to-noise ratio 

under low illumination. Thus, high-quality CISs require extremely low-dark currents 

(several electrons per second). Characterization of low-density defects in improving CIS 

performance is becoming increasingly relevant. 

The effects of lateral defects by PPD on device performance are enhanced in 

three-dimensional device structures. Latent defects in the lateral direction were 

investigated through molecular dynamics simulations4,5 and leakage current analysis 

using device structures with p–n junctions.6 In planar-type MOSFETs, current flows 

laterally from a contact hole on the source or drain. Therefore, the impact of defects in 
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the lateral direction created by plasma processing should be precisely assessed to realize 

low-leakage devices. From Chapters 4 and 5, the employment of devices with p–n 

junctions formed in the lateral direction and leakage current (Ileak) was proven useful for 

the characterization of defects present in the lateral direction. The presence of defects 

created in the lateral direction (lateral PPD) was identified using device structures with 

various p–n junction widths in the lateral direction. 

Defects created in the Si substrate during plasma processing act as electron 

hopping or recombination/generation sites for conduction. The trap energy levels and 

densities of these defects considerably influence the junction leakage current. Various test 

structures for PPD evaluation have been proposed.6–13 A single device structure with 

various p–n junction widths to assess the lateral PPD in a short turnaround time was 

proposed.6 In addition, a CIS structure to clarify the influence of the lateral PPD on the 

increase in Idark structure was employed.14 After confirming the relationship between the 

change in Ileak in single devices and that in Idark in a CIS circuit, the results from single 

devices can be used as a guideline to suppress the extent of PPD to CISs with ultralow 

leakage. Therefore, determining the relationship between the performance change in a 

simple structure and that in large-scale devices, such as ultra-large-scale integration and 

CIS circuits is crucial. However, a comprehensive comparison of parameters, such as Ileak 

and Idark, has not been performed extensively. 

In this chapter, two test structures, that is, a single device with a p–n junction 

(Type-C) and a CIS device (Type-D) were prepared to examine the relationship between 

the obtained performance changes in response to PPD. The nature of defects in the lateral 

direction was evaluated using principal parameters of the Shockley–Read–Hall (SRH) 

model, such as defects density and trap energy levels (Et).
15 The leakage current increase 
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in the single device (= Ileak) and the dark current increase in the CIS circuit (= Idark), were 

evaluated. The contact-opening diameter (Φ) was varied for these devices to examine the 

lateral PPD. 

 

6.2 Designed devices for PPD assessments 

The device with various p–n junction structures was proposed to assess low-

density defects in the lateral direction in Chapter 4. This chapter focuses on low-density 

defects created by lateral PPD and the clarification of their influence on the leakage 

current increase using a single device (Type-C) and a CIS-based circuit (Type-D). The 

two test structures are shown in Figs. 2.1(c) and 2.1(d). Single devices were employed 

because the number of required fabrication steps is smaller than that required for CIS 

devices. Moreover, the process conditions and device layout designs can be optimized 

within a short turnaround time based on the results obtained. In contrast, the results 

obtained from CIS devices reveal the statistical features of defects created by PE. A 

schematic of defect creation in the lateral direction during PE is shown in Fig. 6.1. Defects 

are created in the lateral direction owing to the stochastic lateral straggling of the incident 

ions as well as the vertical direction. Hence, the defect density in the lateral direction is 

significantly smaller than that in the vertical direction.  
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Figure 6.1  Schematic of defect creation in the lateral direction in a Si substrate during 

plasma processing. 

 

 

6.3 Characterization scheme 

The cross-sectional device structures with p–n junctions of the process test 

element group (PTEG) and device TEG (DTEG) are shown in Figs. 6.2(a) and 6.2(c), 

respectively. The layouts of the two test structures are shown in Fig. 2.2. The lateral 

distance between the p- and n-type regions (Dpn) was set at 90 nm. The n-type region 

located at the bottom of a contact hole in the PTEG was set to 160 × 160 nm. The number 

of contact holes for each PTEG and DTEG is 504000 and 3000, respectively. The 504000 

contact-hole arrays in the PTEG were connected in parallel with the measured low-

leakage current (several pA). The pixel area of the DTEG was composed of 3000 pixels 

and a single floating diffusion (FD) contact hole was connected to each pixel. The Φ of 

PTEG and DTEG are summarized in Table 2.1. The distance between the sidewall surface 

of the contact hole and the edge of the n-type region is defined as Dedge (= 80 – Φ/2 nm). 

The equivalent circuits of the PTEG and DTEG are shown in Figs. 6.2(b) and 6.2(d), 
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respectively. In the case of the DTEG, a reverse bias voltage (Vrev) was applied to the p–

n junction (that is FD) via a reset transistor.16 Notably, the leakage current through the p–

n junctions (Ileak and Idark) comprises lateral and vertical leakage currents (IL and IV, 

respectively). The impurity profile for the p–n junction was designed such that IL >> IV. 

Therefore, the following can be assumed: (Ileak, Idark) ≈ IL >> IV. The voltages applied to 

the p-well and the Si substrate were VPW = 0 V and Vsub = 0 V, respectively. Vrev was 

applied to the p–n junction in the range of 0–3 V. Ileak and Idark were measured at 333 K 

(60 °C), considering the operating temperature range of electronic devices.17,18 The 

sample preparation flowchart for the PTEG and DTEG is shown in Fig. 2.4. 

 

 

Figure 6.2  Cross-sectional illustrations of the (a) PTEG and (c) DTEG. Equivalent 

circuits of the (b) PTEG and (d) DTEG. 
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6.4 Results and discussion 

6.4.1 Impacts of PPD on junction leakage and dark current 

Cross-sectional TEM images of P1 and P2 listed in Table 2.1, with the contact 

holes filled with poly-Si are shown in Figs. 6.3(a) and 6.3(b), respectively. A Si recess 

structure with a depth of approximately 10 nm was formed in both samples by Si over-

etching, followed by wet etching (WE). The formation of the Si recess structures implies 

the presence of PPD in Si substrates subject to PE conditions. 

The cumulative probability of Ileak at Vrev = 0.5 V and Tsub = 333 K for P0–P4 are 

shown in Fig. 6.4(a). At least 30 devices were measured. As shown, the distribution of 

Ileak (slope) was not significantly dependent on Φ. This can probably be because the Ileak 

measured in the PTEG corresponds to the mean value of the currents of 504000 contacts 

connected in parallel. Ileak increased with Φ. The cumulative probability of Idark at Vrev = 

0.5 V for D1 and D2 is shown in Fig. 6.4(b). As observed, Idark of approximately 3000 

pixels was distributed over a range of three orders of magnitude. The difference in the 

distribution of Ileak and Idark [SPTEG and SDTEG in Figs. 6.4(a) and 6.4(b), respectively] might 

be attributed to the number of contact holes and difference in the sample structure and the 

number of process steps. The results suggest the necessity to suppress process variations, 

such as critical dimension controls in photolithography and PE to improve the variation 

in Idark. An increase in Idark increases the number of white pixels in dark and fixed pattern 

noise. This is crucial for CISs in which the diffusion region cannot be reset during signal 

integration.18–20 Idark differed between D1 (Φ = 80 nm) and D2 (Φ = 90 nm). Moreover, 

Φ dependence mechanisms of Ileak and Idark are discussed in the following sections. 
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Figure 6.3  Representative cross-sectional TEM images of poly-Si/Si systems for (a) the 

P1 (Φ = 80 nm) and (b) P2 (Φ = 90 nm) samples of the PTEG. 
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Figure 6.4  (a) Cumulative probability of Ileak at Vrev = 0.5 V and Tsub = 333 K for P0–P4 

(Φ = 70, 80, 90, 100, and 120 nm). (b) Cumulative probability of Idark at Vrev = 0.5 V and 

Tsub = 333 K for D1 (Φ = 80 nm) and D2 (Φ = 90 nm). 
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6.4.2 Carrier conduction in p–n junctions via defects 

The representative temperature dependence of Ileak for five Vrev values (0.2, 0.5, 1, 

2, and 3 V) for P2 (Φ = 90 nm) is shown in Fig. 6.5(a). The slope of Ileak versus 1000/Tsub 

corresponds to the activation energy (Ea). Generally, the leakage current at the p–n 

junction comprises the diffusion current (Idiff), SRH generation current (ISRH), trap-

assisted tunneling current (ITAT), and BBT current (IBBT).17,21–23 As explained in Chapter 

2, Idiff is proportional to exp(−Eg/kT) and ISRH, to exp(−Eg/2kT).24–26 Ea of ISRH is assumed 

to be equal to the Et created by PE. Ea is approximately Eg/2 at Vrev ≤ 1 V and smaller than 

Eg/2 at Vrev ≥ 2 V. This result implies the following: (1) Idiff is not dominant in the samples 

and (2) ISRH is dominant when the electric field across the p–n junction is weak. Thus, Idiff 

is considerably smaller than ISRH in the present case, that is, Idiff << ISRH.  

As shown in Chapter 2, two leakage current mechanisms are caused by the electric 

field (Fm) across the p–n junction, TAT and BBT. We focus on the Fm across the p–n 

junction and the activation energy of the leakage current (carrier conduction) to identify 

the main mechanism. TAT dominates when Fm across the p–n junction ranges from 0.1 to 

1.0 MV/cm and BBT dominates when Fm exceeds 1.0 MV/cm. The Vrev-dependence of 

Fm for P0–P4 is shown in Fig. 6.5(b). The Fm was estimated through C–V measurements. 

As shown, Fm is smaller than 1.0 MV/cm at the maximum voltage Vrev = 3 V. This result 

suggests that TAT is dominant under the aforementioned applied voltage conditions.23 

Assuming the leakage current caused by the BBT mechanism is negligible (IBBT << ITAT), 

Ileak can be approximated as Ileak ~ ISRH + ITAT. 

This subsection focuses on ISRH and ITAT for the PTEG. The same trend was 

observed in the DTEG analysis. The presence of defects in the p–n junction influences 

the effective carrier concentration at the p–n junction owing to the ionization of defects. 
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The carrier concentration in the p–n junction influences the width of the depletion region. 

Thus, Ileak in the p–n junction is influenced by the PPD-induced defect creation resulting 

from the change in Fm across the junction. In the presence of an electric field (Fm < 1.0 

MV/cm), ITAT can be expressed using the field enhancement factor Γ as ITAT = Γ(Fm) · 

ISRH.27–29 The measured Ileak of p–n junctions (symbols) as a function of Vrev at Tsub = 333 

K for P0–P4 is shown in Fig. 6.5(c). Measured I–V curves for each Φ were fitted using 

the SRH model [solid lines in Fig. 6.5(c)]. The measured data and model fitting results 

were in good agreement. An increase in Ileak by the lateral PPD could be modeled using 

ISRH and ITAT. The measured Idark for each pixel was predicted using the SRH model, where 

each trap level was assumed to exhibit a normal distribution. As shown in Fig. 6.4(b), a 

good agreement was observed between Idark and the model fitting results based on ISRH 

and ITAT. 

Notably, ISRH and ITAT depend on Et. The Ea of ITAT was calculated from Eq. (5.8). 

Ea depends on the temperature and Fm at the p–n junction. For simplicity, we assume that 

3/2 kT << Et. Thus, Et under Fm = 0 V/cm, the density of traps (nt) was estimated from 

the measured Et and ISRH values as follows, 

nt = 
2 cosh(

|Et−Ei|

kT
)

qniWdepSσ0vth
∙ISRH .         (6.1) 

ISRH depends on Et and nt as expressed using Eq. (2.16). From Eq. (6.1), nt can be 

estimated by measuring the leakage current, that is, ISRH. Based on the model of carrier 

conduction, the effects of lateral PPD on Et and nt were quantitatively evaluated from the 

change in leakage current. The PTEG and DTEG evaluation results are detailedly 

examined in the following sections. 
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Figure 6.5  (a) Representative temperature dependence of the Ileak for five Vrev values 

(0.2, 0.5, 1, 2, and 3 V) for P2 (Φ = 90 nm). (b) Vrev-dependence of Fm for P0–P4. (c) 

Measured Ileak of p–n junctions as a function of Vrev at Tsub = 333 K for P0–P4. 
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6.4.3 Assignment of the energy level of defects 

This subsection focuses on Et, which is independent of the bias conditions. As 

previously mentioned, Et can be predicted from Ea by measuring the temperature 

dependencies of Ileak or Idark under different bias conditions. Subsequently, the energy 

profile of defects was determined from the temperature dependence of Idark, that is, Ea, for 

all pixels in the case of DTEG. The relationship between the derived Ea and Idark values 

at 293 K for D1 and D2 is shown in Fig. 6.6(a). The extracted Ea values are distributed 

extensively, implying that various defect structures were formed in both D1 and D2. As 

shown, pixels with smaller Ea values yielded larger Idark values regardless of Φ. This 

indicated that a significantly damaged pixel (exhibiting a larger Idark) contained a shallow 

trap site. Ea distributions of D1 (Φ = 80 nm) and D2 (Φ = 90 nm) at Vrev = 0.5 V are shown 

in Fig. 6.6(b). The mean value of Ea for D2 is slightly larger than that for D1. The 

distribution of D2 extends to a lower Ea region compared with that of D1. The number of 

pixels with small Ea is larger in D2 than in D1. The defects created by PPD have an energy 

distribution. That is, the profile of trap energy levels depends on the amount of lateral 

PPD. The defects created by PPD are in the form of broken bonds, vacancies, and 

interstitials. These defect structures in the Si substrate generate trap levels to conduct 

carriers within the energy bandgap of Si. The creation of these trap levels was predicted 

theoretically.5,30 The presence of various trap levels formed by PPD was proposed 

experimentally by cathodoluminescence analysis.6,31 Using DTEG, statistical features 

could be assigned, such as the energy profile of the created defects. As previously 

measured, the extracted Ea values were extensively distributed, implying that various 

defect structures were formed. A key advantage of using the DTEG is its ability to 

statistically and quantitatively assess the effects of lateral PPD on the leakage current. 
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The Φ dependencies of Ea and Et derived from Ileak for P0–P4 and the average of 

Ea (Ea) derived from Idark for D1 and D2 are shown in Fig. 6.7. The average activation 

energy calculated from Fig. 6.6(b) was used for Ea in the DTEG. The Ea and Et values 

were slightly dependent on Φ. An increase in Φ indicates a decrease in the distance 

between the sidewall surface of the contact hole and the p–n junction, which corresponds 

to an increase in the lateral PPD as the number of defects decreases with increasing 

distance from the sidewall surface. As shown in Fig. 6.7, Ea and Et slightly increase as a 

function of Φ. The lateral PPD had a slight influence on Ea and Et in the devices.  

In addition, Ea of the PTEG was consistent with Ea of the DTEG. This 

consistency indicates that the features of the trap energy levels in a CIS structure can be 

estimated using the PTEG. Complementary analyses using the PTEG and DTEG are 

indispensable to optimize the process conditions and device structures by considering the 

effects of the tail distribution of the trap level on the leakage current. 
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Figure 6.6  (a) Relationship between derived Ea and Idark (Tsub = 293 K) for D1 and D2 

at Vrev = 0.5 V and (b) Ea distribution of each pixel for D1 and D2 at Vrev = 0.5 V. 
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Figure 6.7  Comparison of Φ dependencies of Ea and Et in the case of PTEG and E̅a in 

the case of DTEG. The values of Ea and Et were estimated from the temperature 

dependencies of Ileak of P0–P4 in the case of PTEG and E̅a [as shown in Fig. 6.6(b)] in 

the case of DTEG. 
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estimated for the PTEG were consistent with those derived for the DTEG. Thus, the 

average defect density created by lateral PPD in a CIS circuit can be estimated using the 

PTEG data. The device and process conditions can be efficiently optimized by employing 

the PTEG. 

A DTEG-based characterization scheme is advantageous in that it can predict the 

statistical distribution of trap levels created by the lateral PPD, thus leading to the 

statistical deviation of Idark. In contrast, the PTEG is a powerful tool to assign Et and nt 

for various device structures under various bias conditions compared with the DTEG. 

Therefore, comprehensive and complementary analyses using PTEG and DTEG are 

extremely handy to identify the lateral PPD and optimize the device structures and process 

conditions required to realize future ultralow leakage devices. 

 

 

 

Figure. 6.8  Comparison of nt dependence on Φ in the cases of PTEG and DTEG. nt 

values were estimated from each ISRH for the PTEG and DTEG. 
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6.5 Conclusion 

The effects of lateral PPD on the junction leakage current were comprehensively 

investigated using a single device and CIS circuit. The contact-opening diameter (Φ) 

dependencies of Ileak and Idark were extensively investigated. As observed, Ileak and Idark 

increased with an increase in Φ, implying an increase in the lateral PPD at the junction. 

The trap (defect) energy level and density were quantified using the SRH model. The 

derived trap level estimated for the PTEG was consistent with that of the DTEG. From 

the relationships of Φ and nt, nt had a spatial distribution profile that decreases in the 

lateral direction from the sidewall surface of a contact hole to the p–n junction. The defect 

density and energy level depend on the amount of the lateral PPD. The characterization 

scheme using the PTEG and DTEG demonstrated in this study can be used to evaluate 

low-density PPD, thus optimizing the plasma process and device design. 
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Chapter 7 

 

Conclusion 

 

 

This study examined defect creation mechanisms (PPD) near the surface region 

caused by the physical interaction between a crystalline Si substrate and incident ions 

from the plasma. The effects of PPD on ultra-low leakage current devices were examined 

by identifying the defect distribution and the density in the Si substrate and detailedly 

evaluating its effect on the p–n junction leakage current. The following concluding 

remarks can be drawn. 

1. PPD to Si substrates in the vertical (depth) direction were investigated using various 

analysis techniques. Time-of-flight SIMS identified the presence of interstitial atoms 

to a depth of ~20 nm. CL and PAS analyses could assign defects both on the Si 

substrate surface and underneath the IL after PE. Based on CL analysis, the created 

defects (both on the Si surface and underneath the IL) function as carrier 

recombination centers. Based on PAS analysis, the structural changes assigned by the 

extracted S value extended to a depth of approximately 200 nm. Moreover, the depth 

and density of defects (1016 cm−3) were validated by a technique using the PPD-

enhanced dechanneling of As atoms implanted with a projection range of 10 nm 

combined with detailed SIMS analysis. From the decrease in S value by the PAS 

analysis, defects in the form of vacancies and fluorine (residual species) were 

distributed from the substrate surface to a depth of approximately 130 nm with a 
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density of 1016 cm−3 (much lower than the detection limits of conventional analysis 

techniques, ~1018 cm−3). Moreover, this distribution was promoted by annealing 

processes. 

2. Defect creation in the vertical and lateral directions of Si substrates during PE was 

investigated using devices with different p–n junction structures. Based on current–

voltage measurements of devices with different p–n junction distances, leakage 

currents in the vertical and lateral directions increased with decreasing p–n junction 

distance. PPD created defects in the vertical and lateral directions because of the 

stochastic straggling of impurity species, as theoretically predicted by molecular 

dynamics simulations. 

3. A model that focused on the effects of created defects on the p–n junction leakage 

current increase (Jpn) in combination with TCAD simulations was proposed. The 

prediction model was implemented to experimentally assign defect profiles in the 

devices with lateral p–n junction exposed to fluorocarbon-containing plasma. The 

distribution of defects was exponential from the experimental results on Jpn. Defects 

created during a contact-opening step were distributed from the outer edge of the 

contact hole to a distance of 100 nm with a density of 1015–1016 cm−3. 

4. Two test structures—a single device with a leakage current (Ileak) and a CIS circuit 

with a dark current (Idark)—were designed to examine the relationship between the 

obtained performance changes in response to PPD. Both Ileak and Idark were dependent 

on the diameter of the contact fabricated by PE, implying the presence of defects in 

the lateral direction via lateral PPD. From the analysis of the temperature dependence 

of Ileak and Idark, the lateral PPD influenced the mean value of the activation energy Ea. 

The derived trap site density (nt) in the CIS circuit was consistent with that of a single 
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device. An increase in Idark indicated an increase in the number of trap sites and an 

increase in defects at shallow levels in particular. 

This study revealed the presence and distribution of ultra-low-density plasma-

induced defects in Si substrates by tracking As atoms in Si substrates. The lateral PPD 

was revealed by focusing on the change in leakage current using device structures with 

lateral p–n junctions. Furthermore, we experimentally demonstrated using a single device 

and a CIS that the presence of ultra-low-density plasma-induced defects created in the 

lateral direction increased the leakage current. The comprehensive defect profiling and 

characterization scheme performed in this study could be used to evaluate low-density 

PPD, resulting in the optimization of plasma processes and the design of future electronic 

devices that are sensitive to defect creation. 

 

A brief outlook 

(1) The optimization of gas chemistry can effectively suppress PPD. Stochastic straggling 

(scattering) is more obvious for light mass ions, such as H and F, which are widely 

used in current mass production. This mechanism was also predicted through 

molecular dynamics simulations. 

(2) The implementation of the PPD proximity effect, that is, lateral-PPD-aware layout 

designs, is an alternative approach to suppress an increase in Idark induced by the 

lateral straggling of incident species. 

(3) Plasma processes and devices can be designed by considering the effect of defect 

distribution on device performance with the implementation of a defect distribution 

model in TCAD simulations. This approach is expected to realize future low-leakage 

devices. 
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Appendix 

 

 

A.1 Leakage current by the Poole–Frenkel effect and band-to-band tunneling 

The junction leakage current can be described using the Poole–Frenkel model in 

the case of a weak electric field (Fm ~ 104 V/cm).1–4 In the Poole–Frenkel model, electrons 

are thermally emitted over the top of a potential energy barrier lowered by the presence 

of the electric field. The electric-field dependence of the junction leakage current density 

(JPF) is expressed as3,4 

JPF ~ Fmexp (
q

kT
√

qFm

πεSi

),         (A1) 

where εSi is the permittivity of Si. 

BBT becomes obvious in an electric field over 106 V/cm. BBT current density 

(JBBT) is expressed as5,6 

JBBT ~ V (
Fm

F0
)

3

2
exp (−

F0

Fm
),        (A2) 

where F0 is a material-dependent constant depending on the tunneling effective mass and 

band gap of the semiconductor material.  
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