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Abstract

Many spoken dialogue systems such as smart speakers and conversational robots are used
in human society. Conversational robots or agents are given various social roles such as a
museum guide and an interviewer. It is important for the system to establish a relationship
with the user in order to be used continuously over a long time. One of the approaches
to this problem is to define a character of the spoken dialogue system. If the user feels a
desirable character impression from behaviors of the system, they would be attached to the
system. However, the desirable character expression should be dependent on the dialogue
task and the user. The goal of this study is to make the spoken dialogue system express
the appropriate character according to the dialogue task and the user. This thesis presents a
character expression model for spoken dialogue systems based on the following behaviors
specific to the spoken dialogue: utterance amount, backchannels, fillers, and switching
pause length. The model controls these behaviors of the spoken dialogue system to give the
intended character impression. This study investigates two approaches to the question of
the appropriate character for the spoken dialogue system. One is task adaptation, where the
system expresses the appropriate character for the task. The other is user adaptation, where
the system expresses the appropriate character for the user personality.

Chapter 1 describes the background of this study, which includes spoken dialogue systems
and human-robot interaction. In Chapter 2, related works on character and user adaptation
of the spoken dialogue systems are reviewed. Chapter 3 describes the platform of the
spoken dialogue system for an android ERICA used in this study. The robot has a physical
body and generates various human-like dialogue behaviors, which are important for the
character expression. In Chapter 4, the baseline character expression model using spoken
dialogue behaviors is designed. It starts with data collection for training the model, in
which subjects listened to the dialogue data and evaluated their character impressions of the
dialogue robot. The statistical analysis showed correlation between the character impression
and spoken dialogue behaviors. The baseline character representation model was constructed
by using this dataset. The proposed model is given three character traits (extrovert, emotional
instability, and politeness) and controls the four dialogue behaviors: utterance amount,
backchannel frequency, filler frequency, and switching pause length. Subject experiments



confirmed that the proposed model expressed the characters as intended. The corpus analysis
also showed that the proposed model can predict various speakers’ characters in the corpus.

Chapter 5 addresses the enhancement of the character expression model using neural
networks, which represent the three character traits for model training. It is necessary to
collect many pairs of data on the character impressions and behaviors. Therefore, semi-
supervised learning is proposed based on a Variational Auto-Encoder (VAE) which combines
the limited amount of the labeled pair data with unlabeled corpus data. It is shown that
the proposed model can express given characters more accurately than the baseline model
with only supervised learning. Using the proposed learning method, moreover, the spoken
dialogue system can express an additional dialogue behavior that is not included in the
labeled data.

Chapter 6 addresses task adaptation using the character expression model. The corpus
analysis shows that the tendency of characters is different among dialogue tasks. The
character expression model is implemented for the tasks of job interview and laboratory
guide. Subjective evaluations of the dialogue video show that expressing a character in
accordance with the dialogue task by the proposed model improves the user impression of
the appropriateness in formal dialogue such as job interview. In the real dialogue experiment,
it is confirmed that characters designated to the task received higher evaluation scores than
the baseline system.

Chapter 7 addresses user adaptation using the character expression model. The analysis
of the speed dating corpus shows that the combination of the subjects’ personality affects
the favorable impressions. Based on the analysis, a character adaptation model that controls
spoken dialogue behaviors is designed and developed. This model classifies the user person-
ality and the system character into four classes and determines the most appropriate character
of the system according to the user personality. We conducted real dialogue experiments,
in which subjects talked with a robot as a laboratory guide (task-oriented dialogue) and
chit-chat (non-task-oriented dialogue) in four different character conditions. It is confirmed
that the extrovert character was preferred for items on the laboratory guide’s skill and that
the character matched to the user personality was preferred for items on how easy to talk
with the robot.

This thesis is concluded in Chapter 8.
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Chapter 1
Introduction

Spoken dialogue systems are widely used in our daily lives. The goal of this study is to make
the dialogue system more friendly to users. The challenges in spoken dialogue systems and

the approach in this thesis are described.

1.1 Background

Spoken dialogue systems have been developed for long and many systems such as smart
speakers and conversational robots are used in real world. Voice assistants on smart phones
and smart speakers are often used for simple tasks such as information retrieval and music
player. On the other hand, conversational robots and virtual agents are used for long conver-
sations, such as museum guides [1], attentive listening [2], and psychological counselors [3].
To satisfy the user, the system must provide natural, non-boring interaction. In recent years,
machine learning techniques have made great strides in understanding user utterances and
generating responses [4, 5]. These models made it possible to generate a natural dialogue
in short exchanges, such as a question-answer and chit-chat. However, they are not enough
to realize the human-level of interaction. It is important not only to understand utterances
but also to establish a relationship with humans and encourage the user to use the system
sustainably. Various methods have been proposed for building a relationship with the user,
such as showing empathy to the user [6], an acoustic-prosodic entrainment to the user [7], a
mimicry of the user behaviors [8], and a self-disclosure by the system [9].

All of these elements are very important, but the user perceives the character as an overall
impression of the dialog system. Character is especially easy to be perceive in systems that
have the appearance of an interactive agent or robot. Characters make the dialogue system
feel special and different from other systems to the user, thus making it easier to build a

relationship with the user. On the other hand, the character impression is affected by many
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factors such as the system utterance, eye gaze, backchannels, loudness and pitch of the
voice. Therefore, when proposing a new character expression model, it is necessary to avoid
conflicts with existing systems. Whereas many systems control the system utterance, this
thesis addresses behaviors associated with spoken dialogue.

The goal of this thesis is to construct a natural relationship between humans and spoken
dialogue systems. Specifically, this thesis addresses the character expression model for
spoken dialogue systems according to the dialogue task and the user personality.

1.2 Spoken Dialogue Systems

The initial studies on spoken dialogue systems were conducted about 50 years ago. The
origins of the dialogue system are ELIZA [10] and SHRDLU [11]. ELIZA is a text chatting
system using simple database retrieval based on keyword matching. SHRDLU understands
the text commands and moves blocks in a virtual world. The basic concepts of these systems
are similar to those of today’s systems, but they are essentially text-based, not using speech.

Following the development of automatic speech recognition and speech synthesis, spoken
dialogue systems began to be built around 1990. One of the pioneer systems is VOYAGER
[12], the forerunner of today’s task-oriented dialogue systems. Airline Travel Information
System (ATIS) [13] is a project in which data collection and system construction were
conducted for the task of retrieving flight information. These provided a basis of task-oriented
dialogue systems. The development of deep learning technology [14] has dramatically
improved the accuracy of speech recognition and has led to the practical application of
spoken dialogue systems. Meanwhile, voice assistants in smart phones and smart speakers
have been developed. These systems are used for purposes such as information retrieval
and music player control and has ability to perform some simple conversation. However, it
difficult to have long conversations with these systems.

Conversational robots are studied and developed based on humanoid robots [15, 16].
Interactive virtual agents were implemented as a counselor [3], a museum guide [1], and a
job interviewer [17, 18]. They have the advantage to be able to utilize multi-modality. Robots
and virtual agents can coordinately generate their multi-modal behaviors in accordance with
user behaviors. In this context, an android ERICA has been developed. For understanding
the surrounding environment and the conversational behaviors including user utterances,
the system of ERICA integrates information from sensors such as microphone arrays and
cameras. ERICA generates various behaviors such as facial expressions, eye gaze, head
nodding, and arm gestures. Therefore, conversation with ERICA is natural through various

expressions and behaviors. ERICA’s appearance is designed for social tasks such as attentive
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listening and job interview. In this thesis, ERICA is used as the platform for a spoken

dialogue system. It is expected that human-like robot is easy to build trust with the user.

1.3 Character of Spoken Dialogue Systems

In this thesis, “personality” is used as a psychological dimension for classifying users, and
“character” is used as the impression that the dialog system gives to the user. Humans are
known to anthropomorphize systems and perceive a character from them [19]. For example,
the system which speaks positively gives an extroverted impression. Character is also
important for a dialogue system to achieve human-level interaction [20]. If all conversational
robots have the same look and the same speaking style, the user feels that the dialogue is
very boring. On the other hand, if each dialog system has its own character and consistently
speaks with the character, it is expected that users want to continue with the system and
deepen their relationship with it.

Persona is the most widely-used method to achieve a character expression. This is a
method of expressing individuality by specifying the personal information of the system
in detail. The first dialogue system, ELIZA [10], also achieved naturalness of dialogue
by using the persona of a female psychiatrist. A umber of studies have been conducted to
express characters based on their age and gender [21], and to provide personas that mimic a
celebrity and a animation character [22]. Paired dataset of sentences explaining the persona
and dialogue examples is published [23]. On the other hand, methods have been proposed
to express characters based on psychological personalities [24]. Since these methods are
intended for text chat, they control the content of utterance and are dependent on the dialogue
task.

This thesis addresses character expression model using spoken dialogue behaviors. Since
this model allows independent control regardless the dialogue content, it can be combined

with existing systems to achieve character expression.

1.4 Task and User Adaptation of Spoken Dialogue Systems

The purpose of the dialog depends on the given task of the system. Dialogues in which the
system’s purpose is clear are referred to as task-oriented dialogues, while those in which the
purpose is the dialogue itself are referred to as non-task-oriented dialogues.

In the task-oriented dialog, tasks can be classified into three categories: goal-oriented,
dialogue with definite content, and dialogue with only purpose. Goal-oriented dialogue has
a clear goal, and if the desired information is exchanged between the user and the system,
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the goal is achieved. The main objective of a specific task is to communicate and exchange
necessary information, such as searching, ordering, and reception. Therefore, it is possible
to objectively judge whether the goal has been achieved. These systems are expected to
complete the dialogue in the shortest time. Dialogue with definite content does not clearly
indicate whether the dialogue has been accomplished or not, but the content of the dialogue is
clearly defined. For example, a sightseeing guide or an e-learning agent explains the content
that has been prepared in advance. Another example of the task with definite content is a job
interview system with predefined questions. These tasks require dialogue that the user can
clearly understand. Finally, dialogue with only purpose does not have a clear goal and a clear
content. For this reason, the dialogue cannot be established simply by talking about what has
been prepared in advance. Examples include speed-dating and counseling. These systems
need to be designed so that they can respond to the free speech of the user.

Examples of non-task-oriented dialogue are chit-chat and attentive listening. These
dialogues have neither the purpose nor the task. These dialogues are important for users to
get to know each other and become attached to each other. In these dialogues, it is important
to make the user feel comfortable in speaking.

Conventionally, an independent system have been built for each dialogue task or non-task.
Therefore, the system also speaks in a way that was appropriate for each dialogue. However,
a dialogue robot such as ERICA needs to change the way it speaks for each dialogue because
it plays multiple social roles. Fig 1.1 shows the classification and adaptation method for
dialogue tasks. Goal-oriented dialogues are completed with short dialogues and are not the
target of this study, which aims at dialogue continuation. For dialogue with the definite
content and with only the purpose, the typical dialogue is determined for each task. Therefore,
it is necessary for the spoken dialogue systems to adapt its speaking style to each task. This
is called task adaptation, which is one of the topic of this thesis study. Dialogue with only
purpose and non-task-oriented dialogue require different approaches. As the content of these
dialogues is free, the way each user speaks differs greatly from user to user. Therefore, it is
necessary to realize a dialogue in which the user is comfortable in speaking. This is called a
user adaptation, which is the second purpose of this thesis. In this thesis, task adaptation and
user adaptation are realized through character expression.

1.5 Data Collection for Spoken Dialogue Systems

Collecting dialogue data is a very important issue to build a dialogue system. In recent years,
dialogue systems using deep learning have been generating very natural dialogues [4, 5].
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Purpose |Dialogue | Information_ |
Task-oriented Goal-oriented | Negotiation Searching : Short dialogue
dialogue J Ordering |
Definite content ([ Job-interview ~ [ Tour guide ~ ~ | )
] e-learning |
Only purpose /| Speed-dating Laboratory guide ™ | | Task adaptation
‘\|Counseling _ _ | ______| Y
Non-task-oriented Chit-chat
dialogue Attentive listening

Fig. 1.1 Task and user adaptation for dialogue tasks

These systems train their language models using a large amount of text data from the Web.
The data size has been increasing year by year, and the latest models use 570GB data [5].
On the other hand, it is difficult to collect as much data for spoken dialogue as it is for
text data. It is necessary to record actual conversations between people in real time. In
addition, spoken dialogue requires a large number of annotations compared to text data.
For example, speech transcription and time stamps, multi-modal data such as eye gaze and
other annotation are needed. Behaviors such as backchannels and fillers, which do not exist
in text, are observed in spoken dialogue. As a result, the data size of spoken dialogue is
much smaller than that of text data. In addition, character impression, which is addressed in
this study, require a new annotation because there is almost no public data available. This
study proposes semi-supervised learning using a variational auto-encoder as a method to

compensate for the lack of data to build a character expression model.

1.6 Approaches

This thesis addresses a character expression model for spoken dialogue systems. Figure 1.2
shows the concept of the proposed system. Character expression for spoken dialogue systems
means each system speaks with consistency. It is shown that the character expression of
spoken dialogue systems leads to increasing user engagement and naturalness in dialogue
[19, 25, 26]. Therefore, previous studies addressed character expression models for dialogue
systems [24, 22, 27, 28]. In these studies, the system expresses a character by controlling
its utterances. This thesis presents a character expression model by controlling behaviors
in spoken dialogue. Specifically, the system controls four dialogue behaviors: utterance
amount, backchannel frequency, filler frequency, and switching pause length. The advantage

of this system is that the character expression model can be added to existing spoken dialogue
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systems. To build the model, the relationships between character impressions and behaviors
are analyzed using dialogue data labeled with character impressions. Based on this result, a
baseline character expression model is constructed using the logistic regression model.

Pair data of the spoken dialogue behaviors and character evaluations are required to
train the character expression model. However, this manual annotation is very costly, and
thus the variety and amount of behavior patterns are limited. On the other hand, various
dialogue corpora are available and they contain many dialogue behaviors, but the corpus
data cannot be directly used for supervised learning of the character expression model as
there are no manual annotations for the character. To make the character expression model
more robust and accurate, it is important to exploit both manually annotated data (supervised)
and dialogue corpus data (unsupervised). To address this problem, semi-supervised learning
based on a variational auto-encoder (VAE) is proposed to utilize not only manually annotated
labels but also dialogue corpus data. The proposed method is designed to compensate for the
data-sparseness with natural dialogue behavior data. Utilization of dialogue corpus data as
unlabeled data can be applied to other expression tasks (e.g., emotion expression through
dialogue behaviors) that are affected by data-sparseness due to a limited amount of training
data.

It is also important what character the system should express. This thesis addresses
character adaptation to determine the system character according to the dialogue task and
the user. The analysis of the dialogue corpus suggests that there is a bias in the characters
required for each task. The effect of task adaptation will be evaluated in job interview
(definite content dialogue), laboratory guide (only purpose dialogue) and attentive listening
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(non-task-oriented dialogue). It is expected that the more definite content of the dialogue, the
more the task-appropriate character expression improved the impression of the task.

Previous studies analyzed the influence of the combination of the user personality and
the system character on the impression of the dialogue [29, 30]. However, since each
study analyzed the data based on different personality scales, the analysis results differ
from one study to another. On the other hand, a large amount of data is required to model
an optimal character when using generic characters. Therefore, this thesis proposes four
generic character classes for character adaptation. These four classes were defined from the
annotation data of character impressions on the dialogue corpus. A model that expresses four
character classes is implemented in ERICA. The effect of task adaptation will be evaluated
in laboratory guide (only purpose dialogue) and chit-chat (non-task-oriented dialogue).

1.7 Organization of This Thesis

Figure 1.3 summarizes the organization of this thesis. Chapter 2 addresses reviews of related
works. Chapter 3 describes the architecture of ERICA and the dialogue corpus collected using
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ERICA. In Chapter 4, the character expression model is presented. This chapter describes
the behavior used for character expression. Chapter 5 addresses the semi-supervised training
method for the character expression model. The model built in the previous chapter is
improved to be more robust. In Chapter 6, task adaptation using character expression is
proposed. In Chapter 7, user adaptation using character expression is proposed. Character
classes for user adaptation are defined using the corpus analysis. The effect of the character
expression according to the user personality is evaluated by subject experiments. Chapter 8
concludes the thesis with the future direction of the character expression of spoken dialogue

systems.



Chapter 2
Literature Review

This chapter overviews the related works. At first, definitions of character in previous studies
are presented. Second, user adaptation methods on dialogue systems are introduced. Finally,

spoken dialogue behaviors used for the character expression model is explained.

2.1 Definition of Character in Psychology

In psychology, concepts such as character and personality have been used to explain the
tendencies of human behaviors. The history of personality is as far back as Ancient Greece.
The idea of classifying people into several typical personality classes was the prevailing one.

Many of the personality definition used today have been proposed since the 20th century.
Eysenck posited there were two pertinent dimensions of personality such as extroversion
and neuroticism [31]. These could be combined to describe four key personality types.
The Myers-Briggs Type Indicator (MBTI) which classifies personality into 16 types based
on Jung’s theory [32]. Some researches were focused on the structure of personality and
influenced by “Lexical Hypothesis” [33]. This hypothesis posits that important expressions
of personality are contained in everyday speech. Allport and Odbert identified about 4,500
words in the English language that could be used to describe personality using the dictionary
[34]. Based on the lexical hypothesis, Goldberg found five major personality factors via
statistical analysis and named them the Big Five [35]. The five-factor model (Big Five
personality scale) is one of the most widely-used and reliable scales [36]. The Big Five
scale assumes the existence of five traits: extroversion, emotional instability, agreeableness,
conscientiousness, and openness. These five traits have been shown to be good predictors of
patterns of human behaviors [37]. Many questionnaires of Big Five scale [38, 39, 36] have

been developed and are easy to use for experiments.
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It is claimed that the Big Five dimensions of emotional instability, extroversion, openness,
agreeableness, and conscientiousness represent the highest level in the hierarchical structure
of personality. It was proposed two factors at a higher level of abstraction based on correla-
tions between Big Five traits [40]. The first superordinate factor (alpha) is the superordinate
of emotional instability, agreeableness and conscientiousness. The second factor (beta) is the
superordinate of extroversion and openness.

In this study, system characters are defined based on these psychological researches.

2.2 Character in Dialogue Systems

Some research has been done on the effects of character and personality expression in
dialogue systems. It is stated that personalization is important for dialogue systems to realize
human-level dialogue [20, 19]. The expression of character in a dialogue system has been
shown to have an impact on trust-building and task accomplishment [41, 42].

The sentence generation system PERSONAGE [24] generates response sentences accord-
ing to the Big Five parameter. In addition, a profile-based method of expressing character,
rather than character expression by transforming surface sentences, is also examined. The
approach for defining character is using the sentences about system’s information like “I like
to travel.”, called as persona [23]. In this study, corpus data set was created with the goal of
giving the dialogue system a personality. The data set is composed of multi-turn dialogues
between two crowd workers who are each given about five sentences of persona text contain-
ing character settings. It is a method to generate utterances with personality assigned to them
using dialogue act tags and personality-related features as input to a sequence-to-sequence
model using LSTM [43]. It had been studied the method to generate characterized utterances
by embedding speaker information in the decoder of a sequence-to-sequence model [44]. A
character expression method using role-playing dialogue data is also proposed [22]. Meth-
ods have also been proposed to maintain dialogue consistency according to persona using
large-scale language models [45]. However, it is difficult to make the persona data for all
dialogue systems, so they need to write persona sentences for each specific dialogue system.
A method of embedding personas in system utterances using encoder and memory network
was proposed [46]. 5 million personas and 700 million persona-based dialogues are used for
this model training.

Recently, it is proposed methods that adapts a pre-trained model such as BERT [47] and
TS5 [48] to a target task by fine-tuning. A method colled prompt was proposed for adapting
a pre-trained model to a target task without updating their parameters. This mehotd is a

few-shot learning based on language models with manually created task descriptions and a
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few task examples. Prompt-tuning is a method for automatically optimizing a prompt without
creating it by manual. The character expression model using prompt-tuning was proposed
[49]. Such a method is expected to generate natural responses using small dataset.

Besides, these studies suppose text dialogue, which is different from spoken dialogue. In

this study, the part of the Big-Five scales are used to build the character expression model.

2.3 User Adaptation

Many studies have confirmed the effectiveness of characterization according to the user.
Studies about human agent interaction showed that personality affects the user’s preferences
and impressions of the system [29, 30]. A method for controlling the dialogue strategy based
on a user model is proposed [50]. In this user model is based on three dimensions: the skill
level in use of the system, the knowledge level about the target domain, and the degree of
urgency.

It is shown that users are more trusting and satisfied with chat systems that are similar to
their personalities [51]. Some user adaptation methods of dialogue systems were addressed
in previous studies. One method accumulates the user’s dialogue history and makes the
user’s profile [52]. This method assumed that the same user continues to use the system such
as a smart speaker. In the character expression method, the system controls responses from
predefined persona descriptions [53]. However, this methods can not adapt users who do not
disclose their personas. Some models that obtain user persona information from the dialogue
history were also studied [54—56]. Other methods were proposed using the user intent, and
proficiency with the system or identifying the user preferences [57, 58]. In these methods,
continuous use of the system is necessary to create the model of the user.

This study addresses a method to adapt the behavior of the system using personality to

deal with first-time interaction.

2.4 Behaviors on Spoken Dialogue Systems

This section describes the behaviors required for a spoken dialogue system to achieve natural
dialogue. These behaviors are observed in only spoken dialogue, not text chat dialogue.

A backchannel is a short reaction signal by the listener such as “Yeah” in English
and “Un” in Japanese. It helps to express the listener’s understanding and empathy to the
speaker. Bachchannels are classified into six categories: Responsive interjections, Expressive
interjections, Lexical reactive expressions, Repetitions, Completions, and Assessments [59].
The appropriate use of backchannels is important for the spoken dialogue systems to achieve
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a human-like dialogue. For this reason, many studies proposed backchannel prediction
models. Prosodic [60], linguistic, and syntactic information [61, 62] are mainly used for
backchannel prediction. In recent years, prediction model using a machine learning model
such as recurrent neural network (RNN) have been proposed [63]. On the other hand, if
the system uses the same backchannel all the time, it gives the impression that the system
does not listen to the utterance. However, predicting the category of backchannel is more
difficult than predicting the timing. Some studies proposed the model predicting the type of
backchannels using prosodic and linguistic information [64, 65]. It is still difficult to predict
the type of backchannels in real time.

A filler is a short phrase filling the silence to hold or take the conversational floor such
as “Well” in English and “E-" in Japanese [66, 67]. Filler is one of the important parts for
conversational robots to achieve human-like dialogue [68]. Using a filler by a conversational
robot moderated the user’s impression toward a long pause [69]. It was shown that the robot
can smoothly acquire turns of speech by using fillers [70]. The timing of fillers depends on
the language content and filler prediction models are proposed [71, 72]. As the frequency of
fillers varies widely among individuals, it is difficult to predict fillers.

Turn-taking is moving a floor, which means a right to speak, from a speaker to a listener.
In a question-answer system such as that implemented in smartphones and smart speakers,
the start of speech is specified by either a button operation (push-to-talk) or a specific phrase
(wake-word). To achieve a human-level conversation, it is essential to learn interaction
patterns that resemble human’s turn-taking. Common spoken dialogue systems use a time-
out method. These systems speak after a period of silence (e.g. 2 seconds) has elapsed from
the end of a user’s utterance. If this latency is short, the system’s utterance may overlap with
the user’s utterance. Turn-taking prediction models using speech and language features have
been proposed [73, 74]. On the other hand, it has been pointed out that there are individual
differences in turn-taking, and that even human prediction accuracy is about 70% [75]. This
is due to the arbitrary nature of turn taking.

The rate of turn acquisition is also related to the occupancy rate of the utterance. Speakers
with a high rate of utterance occupancy speak a great deal of content and actively acquire
turns. On the other hand, reluctant speakers do not take many turns and do not speak much
on their own. Whether speech is verbose or brief has a significant impact on the impression
of dialogue. Thus, there are individual differences in the utterance amount. Methods to show
favorable impressions to the user by controlling the amount of information in utterances was

proposed [76].
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All of the behaviors listed here vary from person to person and therefore they are also
related to the impression of the character. In this study, these behaviors are used for the
character expression for spoken dialogue systems.






Chapter 3

Autonomous Android ERICA

In this thesis, an autonomous android ERICA is used as a platform of the spoken dialogue
system. ERICA is very similar to a human and is suitable for expressing characters [77].
This chapter describes a structure of ERICA and a dialogue corpus collected using ERICA.

3.1 Introduction

An autonomous android ERICA is developed to make her behave like a human and naturally
interact with humans. ERICA is modeled as a 23 year-old woman. Her design concept is to
contain both the friendliness as an android and a sense of existence as a human being. The
appearance of her face and body is artificially produced in reference to characteristics of
young ladies. ERICA mounts 19 active joints inside to move her face, head, shoulder, and
back. It is planned to install more motors to move her arms and legs in the future. Even now,
the flexibility of her face has diversity (including eyebrow, eyelids, lip, eyeballs, and tongue),
which enables her to show various facial expressions. ERICA is therefore able to generate
not only verbal responses but also non-verbal behaviors such as facial expression, eye-gaze,

and nodding, which are used to convey a variety of her emotions.

3.2 Automatic Speech Recognition (ASR)

The microphone array captures multi-channel audio signals and identifies which direction
the audio signal comes from. The sound source localization is realized by the multiple
signal classification (MUSIC) method [78] with the 16-channel microphone array. This
result is matched with the position of the person tracked by the depth camera (Kinect v2).
If they match, the input speech is enhanced by using the delay-and-sum beamforming.



16 Autonomous Android ERICA

System utterance

_ Voice activity detection Speech )
Microphone | > &y synthesis ﬂ))
aay Speech enhancement l Speaker
Lip
Sound .| Speech Dialogue movement
source [ | recognition manager generator
localization
A 4
o Prosodic
[ Depth ]_' Position | | > I Motor
camera tracking - controller

Fig. 3.1 Architecture of the spoken dialogue system on ERICA

Prosodic features such as fundamental frequency (FO) and power is calculated from the
enhanced speech [79]. The automatic speech recognition (ASR) is the subword-unit-based
neural network using the attention mechanism [80]. Distant speech recognition using the

microphone array allows the user to initiate a dialogue without being aware of the microphone.

3.3 Text-To-Speech for ERICA

The speech of ERICA is generated by a text-to-speech engine that was developed for ERICA.
It also contains many formulaic expressions, backchannels and fillers with a variety of
prosodic patterns. The system allows control of speed, pitch, and volume for each word.
At the same time, lip and head movements of ERICA are generated based on the prosodic

features of the synthesized utterances [81, 82].

3.4 Backchannel Generation Model

Backchannel generation model determines the timing and form of backchannels from the
user’s utterances. A logistic regression model predicts if a backchannel would occur 500ms
in the future per 100ms [83]. The input features are statistics such as mean, maximum,
minimum, and range for the fundamental frequency (FO) and power. Thus, this model
can continuously predict a backchannel without waiting for the end of the user utterance.
The form of backchannels is selected based on the distribution of them used in the corpus
described in Section 3.7. The frequency of backchannels can be adjusted by controlling the
threshold for the output of this model.
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3.5 Turn-taking Model

End-of-turn prediction is the problem of determining if the speaker has finished their turn.
ERICA has two turn-taking models: time-out method model and prediction model. Time-out
method sets a silence threshold and takes the system’s turn when the length of silence from
the end of the user’s utterance exceeds the threshold.

The prediction model is based on Long short term memory (LSTM) model using acoustic
and linguistic features on IPUs (inter-pausal units) [84]. An IPU is defined as a segment of
speech which does not contain a pause greater than 200ms. Acoustic features are 40 log
mel-filter bank features in 10 ms intervals. Linguistic features are word embeddings based on
the transcript tokenized using Japanese tokenizer MeCab!. Word embeddings are conducted
using Word2Vec [85] on the tokenizations with a dimension of 100. These features are
extracted from the final 500ms of the IPU. These features are input into the LSTM model,
which determines whether to take a turn on the IPU. When it is decided to take a turn, it
is necessary to determine the swithing pause length. Real-time turn-taking is achieved by
integrating a finite state model [86] that takes into account the waiting time. The prediction
model enables the system to take a turn within approximately one second.

In this thesis, the time-based turn-taking model is used, since the prediction-based turn

taking model is hard to control the pause length.

3.6 Dialogue Tasks

ERICA is given some social roles to realize natural and smooth dialogue with humans. Table
3.1 describes the characteristics of social roles. It is important for ERICA to perform a wide
range of these roles. Attentive listening and job interview are the case where the role of
listening is dominant. Laboratory guide is the opposite case where the role of speaking is
dominant. Speed dating is the mixed case where the roles of listening and speaking are
balanced. Dialogue data has also been collected where the operator controlled ERICA to talk
with a human subject. The data are used to train dialogue models and to analyze the dialogue.

The following subsections explains the system for each social role.

3.6.1 Attentive Listening

Attentive listening is to listen to the user talk carefully and give feedbacks in order to

encourage the user to talk more. Attentive listening is needed for counseling systems [3]

Uhttp://taku910.github.io/mecab/
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Table 3.1 Daigloue task of ERICA

Attentive listening Job interview Laboratory guide Speed dating

Role Listen Ask Introduce Chat
Initiative User System System Both
Occupancy User System System Both
Content Free Fixed Fixed Free

and also casual conversation partner systems for elderly people. The attentive listening
system generates both backchannels and variational listener’s reactions [83]. Fig. 3.2 shows
the diagram for the response generation. The following describes how each response is
generated. Backchannels are generated based on acoustic features using the backchannel
prediction model described in Section 3.4. A backup question is selected based on rules
on the user silence. When a user is silent for a long time, the system asks a pre-prepared
question to trigger a new topic. Assessments are based on the sentiment polarity (positive or
negative) of the user utterance. Each word of the user utterance is compared with sentiment
word dictionaries 2 3. If the user utterance containes positive words, the system would say a
positive response such as “That is good. (\ >\ > TF #a. )” and “That is nice. GEZH{ T T #a.
)” On the other hand, if the user utterance containes negative words, the system would say a
negative response such as “That is bad. (J%°2CL /=#a. )” and “That is hard. (KZ 9
¥a. )” Repeat is the response using a focus word extracted from the user utterance. This is
expects to express understanding of the dialogue. The system extracts a focus word using the
simple rule: a focus word is the latest noun or adjective in a user utterance. For example,
if a user says “I ate a curry,” the system response would be “A curry.” If there are several
continuous nouns, they are regarded as a compound word and are considered as the focus
word. An elaborating question is generated using focus words to elicit more dialogue about
the current topic. An elaborating question not only extends the dialogue but also expresses
deeper understanding of the dialogue. The system generates a question by concatenating the
focus word with interrogatives such as which, when, and what. In total, we use 11 types of
interrogatives as candidates. For example, if a user says “I went to Tokyo by a train,” the
focus word would be “train” and the elaborating question would be “Which train?.” To select
the proper interrogative, the system refers to bi-gram probabilities. Generic response is a
backup response used when no other response can be generated. Generic responses are ‘I
see (£ 9 T h)” or “I got it (%% % 1F ). These responses can be used for any dialogue

context. The generic sentiment is another type of generic response according to the weak

2Japanese Dictionary of Appraisal —attitude— (JAppraisal Dictionary ver1.0):
https://www.gsk.or.jp/catalog/gsk2011-c/
3SNOW D18: Japanese Emotional Expression Dictionary: https://www.jnlp.org/GengoHouse/snow/d18
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Fig. 3.2 Diagram for the response generation in the attentive listening system

sentiment of user utterances. For this response, a different sentiment dictionary [87] is used
to recognized a sentiment of the user’s utterance. If the user utterance is short, the system
also uses a short generic response such “Yes (13\Y)” to avoid the barge-in.

Since each module generates each response independently, it is needed to select the
suitable one. Backchannels are uttered during the user’ s turn, so this module works
independently from the others. Backup questions are triggered by a long pause so that this
module is also independent. A priority of using the responses is shown in Fig. 3.2. The
system will respond using the highest priority response which can be generated given the
user s utterance. The priority order is defined based on how likely it is to generate the

response type.

3.6.2 Job Interview

The job interview dialogue is organized and system-initiative where the interviewer can con-
trol the dialogue flow. Therefore, the job interview dialogue can be implemented with a finite
state transition. This system aims to dynamically generate elaborating questions according to
interviewee (user) utterances. The system asks the interviewee questions on predetermined
topics. In each topic, a general question (baseline question) and some elaborating questions
are prepared. Depending on the user’s response to the baseline questions, the system selects
a elaborating question to ask. Additionally, if the user’s response contains a focus word, the

system asks about that word.
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This study uses the system that asks prepared questions (Baseline question) as a job
interview system. To reduce the influence of the dialogue content on the impression, the
system asks the same content to all subjects.

3.6.3 Speed Dating

Speed dating is a dialogue between a male and a female who meet each other for the first
time. They talk about topics such as their hobbies and profiles to identify if they will be able
to keep the relationship in the future. Some studies were made on analyses in a speed dating
dialogue corpus [88]. Subjects are expected to be more engaged in the speed dating dialogue
than the case of normal chatting because there exists a clear purpose of the dialogue.

The range of conversational topics can be restricted to those that people use in the first-
encounter dialogue. However, it is difficult to implement the speed dating dialogue system
due to the mixed initiative where the initiative is frequently exchanged among them. A
preliminary dialogue system for speed dating was implemented with the system. At first,
conversational topics were defined. These topics are thought to be frequently used in the
first-encounter dialogue. Then, a response table for the system is prepared to respond to
user questions. The system response was prepared for each pair of topic and interrogative.
For example, for the pair of hobby and what, the system response is “My hobby is reading
books.” A question sentence of the system was also prepared on each pair so that ERICA can
make the question on the corresponding topic. Here, a dialogue system was implemented for
ERICA making a question by taking the initiative when the user is silent for several seconds
or that a configurable internal state of the system such as liking is higher. To handle the
mix-initiative dialogue, a dialogue act classification was utilized in order to classify the user
utterance into a question or others. If the user utterance contains a question, the system makes
a question with the response table. Otherwise, the system generates a response towards the
user statement, such as “That is nice.” It is an issue of how to handle other topics where the
system utterances are not prepared. If the system says the same backup utterance such as
“Sorry, I do not know” too often, the user would be disengaged in the dialogue. Therefore, it

is needed to generate other backup utterances that can keep user engagement.

3.6.4 Laboratory Guide

In the role of laboratory guide, the system holds the dialogue initiative and talks in most of
the time. Some studies on information navigation have been made [1, 89]. The laboratory
guide system is a rule-based dialogue system using finite state transitions. The predefined

explanations are explained to the user. During the process, the user’s level of understanding
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is checked by asking him or her questions. The system controls the content of the questions
based on the user’s engagement measured during the interaction [90]. This allows the user to
feel that the system is explaining to him or her according to his or her level of understanding
and interest.

3.7 Human-Robot Dialogue Corpus using Wizard of WOZ
Method

A human-robot dialogue data have been collected in which the humanoid robot ERICA
interacted with human subjects [91]. Fig. 3.3 shows a setting of the recording to dialogue.
ERICA was controlled by an operator, who was in a remote room. The dialogue was
one-on-one, and the subject and ERICA sat on chairs facing each other

The scenario of the dialogue are attentive listening, job interview and speed-dating
according to the task of ERICA. Laboratory guide is not included in the corpus because this
is one-sided dialogue, which the operator explain research topics for most of the dialogue.
The participants are briefed on the dialogue in advance, and the content of the dialogue is
made up in mind before the dialogue. The voice uttered by the operator was directly played
with a speaker placed on ERICA in real time. When the operator spoke, the lip and head
motions of ERICA were automatically generated from the prosodic information [81]. All
participants were native Japanese speakers.






Chapter 4

Character Expression Model

4.1 Introduction

Humanoid robots, which naturally interact with people, have been studied and developed
[15, 77, 16]. Humanoid robots have an appearance and behavior similar to those of human
beings, and thus users are expected to feel a character of the robot in the dialogue. A
humanoid robot is usually given a social role such as a lab guide or a counselor depending
on the dialogue task. Expressing characters matching to such social roles would not only
give a good impression to users but also have a good effect on the performance of the task.
For example, it is easy to talk to a calm counselor.

There are several studies on character expressions for dialogue systems. PERSONAGE is
a system that generates a response sentence that matches the designated character [24]. The
response generation is based on the relationship between the Big Five parameters and the
corresponding features of sentences. There are also some methods of expressing characters
for spoken dialogue systems by linguistic patterns [92, 93]. In these studies, characters are
represented by changing the style of sentences. On the other hand, in spoken dialogue, factors
such as the way speaker talks also have an impact on the impression. There is a spoken
dialogue system that adjusts its speaking rate to those of the user [94]. It is expected that
people who talk frequently are extroverted, and those who use a lot of fillers are likely to
give an impression that they are restless.

This chapter addresses a model that expresses characters by controlling behaviors of
the robot in dialogue. Fig. 4.1 depicts the outline of this study. These behaviors can be
controlled by adjusting parameters of the robot’s utterances. To investigate the feasibility
of expressing characters, we conduct an experiment and analyze the effect of controlling
the dialogue behavior parameters on the impression of three character traits: extroversion,
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emotional instability, and politeness. Based on the analysis, we construct a model to control

the dialogue behaviors based on a given character.

4.1.1 Character Expression

We define characters in consideration of the personality traits of psychology and the usage of

robots in society. Then, we choose effective dialogue behaviors for the character expression.

4.1.2 Definition of Character

In psychology, several scales expressing human personality have been proposed. Among
them, extroversion and emotional instability are most widely used for many character
classifications. For example, Eysenck [95] expressed a personality in two dimensions using
the traits of extroversion and neuroticism (emotional instability). The Big Five scale expresses
a personality using five traits of extroversion, emotional instability, integrity, agreeableness,
and openness [36, 39]. The presence of the top two factors of the Big Five has been
confirmed [40, 96]. They are “Stability,” which ranks at the top of emotional instability,
agreeableness, and conscientiousness, and “Plasticity,” which ranks at the top of extroversion
and openness. It is agreed that a combination of extroversion and emotional instability can
describe personality.

Personality traits in psychology are also used as characters in dialogue systems. Extro-
version and emotional instability have also been used in character expression of agents in
previous studies [97]. For example, an extrovert character may be preferred for a lab guide,
and low emotional instability is required for a counselor. Politeness was also considered to
control the impression of agents [98, 99]. Politeness is required to spoken dialogue systems

to serve many social tasks such as a receptionist.
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In this study, characters are defined using three traits of extroversion, emotional instability,
and politeness. These three traits can be easily perceived [39] by many users and they are
expected to contribute to task achievement in dialogue. Note that the correlation among these
traits was partly observed [39]. We will be able to choose an appropriate character in these

three traits according to the social role of the robot.

4.1.3 Dialogue Behaviors for Character Expression

Dialogue behaviors that can affect the impression of the speaker in dialogue are examined.
The utterance amounts affect the impression in dialogue, for example, a person that speaks
a lot seems more extroverted. Backchannels affect the impression of characters because
they have various roles in dialogue such as expressing empathy and showing understanding.
The frequency and type of backchannels have some effect on the impression of extroversion
and emotional instability [97]. In this study, backchannel is defined as a short expression
uttered by the system while the user is speaking. The backchannel frequency is defined as
the number of backchannel by the robot. In this study, the candidate positions at which the
robot can produce a backchannel are defined as the clause boundaries of the user’s utterance.
The backchannel variety is defined as the number of lexical types of the robot’s backchannel
in the dialogue. Fillers also have an influence on the impression of characters. Using a lot of
fillers looks emotionally unstable, while the filler has been shown to be effective in improving
impressions of delayed responses [69]. The filler frequency is defined as the number of filler
by the robot. The switching pause, which is the length until the system responds in spoken
dialogue, is an effective cue for users to recognize the system’s character. It was investigated
that the length of switching pause has an impact on impressions [100]. Based on the above,
we adopt utterance amount, backchannel frequency, backchannel variety, filler frequency,

and switching pause length as dialogue behavior features.

4.2 Analysis of Relationship between Dialogue Behavior

and Character Impression

In order to construct a behavior control model, the effect of the dialogue behavior features on
the character impression is investigated. In the experiments, the following hypotheses are

made.

1. The extroversion is associated with the utterance amount and the backchannels fre-
quency. A robot that talks a lot and generates many backchannels is perceived to be an

extrovert.



26 Character Expression Model

2. The emotional instability is associated with the backchannel variety and the filler
frequency. A robot that generates the same type of backchannels and many fillers is
perceived to be emotionally unstable.

3. The politeness is associated with the switching pause length. A robot that waits for a
long time before talking is perceived to be polite.

4.2.1 Speech Samples

Audio samples of 20 conditions are prepared for experiments. The utterances of the robot
are generated using the text-to-speech software in these scenarios. The utterances of the
user are made by the experimenter. These utterances are spoken in Japanese. Two scenarios
are prepared with reference to a human-robot dialogue corpus recorded in a Wizard of Woz
(WOZ) setting. The content of the dialogue is designed to be natural with any character and
even when the dialogue behavior features (excluding latency) are adjusted.

A baseline dialogue of about one minute was created for each of the two scenarios.
Backchannels and fillers appear moderately in the reference dialogue. The switching pause
length is set to 0.5 seconds. In comparison dialogue used for each experimental condition,
only one corresponding feature is adjusted from the baseline dialogue, and the remaining
features are kept same as the baseline dialogue. In order to obtain clear results in the
following experiments, we prepared the low (small, short) condition and the high (large,
long) condition.

Prepared patterns of the dialogue behavior features are shown in Table 4.1. When the
backchannel frequency is high, backchannels are inserted at all clause boundaries in the
user utterances. When the backchannel frequency is low, all backchannels are removed.
With regard to the backchannel variety, the backchannels are changed to many kinds of
backchannels in a large condition, and all the backchannels are replaced with “yes" in a
small condition. In the high filler frequency condition, fillers are inserted at all clause
boundaries and at the sentence beginning of the utterances. In the low condition, all fillers are
removed. When the switching pause is long, the turn-taking time is set to 3 seconds. When
the switching pause is short, the start of the system utterance overlaps the end of the user
utterance by 0.5 seconds. With regard to the utterance amount of the system, we extended
the original two scenarios. Specifically, each scenario was concatenated with its following
part of the dialogue in the corpus so that the length of utterances becomes twice or more.
This is needed to make it easy for the subjects to recognize the difference of the utterance
amount. One of the extended scenarios was system-dominant (large condition), and the other

was user-dominant (small condition).
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Table 4.1 Control of dialogue behavior features

Dialogue behavior features Conditions Details
Utterance amount Large Robot : 49.2 seconds, User : 25.3 seconds
Small Robot : 25.5 seconds, User : 38.8 seconds

Backchannel frequenc High At all clause boundaries during user’s utterance
d y Low Delete all robot’s backchannels
. Large 4 types

Backchannel variety Small 1 type

Filler frequenc High At all clause boundaries and beginning of sentences

quency Low Delete all robot’s fillers
— Long 3 seconds
Switching pause length Short 0.5 seconds overlap

4.2.2 Experimental Procedure

Forty-six university students (28 men and 18 women, 18 - 23 years old) participated in
the experiment. Each participant listened to the speech samples and responded to the
questionnaire about an impression of the robot. We presented the baseline dialogue at first
and the dialogue of different utterance amounts at last. The remaining conditions were
randomly arranged for each experiment. Each participant listened 20 samples in total.
Participants answered questionnaires on a 7-point scale, from 1 (not at all) to 7 (com-
pletely), whether the item is true to the system. For a questionnaire of extroversion and
emotional instability, we used short versions of the Big Five scales [58, 39], which is widely
used in personality psychology in Japanese. It is also used for the impression evaluation
of speeches [58]. Two items are added for politeness. The items we used are summarized
in Table 4.2. In addition, the naturalness of the dialogue was also evaluated. Finally, we

compute the average value for the corresponding items of each character trait.

4.2.3 Results

A variance analysis is performed among the three groups (Low (small, short) condition,
Baseline, and High (large, long) condition) for each dialogue behavior feature. Character
traits that showed significant differences (p < .05) between High and Low conditions by
multiple comparisons in both scenarios are described below.

The analysis results for the extroversion trait are shown in Table 4.3. The higher the
backchannel frequency, the lower the filler frequency, and the shorter the switching pause
length are, the more the robot is considered to be extroverted. The analysis results on the
emotional instability trait are shown in Table 4.4. The higher the filler frequency is and the

longer the switching pause length is, the more emotionally unstable the robot is deemed. The
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Table 4.2 The adjectives used in the character impression evaluation

Character traits Items (English) Items (Japanese)

Talkative AU
. Quiet e A

Extroversion Cheerful 5 45 7
Sociable ANk
Melancholic A D35

. . ... Anxious AL D P T W

Emotional instability Nervous DM
Vulnerable ST DN

Politeness Polite I
Gracious FLBIE L W

(* invert scale)

analysis results on the politeness trait are shown in Table 4.5. The lower the backchannel
frequency is and the longer switching pause length is, the politer the robot is deemed. The
analysis results on the utterance amount are shown in Table 4.6. The robot is felt to be
extroverted when the speaking time is longer, and introvert when the speaking time is shorter.
No significant difference is found regarding the emotional instability. These results confirmed
the hypotheses made in this chapter, except for the backchannel type.

4.2.4 Discussions

The evaluation score of naturalness except for the switching pause condition got equal to or
higher than that of the baseline dialogue. Therefore, there was no problem of naturalness due
to the adjustment of the features.

There were few traits where the backchannel variety had an effect. Since the number
of backchannels is not so large in the one-minute dialogue, the participants may not have
noticed the difference in the backchannel variety. On the other hand, the filler frequency had
effects in many traits. In multiple comparisons, many character traits showed the tendency in
the order of Low condition, Baseline condition, High condition. The switching pause length
had a large effect on the impressions of all traits. The difference in the switching pause length
is easily recognized. The utterance amount had an effect on extroversion and politeness.

The correlation coefficients between the scores of extroversion, emotional instability,
and politeness were examined for all data, and a weak correlation was confirmed between
extroversion and emotional instability. It is shown in Table.4.7. In addition, the results of
a two-factor analysis of variance with dialogue conditions and character traits as factors

showed that the F value was 64.126 and the p value was 2.01 x 10~'® among character
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Variance analysis of scores based on subject evaluation
Table 4.3 Extroversion

High Baseline Low

Dialogue (Large / Long) (Small / Short) Multiple comparison conditions'
behavior' Mean SD Mean SD Mean SD F-measure

BF 540 1.00 438 1.16 4.40 1.02 35.82**  High>Low, High>Baseline

BV 4.76 1.10 438 1.16 4.78 0.89 6.47**  Large>Baseline, Small>Baseline

Fi 352 1.05 438 1.16 5.01 1.00 52.48"*  Low>Baseline>High

Sw 263 095 438 1.16 492 1.17 126.67**  Short>Baseline>Long

(*fp < .05, *p<.01)

Table 4.4 Emotional instability

High Baseline Low

Dialogue (Large / Long) (Small / Short) Multiple comparison conditions'
behavior Mean SD Mean SD Mean SD  F-measure

BF 2.73 1.15 333 133 3.10 1.10 7.59**  Baseline>High

BV 307 120 333 1.33 295 1.06 4.72

Fi 388 158 333 1.33 2.79 1.17 20.59**  High>Baseline>Low

Sw 390 148 333 133 277 1.14 22.17**  Long>Baseline>Short

(fp < .05 *p<.01)

Table 4.5 Politeness

High Baseline Low

Dialogue (Large / Long) (Small / Short) Multiple comparison conditions'
behaviorr Mean SD Mean SD Mean SD F-measure

BF 4.24 1.58 443 1.71 5.03 1.03 9.16**  Low>High, Low>Baseline

BV 5.05 1.08 443 171 5.17 1.04 11.32 Large>Baseline, Low>Baseline

Fi 4.66 1.29 443 1.71 498 1.14 5.15**  Low>Baseline

Sw 4.51 1.16 443 171 294 1.38 46.33** Long>Short, Baseline>Short

(*p < .05, p <.01)

BF : Backchannel frequency,
BV : Backchannel variety, Fi: Filler frequency, Sw: Swtching pause length
1 : Dialogue behavior features (Bold letters) showed significant difference.
ii : Multiple comparison conditions (Bold letters) showed significant difference (p < 0.05)
between high and low conditions.

Table 4.6 T-test on utterance amount

Character traits Large Small
Mean SD Mean SD T ratio
Extroversion 574 0.82 5.03 0.84 4.99*
Emotional instability 2.74 093 283 1.04 0.55
Politeness 476 122 591 1.04 5.69*

(*p < .05, *p< .0l

traits. There are significant differences among the three traits’ rating points. Therefore, it is

appropriate to control the three traits separately. However, this experiment does not assume
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Table 4.7 Correlation coefficient between character traits

Extroversion Emotional instability
Emotional instability —0.511
Politeness 0.109 0.046

the independence of the character traits. These results indicate the feasibility of character
expression by controlling utterance amount, backchannel frequency, fillers frequency, and

switching pause length.

4.3 Character Expression Model

We construct a model that controls the dialogue behavior features based on a given character
using a logistic regression model. Then, we conduct an evaluation experiment of expressing

characters by the dialogue behavior control model.

4.3.1 Logistic regression model

The control model is constructed for each dialogue behavior feature. The backchannel variety
is not used because it had little effect on any character traits in the experiment in Section 4.2.
The model is given scores of the character traits in the 7-point scale and then outputs control
values for the dialogue behaviors, modeled by logistic regressions as shown in Fig. 4.2. We
used the data (features and traits) which showed a significant effect on the impression in
Section 4.2 (bold items in Table 4.3, 4.4, 4.5, and 4.6) for model training. The total amount
of the samples was 920. The Low condition of each dialogue behavior feature is labeled as 0
and the High condition is labeled as 1. The model learns the mapping from the evaluation
score [1 - 7] of the character traits to this target label.

A cross-validation was conducted using three-quarters of each dataset for training and
one-quarter for evaluation. The results of binary prediction in which the threshold is set to
0.5 are shown in Table 4.8. The results achieve F-measure scores of 0.73 to 0.91, which is
reasonable for the behavior control model. The weights of the explanatory variables of the

logistic regression are shown in Table 4.9.

4.3.2 Method for Controlling Dialogue Behaviors

The dialogue behavior feature is controlled using the output of the logistic regression model.

To control the utterance amount, we prepare two utterance patterns: many utterances and
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Fig. 4.2 Character expression model affecting spoken dialogue behaviors

Table 4.8 Prediction accuracy of control of each dialogue behavior feature

Used traits

Dialogue behavior features Class Precision Recall F-measure
Ex Em Po

Long 0.86 0.78 0.81
Utterance amount v v Short 081 0.87 0.3
High 0.74 0.73 0.73
Backchannel frequency v v Low 075 0.74 0.74
: High 0.81 0.75 0.77
Filler frequency o Low 076  0.81 0.78
Switching pause length v v v Long 091 0.90 0.91

Short 0.91 0.91 0.91
Ex: Extroversion, Em: Emotional instability, Po: Politeness

fewer utterances. One of the utterance pattern is selected. Backchannels can be generated
according to a statistical model [101-103]. In order to simplify the model, it is assumed
that the probabilities of occurrence of a backchannel at all clause boundaries in the user’s
utterance are equal, and the output of the behavior control model is used for a threshold. A
value sampled from a uniform distribution in the range of [0, 1] at each clause boundary
is set as the occurrence probability of the backchannel, and when the probability exceeds
the threshold, a backchannel is generated. Similarly, the filler frequency is controlled by
adjusting the threshold of the statistical model according to the filler control model. The
output of the switching pause length in the behavior control model [0, 1] is normalized in
accordance with the range [—0.5, 3] of the experimental condition in Section 4.2. The value
is set as the switching pause length. In the case of a negative value, it overlaps the end of the
utterance of the user.
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Table 4.9 Weights of explanatory variables in logistic regression models

Weights of explanatory variables

Dialogue behaviors . o - .
£ Extroversion Emotinal instability Politeness

Utterance amount 1.23 - —1.16
Backchannel frequency 0.84 - —0.62
Filler frequency —0.78 0.30 -

Switching pause length —1.56 0.26 0.98

Table 4.10 Pearson’s product-moment correlation coefficient of a given character and the
normalized impression evaluation point

Character traits Correlation coefficient T ratio
Extroversion 0.570 9.163**
Emotional instability —0.004 —0.056
Politeness 0.235 3.185**

(*p<.05,"p<.01)
Bold letters indicate the dialogue behavior features was correlated

4.4 Subjective Evaluation

We prepared dialogue samples by controlling the robot’s behavior with the behavior control
model. We used 16 kinds of characters based on the value of three character traits [1,7].
Eleven male university students evaluated the impression of the 16 dialogues where the
generated behaviors are different. The questionnaire is same as that used in the experiment
in Section 4.2. The rating points were normalized by the mean and the variance for each
participant. The Pearson’s product moment correlation coefficients between the ratings
(Z-score) and the original values of the given character traits are shown in Table 4.10. From
the results, significant correlations are confirmed with extroversion and politeness. This
means that it is possible to express extroversion and politeness by using the model. There
is no correlation for the emotional instability probably because the control parameter for
the emotional instability is smaller than those of extroversion and politeness in the trained

model.

4.5 Corpus-based Evaluation

Since the generated speech samples used in the impression evaluation were artificial data, we
investigate the validity and generality of our character expression model by using a natural
spoken dialogue corpus. The dialogue corpus consists of multiple dialogue tasks, and each
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task has corresponding suitable characters. The character expression model shown in Fig.
4.2 is applied in the backward direction (right-to-left) in order to calculate characters from
spoken dialogue behaviors observed in the corpus. Finally, we examine the tendency of
the identified characters for each dialogue task to confirm whether our character expression

model can express characters that match each task.

4.5.1 Human-Robot Dialogue Corpus

We used a human-robot dialogue corpus where a human subject, called a subject hereafter,
talked with the android ERICA [104, 91], which was remotely operated by another person,
called an operator. In this corpus, three types of dialogue tasks are designed: speed dating, job
interview, and attentive listening. The roles of ERICA (operators) in these tasks are a practice
partner in a first-time-meeting conversation, a job interviewer, and an attentive listener to
encourage a subject’s talk, in the above order. In this study, we analyze ERICA’s (operators’)
characters by our character expression model because the subjects were different people in
each session so that it was difficult to reliably analyze their characteristic. The number of
used dialogue sessions are 33 for speed dating, 31 for job interviews, and 19 for attentive
listening. Each dialogue session lasted about 10 minutes. In each dialogue session, whereas
the human subject was a different person, the operator was randomly assigned from four
persons who are amateur actresses. Besides the transcription of the dialogue, we annotated
the dialogue with the events and timing of backchannels [59], fillers [67], conversational
turns, and dialogue act [105].

4.5.2 Analysis Method

We calculated the ERICA’s (operators’) characters from her spoken dialogue behaviors
observed in the corpus. At first, we divided each dialogue session into two-minute segments
in order to ensure a sufficient amount of data for this analysis. We also empirically confirmed
that two minutes is enough duration to observe the spoken dialogue behaviors to calculate
the character trait scores. For each segment sample, the corresponding character trait scores
were calculated by using our character expression model as below. We first calculated feature
values of the four spoken dialogue behaviors. Then, the feature values were converted to
control amounts corresponding to the outputs of the logistic regression models. The amount
of speech was classified into large or small (1 or 0) by using the median value of the entire
corpus. The number of backchannels was normalized by the number of inter-pausal units
(IPUs) [61], namely pause segmentation, of the interlocutor who is the current speaker. The

number of fillers was normalized by the number of IPUs of herself. Switching pause length
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was linearly converted from the range of [—0.5, 3] seconds to the range of [0, 1]. If the length
was shorter than —0.5 or larger than 3 seconds, the converted value was clipped at O or
1, respectively. Meanwhile, we enter all possible combinations of character trait scores
(73 = 343 ways) to our character expression model and then calculated the corresponding
control amount of the spoken dialogue behaviors. Finally, we compared the control amounts
observed from the corpus behaviors with those from each combination of character trait
scores. We identified the corresponding character trait scores by the minimal Euclid distance

between the control amounts.

4.5.3 Analysis Result among Dialogue Tasks

We analyzed the distribution of the estimated ERICA’s (operators’) characters for each
dialogue task. Fig. 4.3 reports the distributions in the speed dating task. Our character
expression model indicates that extroversion and politeness varied from middle to high and
emotional instability was low (stable). In this dialogue task, the participants met each other
for the first time, and the purpose of the dialogue is to build a relationship between them.
Therefore, they should exhibit extrovert and polite behaviors. At the same time, they could
show their own individual characters on their behaviors because this dialogue is not so much
constrained by their participant roles. This is the reason why the distribution is varied for
middle to high on extroversion and politeness.

Fig. 4.4 reports the distributions in the job interview task. Our character expression
model also showed the similar tendency as in the speed dating task. Extroversion and
politeness varied from middle to high. This variation can be interpreted by that the operators
(interviewers) held the dialogue initiative in this dialogue so that there was more chance
to control their behaviors expressing their characters. Compared to the speed dating task,
extroversion relatively tended to be neutral. This can be interpreted by the style of this
dialogue which is more formal. Thus, it is expected that extroversion was restricted by the
style of this dialogue.

Fig. 4.5 reports the distributions in the attentive listening task. Our character expression
model showed the biased distributions on extroversion and politeness. In this dialogue, the
operators (attentive listeners) needed to encourage and elicit the subjects’ talk. Therefore,
they should behave as extrovert and polite. Moreover, the dialogue initiative was held by the
subjects (story tellers) in this dialogue and the behaviors of the operators were constrained
by the dialogue role (attentive listener). This is the reason why the distributions are more
biased than those of other tasks.

In summary, it is shown that our character expression model can represent reasonable

characters according to the scenario of each dialogue task. As a whole, the model shows that
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Fig. 4.3 Estimated character distributions in speed dating task
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Fig. 4.5 Estimated character distributions in attentive listening task

extroversion and politeness tended to be middle or high and emotional instability was low
(stable) in this corpus. These character traits are expected in dialogue where participants
meet each other for the first time.
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Fig. 4.6 Character distribution (extroversion and politeness) among operators in speed dating
task

4.5.4 Analysis Result among Operators

Since there were four robot operators in this corpus, we further analyzed the distribution
within each operator to find the individual difference among the operators in the same
dialogue task. Since emotional instability was low (stable) among the entire corpus, we
analyzed only extroversion and politeness in this section. We also analyzed only the speed
dating task where the number of samples is the largest for each operator.

Fig. 4.6 shows a two-dimensional distribution of extroversion and politeness for each
operator in the speed dating task. Our character expression model showed the different

characters among the operators. The operators A and B showed high scores whereas the
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operators C and D showed the neutral scores. This result suggests that the operators could

have their different characters in this dialogue task.

4.5.5 Subjective Evaluation

Finally, we conducted a subjective evaluation to confirm if third-party persons can perceive
the calculated characters from the spoken dialogue behaviors in the corpus. We extracted
15 samples from the analysis (5 samples from each task). Note that these samples were
balanced in terms of the variation of the calculated characters. The samples were taken from
one operator (the operator B in Fig. 4.6) to avoid the effect of individual differences, but
this difference should be examined in future work. We asked 13 subjects (3 females and 10
males, from 23 to 60 years old) to listen to each dialogue sample and then evaluate if they
could agree with the calculated character. The calculated character was shown as a sentence
such as “The robot was extrovert and little casual.” when the character scores were 7, 4, and
3 on extroversion, emotional instability, and politeness. Note that the adjective little was
added to the sentence when the score was 3 or 5, and nothing was added for the scores of 1,
2, 6, and 7. If the score was 4 which was neutral, the corresponding character trait was not
mentioned in the sentence. The subjects were asked to choose one from Agree, Disagree,
and Neither. We regarded Agree as correct answers, but to avoid biased answering, character
scores of three samples were flipped. In this case, the correct answer was Disagree.

Fig. 4.7 reports the ratio of correct answers. Among all samples except two samples 6
and 10, the majority of answers was the correct one. Even in the flipped character scores
(sample 2 and 13), many subjects correctly answered as Disagree. When we regarded Neither
as incorrect answers, the ratio of correct answers was 0.600 which was significantly higher
than the chance level of 0.500 (p = 0.004 in the binomial test). When we did not use the
Neither answers, the ratio became 0.770. This result demonstrates that characters represented

by our model can be perceivable by humans with high accuracy.

4.6 Summary

This chapter addresses the character expression model affecting certain spoken dialogue
behaviors: utterance amount, backchannel frequency, filler frequency, and switching pause
length. This model are designed with the human-robot dialogue for several dialogue tasks.
It is confirmed that the model represents reasonable characters for each dialogue task.

Furthermore, it was also found that the model represents the individual difference of the
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Fig. 4.7 Ratio of correct answers per sample in subjective experiment (* Character scores
were flipped.)

robot operators in the same dialogue task. Finally, the subjective evaluation results showed

that the subjects perceived the estimated characters from the dialogue behaviors.



Chapter 5

Semi-supervised Learning for Character
Expression Model

5.1 Introduction

The character expression model that controls four spoken dialogue behaviors was proposed
in Chapter 4. Pair data of the spoken dialogue behaviors and character scores are required to
train the character expression model. However, this manual annotation is very costly, and
thus the variety and amount of behavior patterns are limited. On the other hand, various
dialogue corpora are available and they contain many dialogue behaviors, though the corpus
data cannot be directly used for supervised learning of the character expression model as
there are no manual annotations for the character. To make the character expression model
more robust and accurate, it is important to exploit both manually annotated data (supervised)
and dialogue corpus data (unsupervised).

To address this problem, semi-supervised learning based on a variational auto-encoder
(VAE) is proposed to utilize not only manually annotated labels but also dialogue corpus data.
The proposed method is designed to compensate for the data-sparseness with natural dialogue
behavior data. Utilization of dialogue corpus data as unlabeled data can be applied to other
expression tasks (e.g., emotion expression through dialogue behaviors) that are affected by

data-sparseness due to a limited amount of training data.
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Fig. 5.1 Problem formulation of character expression

5.2 Character Traits and Spoken Dialogue Behaviors

This section addresses the problem formulation shown in Fig. 5.1. First, we define character
traits used in this study as the input of the model. Then, we also describe the controlled

spoken dialogue behaviors of the system.

5.2.1 Character Traits

The input of the character expression model is a set of three character traits: extroversion
(extrovert vs. introvert), emotional instability (instable vs. stable), and politeness (polite
vs. casual). Extroversion and emotional instability are selected from the Big Five scale
[106, 107, 36]. In previous studies, the Big Five traits have been used to define the personality
of dialogue systems [24, 97]. Extroversion is a major factor that determines the impression
of system characters [108, 109], so we decided to include extroversion as a first priority
character trait. Emotional instability is also included in our model explicitly since it would be
fatal for the system in social scenarios if it is deemed as emotionally unstable. Extroversion
and emotional instability have been frequently used in other psychological studies aimed at
identifying personality by markers in language [110-113]. The other three traits from the
Big Five are not included in this study in order to keep the model concise. Moreover, we
have found a strong correlation between the other three traits and the used two traits in our
preliminary study. On the other hand, politeness is adopted in the model so that the system
can control its intimacy level towards dialogue partners [114]. For example, the system could

behave politely in a formal situation while casually with intimate users.

5.2.2 Spoken Dialogue Behaviors

The output of the character expression model is a set of control amounts of spoken behaviors.
We focus on spoken dialogue behaviors: utterance amount, backchannel frequency, filler

frequency, and switching pause length. Previous studies suggested that these behaviors
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Control amount

0.0 1.0
Utterance amount 0% (system does not talk) 100% (user does not speak)
Backchannel no backchannel at all user pauses
Filler no filler at all system pauses
Switching pause  —0.5 sec. (overlap) 3.0 sec.

Table 5.1 Correspondence between control amount and actual behavior features

affected the impression of dialogue partners [115, 97, 69, 116-118]. Utterance amount
means the ratio of utterance time between a system and a user. Backchannels are reactive
tokens by listeners such as “Yeah” in English and “Un’ in Japanese [60, 59]. In this study,
the backchannel behavior is defined as the frequency of uttered backchannels. Fillers are
short phrases filling the silence to hold (or take) the conversational floor such as “Well” in
English and “E-” in Japanese [66, 67]. The filler behavior is defined as the frequency of
uttered fillers. Note that the variety of forms of backchannels and fillers might also affect the
impression of characters [97], but we focus on the frequencies in this study for the simplicity
of the model. The switching pause length is defined as the time gap between the end of the
preceding turn and the start of the following turn. Our character expression model controls
these four spoken dialogue behaviors in accordance with the input of the three character
traits. In Section 4.2, we artificially changed these behaviors and then investigated the effect
on the impression of its character. As a result, strong relationships were confirmed between
these four behaviors and the impression of the character.

Since the model output is assumed as a set of control amounts of behaviors that are
normalized (e.g., from O to 1), their values need to be converted into actual behavior features
(e.g., how many backchannels were uttered). The outputs of the proposed model are values
from O (low or few) to 1 (high or many). The correspondence between the control amounts
and the behavior feature values are summarized in Table 5.1. In this study, we use this
correspondence when we create a dataset from an impression evaluation data and a dialogue
corpus, which is described in the next section. We convert these control amounts to the
behavior feature values by linear interpolation based on the correspondence. For example,
when the control amount for backchannel is 1, the system generates backchannels at all user

pauses.
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5.3 Training Data

We prepared labeled and unlabeled data used for semi-supervised learning of the character
expression model. The labeled data was obtained from an evaluation experiment on character
impression (manual annotation) as explained in Section 4.2, and the unlabeled data was
derived from a human-robot dialogue corpus as explained in Section 4.5.

5.4 Character Expression Model

A character expression model with semi-supervised learning that uses both the impression
evaluation data and the corpus data is proposed. The impression evaluation data is used
for supervised learning to learn the relationship between the character traits and the spoken
dialogue behaviors. The dialogue corpus data is used for unsupervised learning to control the

spoken dialogue behaviors naturally.

5.4.1 Network Architecture

First, we explain the architecture of the proposed model as depicted in Fig. 5.2. The model is
based on a variational auto-encoder (VAE) [119] consisting of an encoder and a decoder. The
encoder corresponds to a character recognition model, which converts the spoken dialogue
behaviors to the character traits. The decoder corresponds to a character expression model,
which controls the spoken dialogue behaviors based on the character traits. The input for
the encoder is represented as a four-dimensional vector of the spoken dialogue behaviors
normalized between 0 and 1. The encoder outputs a three-dimensional vector of the character
traits normalized between 0 and 1 and also outputs parameters means () and variances (C)
to generate eight-dimensional latent variables (z). The latent variables are intended to capture
factors other than the three character traits (e.g., dialogue task and context). The latent
variable was used to suppress the overfitting. We tried several numbers for this dimension,
selecting from (2,4,8,16,32,---). Finally, in the experiment of this paper, it is set to eight
because the learning became stable when it is larger than eight, which suggests that the
eight dimensions is sufficient for the current task. The input for the decoder is the three-
dimensional vector of the character traits concatenated with the eight-dimensional latent
variables. The decoder outputs the four-dimensional control amount of the spoken behaviors.
The number of hidden layers is 3 for both the encoder and the decoder. The sigmoid function
is applied to the output layer as the activation function.

The main task of this study is character expression corresponding to the decoder. When

we train this VAE-based model, supervised and unsupervised learning are applied in a mixed
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Fig. 5.2 Network architecture of the proposed model

manner in each training epoch, as depicted in Fig. 5.3. Each batch data & is mixed by
labeled data &; and unlabeled data &,. The labeled data Z; are the impression evaluation
data explained and the unlabeled data &, are the spoken behavior data from the dialogue
corpus that does not contain any character trait data.

The spoken dialogue behavior values x and the character trait score y in the labeled data

2 are used to compute the encoder and decoder losses. The encoder loss is defined as

Zowe= CE (Enc(x),y), (5.1)
(xy)€Z)
which is the cross entropy (CE) between the outputs of the encoder Enc(x) and the oracle

character traits y in the impression evaluation data. The decoder loss is computed using & as

Ziee = CE (Dec(y,z),x), (5.2)
(xy)€Z)

which is the cross entropy between the outputs of the decoder Dec(y,z) (= £) and behaviors
x in the impression evaluation data. Note that z is the latent variables following the eight-
dimensional standard normal distribution .4 (0, I). When we use the decoder part (character
expression) only, the latent variables z are randomly sampled from the standard normal

distribution.
In the unsupervised learning using the unlabeled data &,,, we use only the spoken dialogue

behavior data x. The whole network is fine-tuned based on the reconstruction error defined as

Zrec = CE (Dec(Enc(x)),x) —Dgrlz || A4 (0,1)], (5.3)

xXED,

where Dk represents Kullback-Leibler divergence.
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Fig. 5.3 Semi-supervised learning with character impression data and corpus data

The network parameters are optimized by using Adam to minimize the total loss defined

8.S1

L = (1 _A)(genc‘i‘gdec) "‘)Vo%’ec . (54)

The weight of the loss functions (A1) adjusts the balance between the labeled and unlabeled
data in the learning process. We set this weight to 0.8 to make the training process more
focused on the unlabeled data. This parameter value was derived so that the training process

was stable in a preliminary experiment.

5.4.2 Model Extension: Controlling Unlabeled Behavior

Another advantage of the proposed model is that it can handle unlabeled behaviors owing to
the unsupervised learning. For example, we can train the mapping from the character traits
to a new behavior, such as speech rate. The new behavior is not annotated with the character
impression, but it could be observed in the dialogue corpus. With only a simple modification
of the loss function, the proposed model can control the unlabeled behavior based on the
input character traits.

To this end, the behavior data is extended to a five-dimensional vector: four dimensions

for the existing spoken dialogue behaviors and one for the new behavior. In supervised

n the current model, both labeled and unlabeled data are included in the same training minibatch, so the
three loss functions are simultaneously optimized.
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Table 5.2 Mean absolute errors (MAE) between control amounts of behavior output from
the models and the oracle data (behavior diff. represents the difference in the level of actual
behavior features in 2 min. segments that are calculated on basis of Table 5.1.)

Behavior Reference Baseline Proposed (behavior diff.)
Utterance amount 0.129 0.221 0.128* 11.16 sec.
Backchannel 0.199 0.243 0.199 2.16 times
Filler 0.113 0.326 0.113* 10.44 times
Switching pause 0.078 0.234 0.077* 0.55 sec.
Average 0.130 0.256 0.129*

*p<.0D)

learning, the loss functions of the encoder and decoder cannot include those for the fifth
behavior. On the other hand, in unsupervised learning, the error of the fifth behavior can
be added to the loss function of reconstruction because it requires only the spoken dialogue
behavior data. Therefore, the new behavior is considered in only unsupervised learning, but it
is expected that the mapping between the character traits and the new behavior is learned by
referring to the relationship between the four behaviors and the fifth behavior in the corpus.
In other words, the fifth behavior is controlled in conjunction with the four behaviors. Since
no labeled data are available for the speech rate, the supervised training process would be
unstable. Therefore, the weight parameter A (the importance of the unlabeled data) was set

to 0.1 to focus on the loss of the supervised data.

5.5 Model Evaluation

We evaluated the effectiveness of the semi-supervised learning. At first, the decoder of the
proposed model is evaluated to confirm that using the corpus data leads to natural behavior
expression. Second, the encoder of the proposed model is also evaluated to examine whether
the characters expressed by the proposed model capture the differences in each task. Finally,

we investigate whether the proposed model can adequately express a new unlabeled behavior.

5.5.1 Effectiveness of Semi-supervised Learning

The proposed model was compared with a baseline model consisting of only the decoder
of the proposed model, except that the latent variables were not used. The baseline model
was trained with only the impression evaluation data as supervised learning. Therefore, this

comparison reveals the effectiveness of semi-supervised learning.
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To prepare test data, we conducted an additional impression evaluation by annotating
character labels to a subset of the corpus data described in Section 4.5. First, we selected 30
audio samples from the corpus data. Note that these selected samples were not used in the
model training. The data contains 10 samples for each task: attentive listening, job interview
and speed dating. We asked five subjects (two females and three males) to listen to the audio
samples and then evaluate the character traits of the operator. The question items were the
same as for the impression evaluation explained in Section 4.5. We averaged the scores
among the subjects as input character traits. The spoken dialogue behavior data was used as
the oracle output. The evaluation metric was the mean absolute error (MAE) between the
output of each model and the oracle data. When we calculate the control amounts using the
decoder model, we input the concatenation of the character traits (3 dimensions) and latent
variables (8 dimensions) sampled from a standard normal distribution to the decoder.

Table 5.2 reports the MAE of the models for each behavior and their averages. The
reference is the model that always outputs the mean values of behaviors in the training data.
In the evaluation data, the standard deviations of the character evaluation scores were 0.98,
0.61, and 0.39 for extroversion, emotional instability, and politeness, respectively. Thus,
the variances of the input data (character traits) are so small that output (behaviors) of the
proposed model is mostly similar to the average. We conducted a one-sided #-test between
the proposed model and the baseline model. It is observed that the proposed model improved
in all behaviors and significant differences were confirmed except for the backchannels. We
also investigated the difference in actual behavior features (in 2 min. segments), which was
calculated on the basis of Table 5.1. The proposed model controlled more accurately than the
baseline by 11.16 seconds (in 2 min.), 10.44 times (in 2 min.), and 0.55 seconds for utterance
amount, number of fillers, and switching pause length, respectively.

We also investigated the effectiveness of using the corpus data in semi-supervised learning
by ablation study. First, we divided the labeled data of the training data into 10 parts. The
amount of labeled data used was varied, as shown in Fig. 5.4. This suggests that the proposed
model interpolated the sparse distribution of the labeled data by utilizing the unlabeled data.
Second, the amount of unlabeled data used was varied, as shown in Fig. 5.5. It was shown
that the addition of the behavior data was effective even when only a small amount of data is

used.

5.5.2 Evaluation of Encoder

We also evaluate the encoder of the proposed model. In contrast to the decoder, the encoder
of the proposed model can be regarded as the character recognition model. If the learning
is successful, the encoder should estimate the appropriate character for an input spoken
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Fig. 5.5 Mean absolute errors (average of four behaviors) when the amount of unlabeled data
used is varied

dialogue behavior. At first, we measured the recognition error by using the same additionally
labeled data created in the previous section. We use the annotated data for evaluation of the
encoder of the proposed model. In this experiment, the evaluation metric is the MAE between

the output from the encoder and the baseline model. The baseline model is the encoder
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Table 5.3 Mean absolute errors (MAE) between the character trait outputs from the encoder
and the oracle data

Character traits Baseline Proposed
Extroversion 0.207 0.155 *
Emotional instability ~ 0.128 0.183
Politeness 0.091 0.078
Average 0.142 0.138

(*fp<.01)

Table 5.4 Example of control amounts with the proposed model when an additional unlabeled
behavior (speech rate) was added (emotional instability was fixed as neutral.)

Character traits (Input) Speech rate
Extroversion Politeness (char./sec)
0 (introvert) 0O (casual) 0.195 (5.35)
0 (introvert) 1 (polite) 0.062 (4.43)
1 (extrovert) 0O (casual) 0.526 (7.65)
1 (extrovert) 1 (polite) 0.449 (7.11)

0.5 (neutral) 0.5 (neutral) 0.339 (6.20)

model trained using only the labeled data. Table 5.3 reports the MAE for each character trait
and their averages. We conducted a one-sided z-test between the proposed model and the
baseline model. It was observed that the proposed model improved the scores for extrovert
and politeness. However, in contrast to the result on the decoder, the improvement by the
proposed method was limited. This may be because the reconstruction loss is calculated using
the behaviors and propagates to the encoder through three character traits and 8-dimensional
latent variables. The encoder learns the relationship between the four behaviors and the three
character traits by the recognition loss in the supervised learning phase. Therefore, the effect

of semi-supervised learning is small in the encoder evaluation.

5.5.3 Modeling of Unlabeled Behaviors

Finally, we evaluated an extension of the model by adding an unlabeled behavior as explained
in Section 5.4.2. We used speech rate as an unlabeled behavior. Previous studies pointed
out that speech rate behaviors affected the impression of extroversion [120, 121]. In this
experiment, speech rate was calculated by dividing the total number of spoken characters by
the total duration of the operator utterances. The calculated value was then converted to the
control amount (from 0.0 to 1.0) by linear interpolation between 4.00 (min. in the corpus)
and 10.94 (max. in the corpus).
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We qualitatively analyzed the outputs of the model. Note that the baseline model cannot
be applied to the current evaluation because this model extension is only added in an
unsupervised manner. Table 5.4 reports the model outputs on the representative patterns of
the character traits. The character trait patterns were combinations of extrovert/introvert and
polite/casual. Emotional instability was fixed as neutral (0.5). It is observed that the more
extroverted the system was, the faster it spoke. This mapping is intuitive for speech rate
behaviors, which suggests that the proposed model is able to obtain the intuitive mapping
for unseen (unlabeled) behaviors by referring to the relationship between unseen additional
behaviors and the labeled existing behaviors.

We conducted a subjective experiment to evaluate the effect of learning speech rate.
Five subjects evaluated their character impressions of the robot using the scale described in
Section 4.5. Ten dialogues were sampled from speed dating task. As a result, the correlation
coefficients between the speech rates and character traits are 0.26, 0.14, and —0.10 for
extroversion, emotional instability, and politeness, respectively. Thus, it is shown that

extroversion can be controlled by the speech rate.

5.6 Summary

The character expression model for spoken dialogue systems is enhanced by the semi-
supervised learning. The model maps from the input three character traits to the output
control amounts of the four spoken dialogue behaviors. The proposed character expression
model is based on a VAE to utilize not only the impression evaluation data (labeled) but also
the corpus data that does not contain any character labels (unlabeled). This approach allows
the model to compensate for natural behavior patterns that are lacking in the impression
evaluation data with natural combinations of the behaviors observed in the corpus. The
experimental results showed that the proposed model expressed the target character traits
through the behaviors more precisely than the baseline supervised learning.

In the proposed model, the decoder is used as a character expression model, and the
encoder can be interpreted as a character recognition model, so we confirmed the encoder’s
ability to recognize characters. The analysis results suggested the possibility of using the
encoder as a character recognition model to estimate the character that captures the task-
specific tendency in the dialogue corpus.

Moreover, we also investigated the modeling of unlabeled behavior (speech rate) realized
by semi-supervised learning. We confirmed that the proposed model acquired an intuitive
mapping from the character traits to speech rate. This means that even if we do not have

any character labels for additional behaviors, the proposed model can learn an interpretable
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mapping on the basis of the relationship between the additional behaviors and the existing

behaviors.



Chapter 6

Task adaptation: Appropriate Character
Expression for Task

6.1 Introduction

Task adaptation of spoken dialogue systems is to make systems generate behaviors appropriate
in the task scenario, which leads to increasing user’s satisfaction with dialogue. For tasks
with definite objectives, the character required to the system should definite. In order to
realize natural dialogue in these social scenarios, it is important to assign proper characters
to the spoken dialogue systems.

An overview of character adaptation is shown in Fig. 6.1. It was shown by corpus analysis
that the behavior and distribution of characters among each dialogue tasks. Additional subject
experiments are conducted to see if the evaluation of the dialogue task can be improved by

expressing appropriate characters for each task.

6.2 Corpus analysis

6.2.1 Analysis of Behavioral Tendency in Accordance with Dialogue
task

We first investigate how the spoken dialogue behaviors change in accordance with the
different dialogue tasks in the corpus (Section 4.5). The three dialogue tasks in the corpus
are job interview, attentive listening, and speed dating, and in each task, the content of the

conversation between the operator and the subject is different. For each two-minute segment,
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the operator’s spoken dialogue behaviors are normalized from 0.0 to 1.0. Note that the
switching pause length was calculated as the mean value in the segment.

The distributions of the spoken dialogue behaviors in each dialogue task are reported in
Fig. 6.2 (1)—(3). In the task of attentive listening (Fig. 6.2 (1)), the amount of speech and filler
was smaller, backchannel was more frequent, and switching pause length was shorter. These
behaviors may reflect the role of the operator as a listener, listening to the interlocutor. In job
interviews (Fig. 6.2 (2)), a lot of fillers are observed, and the switching pause length is longer.
This tendency is due to the fact that an interview is formal and tense dialogue. In the speed
dating task (Fig. 6.2 (3)), the operators spoke many utterances with shorter switching pauses.
Speed dating is a free and casual dialogue setting compared with the other tasks. These
results suggest reasonable differences in the behaviors depending on the characteristics of
each task. Therefore, it is important to control the spoken dialogue behaviors by the character

expression model in accordance with the dialogue task.

6.2.2 Analysis using Character Recognition Model

The outputs of the character recognition model encoder (Section 5.4) which shows the
characters in each dialogue task. If the distribution of the recognized characters captures the
characteristics of each dialogue task, we can conclude that the proposed model can recognize
the proper characters required for the specific dialogue tasks. Histograms of recognized each
character traits are shown in Fig. 6.3 (1)—(3). In attentive listening, more introvert and casual
characters were observed. The purpose of this task is to encourage the interlocutors to speak,
so the introvert and casual character is reasonable. In job interview, more polite characters
are observed, which is also reasonable because this task should be formal compared to the
other tasks. In speed dating, there are more extrovert and casual characters, as the purpose of

this task is to get to know each other.
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6.3 Subjective Evaluation Using Videos

The character expression model in a spoken dialogue system has been implemented into an

android ERICA and then a subjective experiment is conducted to confirm the effectiveness

of the character expression in the specific dialogue task.

6.3.1 Implementation in Spoken Dialogue System

For the dialogue tasks in this experiment, we manually designed fixed dialogue flows. When

we calculated the control amounts using the decoder model, the latent variable values were

set by sampling from a standard normal distribution. Then, the output values were used as

control amounts for the robot behaviors. The control amount values corresponded to the
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behavior setting as follows. We prepared two utterance patterns corresponding to the long and
short utterance amount for the same dialogue scenario. Therefore, according to the control
amount of utterance amount, the system selects one of the two-utterance patterns: long or
short utterances. The system also has a function that determines the timing of backchannels
every 100 milliseconds using prosodic features of the user utterance by a logistic regression
model [83]. The control amount of backchannel frequency was used as a threshold of output
probability in the backchannel generation module. Note that the backchannel form was fixed
“Un (Yeah in English).” The control amount of filler frequency was also used as a threshold
value. Fillers are inserted stochastically in the candidate positions manually designated in
the system utterances. The switching pause length corresponds to the length of the pause
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Table 6.1 Input character trait in each task setting

Input amounts of character traits

Task setting Target characters Extroversion ];:nrgltzt];ﬁri]tz;l Politeness
Job Interview Polite 0.5 0.0 1.0
Laboratory guide Extrovert, Casual 1.0 0.0 0.0
Baseline Emotionally stable 0.5 0.0 0.5

until the robot takes a turn. The length of pause was determined by linearly normalizing the

control amount to the range from 700 to 3,000 milliseconds.

6.3.2 Experimental Setting

At first, we recorded dialogue videos where the author and ERICA talked for 8 minutes in
the two different dialogue scenarios of job interview and laboratory guide. In job interview,
ERICA asked questions as the interviewer, and the author responded as the interviewee. In
the laboratory guide task, ERICA presented research topics for a laboratory and asked some
questions to the visitor, and the author listened to the explanation and answered the questions
as the visitor. For each task, we prepared two dialogue videos in two different conditions:
proposed and baseline. In the proposed setting, the proposed character expression model gave
a character that is regarded as appropriate for the corresponding dialogue task. In Baseline
condition, ERICA spoke with an emotionally stable character. The characters represented by
ERICA in each setting are summarized in Table 6.1. In the job interview, we set the character
traits (polite) based on the results of the corpus analysis in Section 5.5.2. In the laboratory
guide, we set the scenario where a senior student (robot) explains to a junior student. In this
scenario, the dialogue should be casual to make it easy to ask questions. Therefore, we set
the extrovert and casual character for the robot.

The subject experiment was conducted online with 75 university students. For each
dialogue task, the subject watched the dialogue video in both the proposed and baseline
setting and then made a pairwise comparison on which was more appropriate for the task.
We prepared three different questions for each task as shown in Table 6.2 and questions about

the character trait scores described in Section 4.2.2.

6.3.3 Experimental Results

The results are shown in Table 6.2. In job interview, two of the three question items showed

significant differences (5%) in the one-tailed binomial test. For the remaining item, the
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Table 6.2 Results of impression evaluation in dialogue tasks (relative evaluation)

Selection of subjects

Tasks Ttems Proposed Baseline
Tob Which robot is settled? 62.7%**  37.3%
interview Which robot listened more carefully to what you said? 53.3% 46.7%
Which robot is better for a job interviewer? 62.7%**  37.3%
Laboratory Which robot explained studies more actively? 48.0% 52.0%
. Which robot explained more clearly? 53.3% 46.7%
guide Which robot is better as a laboratory guide? 52.0% 48.0%

(*p < .05)

proposed method was more favored, though not significant. In laboratory guide, the proposed
method was more liked in two items, but there was no significant difference between the
two settings. This may be because the proper character in laboratory guide depends on each
subject.

In job interview, the proper character is clear because it is formal dialogue. In laboratory
guide, casual presenters are desired for some people such as colleagues, while polite presen-
tation is desired for some people such as professors vs. students. One of possible solutions is
to realize an advanced character expression model that can adapt its expressed character to
each user’s character and individual social situation.

The results of the character impression evaluation are shown in Table 6.3. In the job
interview task, the proposed method was evaluated as more polite. In the laboratory guide
task, the proposed method was evaluated as more extrovert and more polite. Note that three
trends are significant tendencies (p < .10). The intended character was recognized by the
subjects with regard to most of the character traits. In the laboratory guide task, there is
an inconsistency in politeness. When we increase the extroversion in the laboratory guide,
the utterance amount is increased; as a result, some subjects might feel that the robot guide
explained carefully and increased the impression of politeness. This is a side effect caused
by extrovert traits. This suggests that we need to be careful when changing two or three
traits jointly especially when their behaviors are not consistent. The results of Table 6.2 and
6.3 suggest that the task evaluation scores are higher for tasks in which the characters are

correctly recognized, such as job interview.



6.4 Dialogue Experiment with ERICA 57

Table 6.3 Results of character impression evaluation (7 point scales)

Character traits Job interview Laboratory guide
Proposed Baseline Proposed Baseline
Extroversion 4.47 4.36 5.217 5.06
Emotional instability 2.337 2.96 2.45 2.55
Politeness 5.96 5.77 5977 5.76
(F <.10)

Table 6.4 Control amount of dialogue behavior in each condition

Character Behavior
Ex Em Po Ut BC F  Sw
Manual 0.00 0.00 1.00 0.14 0.09 0.58 0.48
Job interview Corpus  0.58 0.31 0.82 0.40 0.24 040 0.28
Neutral 0.50 0.00 0.50 0.34 0.20 0.05 0.20
Proposed 1.00 0.00 0.00 0.73 098 0.09 0.08
Attentive listening  Corpus  0.82 2.67 0.62 0.26 0.76 0.14 0.23
Neutral 0.50 0.00 0.50 0.34 020 0.05 0.20
Ex: Extroversion, Em: Emotional instability, Po: Politeness
Utt: Utterance amount, BC: Backchannel frequency
Fi: Filler frequency, Sw: Switching pause length

Task Condition

Table 6.5 Average behaviors in the corpus

Average of features on each behavior

Task Utterance amount Backchannel  Filler =~ Switching pause
Job interview 0.41 0.29 0.44 0.33
Attentive Listening 0.28 0.76 0.14 0.23

6.4 Dialogue Experiment with ERICA

The effect of character expression is examined in a dialogue experiment using the android
ERICA. This experiment evaluates, when the subject talk with ERICA with the appropriate
character for the dialogue task, if the subject feel that ERICA is appropriate for the task.

6.4.1 Experimental Setting

In the experiment, the system was given two social roles: job interviewer and attentive

listener.

1. Job interviewer
In this task, ERICA is interviewer and subjects are interviewee. The architecture of job
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interview system is described in Section 3.6.2. ERICA asks the subject pre-prepared
questions, and the subject responds to the question. It is required for the interviewer to
listen carefully and formally to what the subject says. Therefore, we hypothesize that

an introvert and polite character would be appropriate for ERICA.

2. Attentive listener
In this task, ERICA listens to the subject talk carefully and give feedbacks. The
architecture of attentive system is described in Section 3.6.4. ERICA need to encourage
subjects to talk more. Therefore, we hypothesized that an extrovert and casual character

would be appropriate for ERICA.
Three character conditions are prepared for each task.

1. Manual condition
The characters are controlled intuitively in order to represent a character appropriate for
the task. An “introvert and polite” character is used for job interview. This character
is determined based on the results shown in the Fig. 6.3. An “extrovert and casual”
character is a condition for attentive listening. This character is determined based on
the results shown in the Fig. 4.5. Therefore, it is expected that the differences in the

characters are easily perceived by the subjects.

2. Corpus condition
In this condition, the appropriate character is calculated in each task from the corpus.
Using the corpus described in Section 4.5, the average values of the operator’s behaviors
in each task are input to the encoder of the character expression model, then the
character traits are obtained as the output of the encoder. These characters are used for

the appropriate character in the task.

3. Baseline condition
In this condition, ERICA spoke with an emotionally stable character. This condition

corresponds to the case where the robot does not have a character.

Table 6.4 shows the ERICA’s character and the control amount of behaviors for each
condition. Table 6.5 shows the average values of the operator’s behaviors in the corpus. The
behavior controls used in Corpus condition approximate the behavior of the operators in the
corpus. It is confirmed that the character expression model can reconstruct the behavior in
the corpus.

Two comparisons are conducted in the experiment.
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Table 6.6 Evaluation items for each dialogue task

Task Items
Which robot is settled?
Job interview Which robot listened more carefully?

Which robot was better for a job interview?
Which robot listened actively?
Which robot empathized with you?
Attentive listening Which robot was friendly?
Which robot was easy to talk with?
Which robot was better for a attentive listening?

1. Manual v.s. Baseline
This is to confirm that the effect of character expression on the positive impression of
the dialogue. It is expected that Manual condition is more desirable for the task than

Baseline condition.

2. Manual v.s. Corpus
This is to confirm that giving a character manually (Manual condition) has the same

effect as the appropriate character in the corpus (Corpus condition).

6.4.2 Experimental Setting

In this experiment, 19 undergraduate and graduate students, 13 males and 6 females, partic-
ipated. Each subject joined all six experimental conditions (2 tasksx3 conditions). Each
interaction lasted approximately 5 minutes. Before starting the experiment, they were ex-
plained the two dialogue tasks and made in mind about what they would say in each dialogue
for about 10 minutes. The order of the dialogue was to have the participants talk about the
first task under the three conditions. After that, the second task was also performed with the
same three conditions. The order of tasks and conditions was randomly rearranged.

At the end of each dialogue, the subjects evaluated questions regarding the robot’s
behavior and character. For the behavior evaluation, the subjects evaluated on 5-point scales
from small (short) to large (long) for each the robot behavior. For character evaluation, the
subjects evaluated a questionnaire shown in Table 4.2 described in Section 4.2. At the end of

the experiment, the subject ranked dialogues of the three conditions on the items in Table 6.6.
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Table 6.7 Average of impression evaluation of each behavior on a 5-point scale, 0: Small
(Short), 1: Large (Long)

Task Item Manual Baseline t-test (p value)
Utterance amount 2.95 3.26 0.027*
Tov interview Backchannel frequency  2.95 3.11 0.289
Filler frequency 4.15 3.47 0.031*
Switching pause length ~ 2.89 2.05 0.005**
Utterance amount 2.84 2.37 0.108
Attentive listening Backchannel frequency  3.79 2.89 0.004**
Filler frequency 2.37 2.32 0.443

Switching pause length  2.89 3.21 0.134
(*p < .05, " p<.01)

6.4.3 Comparison 1: Manual Condition v.s. Baseline Condition

First, Manual setting and neutral conditions were compared. The results of the impression
rating results for the behavior are shown in Table 6.7. In job interview, 5% significant
differences of the ¢ tests were confirmed in three behaviors of utterance amount, filler
frequency, and switching pause length. In the attentive listening, a 5% significant difference
of the t tests was confirmed on filler frequency.

The results of the character impression evaluation are shown in Table 6.8. In job interview,
a 5% significant difference was confirmed in politeness. In attentive listening, 5% significant
differences were shown in extroversion and emotional instability. This result confirms that
subjects perceive differences in the behaviors and character between Manual condition and
Baseline condition.

The results of relative comparisons between Manual condition and Baseline condition
are shown in Table 6.9. Manual condition was evaluated as more applicable in job interview
and attentive listening. In attentive listening, 5% significant differences were found in the
three items of “which robot listened actively?”, *“ which robot empathized with you?”” and
“which robot were friendly?”

These results confirmed that the subject recognized differences of behaviors and charac-
ters between Manual condition and Baseline condition. In the relative evaluation of each task,
character expression were evaluated as more suitable for the task in Manual condition. The
results indicated that the impression was improved by the appropriate character expression
for the task.
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Table 6.8 Results of character evaluation (Manual condition / Baseline condition)

Task Item Manual Baseline t-test (p value)
Extroversion 3.64 3.89 0.253
Job interview Emotional instability ~ 3.47 3.22 0.171
Politeness 5.13 4.28 0.008**
Extroversion 4.88 3.71 0.004**
Attentive listening Emotional instability ~— 2.43 2.89 0.036*
Politeness 5.66 5.13 0.084

(*p < .05, " p<.01)

Table 6.9 Results of evaluation tasks (Manual condition / Baseline condition)

Number of answering Binomial test

Task Item Manual  Baseline (p value)
Tob Wh%ch robot i§ settled? 12 7 0.096
interview Wh%ch robot ¥1stened more .carejfully? 13 6 0.052
Which robot is better for a job interview? 12 7 0.096
Which robot listened actively? 16 3 0.002**
Attentive Wh%ch robot empath.ized to? 15 4 0.007**
listening Which robot were friendly? 15 4 0.007**
Which robot was easy to talk with? 13 6 0.052
Which robot was better for a attentive listening? 14 5 0.022*

(p< .05 "p< .0l

6.4.4 Comparison 2: Manual Condition v.s. Corpus Condition

Then, we made a comparison between Manual condition and Corpus condition. The results
of the evaluation for the behaviors are shown in Table 6.10. In job interview, there was a 5%
significant difference in the 7 test in only utterance amount.

The results of the impression evaluation for the characters are shown in Table 6.11. In
job interview, there was only 10% significant tendency of ¢ test between Manual condition
and Corpus condition in extroversion. In Manual condition, the robot is perceived by the
subjects to be introvert with smaller utterance amount.

This confirmed that Manual condition was set to a more introverted character than Corpus
condition in the interview (Table 6.4), and that the subject perceived the small utterance
amount.

Table 6.12 shows the relative comparison between Manual condition and Corpus condi-
tion. In job interview, all items tended to be rated as more applicable in Manual condition.
In attentive listening, two items “which robot listened actively?” and “which robot were
friendly?” showed a significant tendency (10%). These results indicate that even when the

characters were given manually, the behavior was not unnatural.
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Table 6.10 Average of impression evaluation of each behavior on a 5-point scale, 0: Small
(Short), 1: Large (Long)

Task Item Manual Corpus t-test (p value)
Utterance amount 2.95 3.53 0.001**
Tob interview Backchannel frequency  2.95 3.37 0.081
Filler frequency 4.15 4.05 0.333
Switching pause length ~ 2.89 3.26 0.123
Utterance amount 2.84 2.58 0.165
Attentive listening Backchannel frequency  3.79 3.53 0.102
Filler frequency 2.37 2.58 0.232
Switching pause length ~ 2.89 2.84 0.402

(p< .05 " p<.0D

Table 6.11 Results of character evaluation (Manual condition / Corpus condition)

Task Item Manual Corpus t-test (p value)
Extroversion 3.64 4.09 0.057
Job interview Emotional instability — 3.47 3.59 0.365
Politeness 5.13 4.84 0.145
Extroversion 4.88 4.84 0.443
Attentive listening Emotional instability ~ 2.43 2.54 0.252
Politeness 5.66 5.47 0.246

(*p<.05 *p<.01)

Table 6.12 Results of evaluation tasks (Manual condition / Corpus condition)

Number of answering Binomial test

Task Item Manual Corpus (p value)
Tob Wh%ch robot i§ settled? 13 6 0.096
interview Wh¥ch robot }1stened more .careifully‘.? 11 8 0.144
Which robot is better for a job interview? 10 9 0.176
Which robot listened actively? 12 7 0.096
Attentive Wh%ch robot was erppathized to? 8 11 0.144
listening Which robot was friendly? 12 7 0.096
Which robot was easy to talk with? 8 11 0.144
Which robot was better for a attentive listening? 8 11 0.144

(p < .05, % p < .01)

6.5 Summary

In this chapter, the effect of character expression on task impressions was evaluated. The
proposed model is implemented in ERICA that controls the behaviors appropriately. First, this
system is evaluated in the subjective experiment in which the dialogue videos were viewed

by third-party persons. The results showed that it is possible to realize more appropriate
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dialogue by expressing a given proper character in a formal job interview task. Second, this
system is evaluated in the subjective experiment in which the subject talked with the system.
Subjects perceive differences in the behaviors and the characters, and they felt more natural
for the system expressing the appropriate character for the task. However, the best character
for the task was not so obvious. In order to find the most appropriate character, we need to

compare many character settings in each task, but it is left as future work.






Chapter 7

User Adaptation: Appropriate Character
Expression for User Personality

7.1 Introduction

User adaptation of spoken dialogue systems is to make the systems generate behaviors
appropriate to the user, which leads to increasing user satisfaction with human-robot inter-
action. Usually, classification of the user is conducted for user adaptation. A widely-used
user classification is personality. Many studies on personality estimation [122—-124] suggest
that the user personality can be estimated through spoken dialogue. It was also shown that
users with different personalities had different impressions of a dialogue system [29, 30].
Therefore, user adaptation based on the user personality is desired to achieve a satisfactory
user experience. In this study, we propose user adaptation using a character expression,
where a dialogue system expresses the character appropriate to the user personality.

It has been shown that the character expression of spoken dialogue systems leads to
increasing user engagement and naturalness in dialogue [20]. Here, “personality” is used as
a psychological dimension for classifying users, and “character” is used as an impression
that the system gives to the user in this study. First, we define the user personality with four
classes: Role model, Reserved, Self-centered and Introvert. Then, we define the system
character with four classes: Role model, Reserved, Introvert and Neutral. We investigate the
validity of these classifications using a speed dating corpus. Then, we conduct two subjective
experiments, where the spoken dialogue system is given a social role as a laboratory guide
(task-oriented dialogue) and a chit-chat (non-task-oriented dialogue), to confirm whether the
combination of the user personality and the system character affects the impression of the
dialogue.
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Fig. 7.1 An overview of the proposed user adaptation

In Section 7.2, we address the four classes of user personality and system character.
In Section 7.3, a subjective experiment is conducted to identify the appropriate system
character for the user personality in the laboratory guide task. In Section 7.4, the effect of

user adaptation is evaluated in chit-chat, a non-task-oriented dialogue.

7.2 User Adaptation via Character Expression Model

An overview of the character adaptation is shown in Fig. 7.1. The system first identifies
the user personality among four classes. Then, the system selects the character which is
appropriate for the user personality. This classification is derived in Section 7.2.1. This is
described in Section 7.2.2 We examined in Section 7.3 and 7.4. The system calculates the
control amount for spoken dialogue behaviors using a character expression model according
to the selected character.

7.2.1 Classification of System Character and User Personality

We define the personality and character class based on the Big Five traits [107] as summarized
in Table 7.1. The Big Five traits are widely used for personality studies in psychology. We
extract typical classes from the Big Five parameters and used them as user personalities and
system characters. One classification was done in a previous study [125] that analyzed the
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Table 7.1 Description of the Big Five traits

Traits Typical properties
Emotional instability (Em) sensitive/nervous vs. resilient/confident
Extrovert (Ex) outgoing/energetic vs. solitary/reserved
Openness (Op) inventive/curious vs. consistent/cautious
Agreeableness (Ag) friendly/compassionate  vs. critical/rational
Conscientiousness (Co) efficient/organized vs. extravagant/careless

personality ratings of over 140,000 people and then found four template clusters: Role model,
Reserved, Self-centered, and Average. We apply the same methodology.

We analyzed the user personality using the speed dating dialogue corpus, where male
subjects talked with the android ERICA [126], which was remotely controlled by a female
operator using the Wizard of Oz (WOZ) method. They talked about getting to know each
other in their first meeting. After the dialogue, each subject evaluated the item “did you have
a favorable impression of the counterpart?” on a 7-point scale. However, the ratings of the
subject personality and ERICA’s character were not collected in this corpus.

Thus, we conducted an experiment to annotate the subject personality and the system
(WOZ) character. In this experiment, 39 university students watched the video of the corpus
and answered the questionnaires. The annotators answered TIPI-J [127] as their impressions
of the subject and the system. TIPI-J is a Japanese translation of TIPI [38] and consists of the
10 items about personality traits on a 7-point scale. In this questionnaire, there are a couple
of question items about each Big Five trait. For example, items about extroversion are “do
you see yourself as extrovert and enthusiastic?” and “do you see yourself as reserved and
quiet?” We prepared 195 video clips sampled from the 65 dialogues in the corpus. Each
annotator evaluated approximately 20 video clips and we finally collected 778 annotations.

We normalized the evaluation score using the mean and standard deviation of each
annotator’s rating and clustered the Big Five scores into four classes using K-means clustering.
K-means++ was used for clustering and the number of iterations was set to 300. The
clustering results of the subject personality and system (WOZ) character are shown in Fig.
7.2. We name each class referring to the previous study. However, subjects clustered in the

“Average” tended to be introverted. Thus, we name this class “Introvert” instead of “Average.”

7.2.2 Best Combination of System Character and User Personality

Then, we analyze the effect of the combination of the WOZ character and the user personality
on the impression of the dialogue. The results of the relationship between the favorable
scores and the personality classes are presented in Table 7.2. We conducted a one-way
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Fig. 7.2 Classification results of Big Five traits on the subject personality and the system
(WOZ) character in corpus

factorial analysis of variance (ANOVA) in each subject personality class. This analysis
examined whether differences in the system (WOZ) character affected users’ favorable
scores. The result shows that the subjects preferred different system characters depending on
their personality. Highly agreeable subjects such as “Role model” and “Reserved” preferred
“Introvert” system (WOZ) with less extroversion and agreeableness. Conversely, subjects
with low agreeableness such as “Self-centered” and “Introvert” preferred highly agreeable
systems such as “Role model” and “Reserved.” The Self-centered systems were not preferred
in any case. This result suggests that a “Self-centered” character is not appropriate for the
dialogue systems. Therefore, we introduce “Neutral” instead of “Self-centered” for the
system (WOZ) character. The results in Table 7.2 shows that it is necessary to express
different characters according to the user personality in order to make a favorable impression
on the user. According to this result, we defined the user personality classes and the system

character classes shown in Table 7.3.
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Table 7.2 Mean of favorable scores on 7-point scale for combination between subject person-
ality and the system character (data size)

System character (WOZ)
Role model Reserved Introvert Self-centered
Role model® 490 (83) 4.55(40) 5.26 (34) 5.11 (28)
Subject Reserved* 497 (76) 5.05(77) 5.10 (42) 5.02 (43)
personality Introvert® 475 (51) 5.03 (60) 4.94 (50) 4.92 (26)
Self-centered”  5.51 (47) 5.15(54) 5.17 (46) 4.86 (32)
Tp<.10,%x p <.05

Table 7.3 User personality and system character classes

Class User System Big Five traits

name personality character Em Ex Op Ag Co
Role model o o v A A A A
Reserved o o v v v A A
Introvert o o A Y VvV VvV VY
Self-centered o A A A VYOV
Neutral o - - - - -

A\: High, ¥v: Low, -: Middle

7.2.3 Analysis between Impression of Character and Affinity: Third-

party Evaluation

Then, we conduct the affinity evaluation. Affinity is calculated based on the answers of three
items: “Q1: do you think they get along well,” “Q2: do you think they seem easy to talk to,”
and “Q3: do you think they have good chemistry?” The correlations between the ratings
for the three questions collected in the experiment are shown in Table 7.4. Cronbach’s o
coefficient [128] among the three items is 0.92. The average affinity ratings for the four
personality class combinations between the subject and the operator are shown in Table 7.5.
It was confirmed that the affinity scores were the highest when the operator corresponded to
“Role model,” regardless of which class the subject belonged to. The affinity score for Role
model was significantly different from the mean score for the other classes by 5% in the ¢
test.

When subject and operator personality are “Role model”, the affinity scores are highest.
Role model is characterized by high extroversion and agreeableness, and low neuroticism,
indicating that active talkers fall into this class. The results suggest that the dialogue system

can give an impression of high affinity when it expresses “ Role model.” Note that this is an
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Table 7.4 Correlations between questionnaire items

Q2 Q3
Q1 081 0.75
Q2 - 080

Table 7.5 Mean of affinity scores rated by third-party evaluators on 7-point scale for combi-
nation between system character and subject personality (the data size)

Subject System character
personality ~ Role model Reserved Introvert Self-centered
Role model* 5.26 (83) 4.62 (40) 4.48 (34) 3.82 (28)
Reserved* 4.38 (76) 3.72(77) 3.47 (42) 3.31 (43)
Self-centered*  4.35 (47) 3.68 (54) 3.49 (46) 3.39 (32)
Introvert* 343 (51) 3.04(60) 2.53(50) 2.88 (26)
*p < .05

impression of affinity as seen by a third party person and is not the same as an evaluation by

the participants in the dialogue.

7.2.4 Analysis using Multi-modal Dialogue Corpus using a Spoken
Dialogue System

We also investigate the user personality classification using another corpus. For this validation,
the Hazumi corpus 1911 [129] is used. This corpus contains dialogue data between a human-
operated agent and subjects. The subject evaluated his/her impression of the dialogue on 18
questions, each on an 8-point scale, in addition to his/her own rating on the Big Five scale.
From 1911 dialogues in the Hazumi corpus, 27 dialogues with no missing feature data are
used.

In the validation, the results of personality recognition from the agent’s behavior are
used as the agent’s personality. To recognize personality, the character recognition model
explained in Section 5.5.2 is used. The recognition results showed that the agent character
was recognized as “Reserved” in all 27 dialogues. This can be attributed to the fact that
the agent utterance was prepared in advance and its character was fixed. In the following
analysis, it is assumed that the agent character is “Reserved”.

The subject impression evaluation of the dialogues in the corpus are analyzed by subject
personality class. The results of classifying the subjects into four classes based on their Big
Five evaluation are shown in Fig. 7.3. The data size for each class is Role model : 3, Reserved
: 10, Self centered : 7, and Introvert : 6. The results of the analysis of variance (ANOVA) in
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Fig. 7.3 Personality classes on Hazumi corpus

Table 7.6 Mean of impression rating in each subject personality class

Personality class

ltem Role Res Self Int
Do the robot coordinate the conversation well? 7.3 4.8 4.0 4.8
Are you bored with the conversation? 1.7 4.2 4.4 3.7
Is the robot cooperative in the conversation?* 7.7 5.0 4.7 6.7
Is it a harmonious conversation? 6.0 4.3 34 5.0
Are you unsatisfied with the conversation? 2.0 39 39 2.5
Is the tempo of the conversation bad? 4.3 6.5 6.0 4.7
Do the conversation leave you feeling cold? 2.7 34 3.6 2.7
Is the conversation awkward? 4.0 3.9 4.3 2.7
Are you engaged in conversation? 6.7 3.7 3.6 4.2
Do you feel the conversation was unfocused? 3.0 3.9 4.3 2.7
Are you interested in the robot? 6.7 4.5 4.6 5.5
Are you nervous about the conversation? 1.3 4.0 4.0 33
Do you converse favorably? 7.7 5.5 6.1 6.8
Do you feel the conversation was active? 7.0 4.1 4.0 5.8
Do you have positive conversations with each other? 7.0 4.7 5.4 6.2
Do you find the conversation boring? 1.3 3.1 3.6 4.0
Do you feel the conversation was worthwhile? 7.0 4.0 5.0 5.2
Do you feel the conversation was interminable? 4.0 5.4 5.1 4.2

Role: Role model, Res: Reserved, Self: Self centered, Int: Introvert
tp<.10, *p < .05

each item of evaluation are shown in Table 7.6. There are a 5% significant difference in “Is
the robot cooperative in the conversation” and 10% significant tendencies in “Do you feel
the conversation was active?”. This result is consistent with the results of the compatibility
analysis of Table 7.2. This suggests that the third-party person evaluates the compatibility
between the subject personality and the system character based on the impression of the

excitement of the dialogue.
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7.3 Laboratory Guide: Task-oriented Dialogue

We first examined the effect of character adaptation in a laboratory guide, which conducts a
task-oriented dialogue. We implemented the laboratory guide system on the android ERICA.
In this experiment, subjects interacted with the system that expressed the four characters and
evaluated the dialogue with each character.

7.3.1 Laboratory Guide System

A laboratory guide is a scenario-based dialogue system that introduces research topics to
a subject. The system reads pre-defined sentences and occasionally asks the subject to ask
questions. After some interaction, the system proceeds to the next topic. The average number
of turns in the experiment was 12, and the dialogue duration was about 8 minutes.

The control values of the four behaviors are continuous values in the range of O~1 that
can be directly used in the spoken dialogue system. The input of the character expression
model was the mean value of each Big Five trait for each character class shown in Fig. 7.2.
However, we input 0.5 to the model in the Neutral condition. The control values obtained by
the character expression model for each character class are summarized in Table 7.7. The
model is re-trained based on the character expression model described in Chapter 5. To train
the model, the annotated data explained in Section 7.2.1 The system controls the behaviors
according to the character in the manner described in Fig. 7.4. We prepared two utterance
patterns corresponding to the long and short utterance amount. According to the control
value of utterance amount, the system selects one of the two-utterance patterns: long or short
utterances. We used the backchannel generation module [83] to control the backchannel
frequency. The model determines the generation of backchannels every 100 ms by using the
prosodic features of the user utterance with a logistic regression model. The control value
of the backchannel frequency corresponds to the threshold of the output probability of the
backchannel generation module. The control value of the filler frequency corresponds to the
threshold of its probability. Fillers are inserted stochastically at the beginnings of the system
utterances. The switching pause length is the length of silence before the system takes a turn.
The control value of the switching pause length is linearly mapped to the switching pause
length from 700 to 3,000 ms.

7.3.2 Experimental Setting

In this experiment, 40 undergraduate and graduate students talked with the laboratory

guide system with four different conditions: “Role model”,“Reserved”, “Introvert”, and
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Table 7.7 Control values of dialogue behaviors in each character condition

Control values of dialogue behaviors (0~1)
System character

Utterance Backchannel Filler = Switching pause
Role model 0.8 0.8 0.1 0.2
Reserved 0.4 0.3 0.1 0.4
Introvert 0.1 0.1 0.7 0.7
Neutral 0.5 0.3 0.2 0.3
Curenttopic e

Utterance amount )

v v

Insert
Long utterance Short utterance

User response Backchannels ( Control dialogue behaviors )

e S

( Switching pause length ) System utterances

Next topic v

Utterance amount ) b

Fig. 7.4 The method of controlling dialogue behaviors for character expression

“Neutral”. In each condition, the system introduced one of four different research topics:
automatic speech recognition, spoken dialogue system, acoustic signal processing, and music
information processing. The system characters and dialogue topics were randomly arranged.
At the beginning of the experiment, each subject answered his/her Big Five personality traits
using TIPI-J [127]. At the end of the experiment, the subject answered the system character
impression using TIPI-J and the questionnaire about the his/her impression with dialogue, as
presented in Table 7.9. This questionnaire consists of four constructs: skill (Q1), engagement
(Q2), adaptation (Q3), and naturalness (Q4). Each construct score was calculated as the
average over multiple questions. “Skill” means how well the system is suited to a function
as a laboratory guide. “Engagement” means how the subject is satisfied with the dialogue.
“Adaptation” means how well the system adapt to the subject. “Naturalness” is used to
determine whether the dialogue has broken down.
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Table 7.8 Subjective evaluation scores (7-point scales) on Big Five traits for each system
character condition

Character Big Five scores: Mean (SD)
condition Em Ex Op Ag Co
Role model 2.80 (0.87) 4.72(0.95) 4.37(1.06) 4.94(1.27) 5.02(1.09)
Reserved  2.79 (1.02) 4.31(1.21) 4.21(1.10) 4.97 (1.25) 4.75(0.97)
Introvert  4.00 (1.19) 3.63(1.29) 4.14 (1.15) 5.06 (0.93) 4.43(1.30)
Neutral 3.26 (1.23) 4.13(1.24) 4.15(1.11) 5.22(0.94) 4.79 (1.08)
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Fig. 7.5 Clustering of Big Five scores of the subjects in the laboratory guide experiment

7.3.3 [Experimental Results

First, we analyze the Big Five rating for each character condition in Table 7.8. The score
in each character condition was consistent with the character class tendencies in Table 7.3.
This result confirms that the subjects recognized the different system character conditions.
The results of the clustering of the subject personality are shown in Fig. 7.5. Based on the
combination of these four personality classes and the system character conditions, we analyze
the impression evaluation results.

We conducted a two-way repeated ANOVA on the conditions. The subjects’ evaluation
scores and the results of ANOVA are listed in Table 7.10. “System character” means the
evaluation scores for each system character and “Subject personality” means the evaluation
scores for each user personality. “System factor” means whether significant differences
are observed among the system characters. “Subject factor” means whether significant
differences are observed among the subject personalities. “Interaction effect” means whether
the combinations between the system character and subject personality affect the evaluation
scores. The Q4 results suggest that the character expression did not affect the naturalness.
There were significant differences in the system factors of Q1. The evaluation results for
each system character in Table 7.10 show that “Role model” is highly rated. Given that Q1
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Table 7.9 Questionnaire used for the laboratory guide system

Items
Do you think that the robot was good at explaining?
Ql Would you like the robot to explain other research topics?
(Skaill) Would you like the robot to talk about topics other than research?
Do you think the robot was a good laboratory guide?
Q2 Is it easy for you to talk with the robot?
(Engagement) Do you have a favorable impression of the robot?
Q3 Do you think that the robot adapted to you?
(Adaptation) Do you think the robot understand your personality?
(Natu?;ness) Do you think that the robot spoke naturally?

Table 7.10 Mean evaluation scores (7-point scales) and the results of ANOVA in each
questionnaire item

(Role: Role model, Res: Reserved, Int: Introvert, Self: Self-centered, Ne:Neutral)
ANOVA
Items System character Subject personality System Subject Interaction
Role Res Int Ne Role Res Int Self factor  factor effects
Q1 474 4.57 390 4.25 461 391 436 4.56 4.71%*%  2.92% 2.71*
Q2 444 469 424 450 4.68 4.02 4.61 4.60 3.30 3.32% 2.17*
Q3 354 351 371 374 4.08 3.56 3.57 3.99 0.71 7.27%* 1.56
Q4 419 417 381 4.06 445 472 398 428 2317 2.547 1.65
Tp<.10,* p < .05, ** p < .01

is constructed about whether the system is good as a laboratory guide, there is a suitable
character for the laboratory guide. This result is reasonable for a task-oriented dialogue,
since the completion of the task requires collaboration. Moreover, significant differences are
observed in the subject factor of Q1, Q2, and Q3. Generally, the Role model subjects were
rated highest in four personality classes.

Significant differences are also observed in the interaction effects of Q1 and Q2. This
means that the combination of the system character and the subject personality influenced on
the evaluation scores. Subjects’ evaluation results for each combination of system character
and subject personality are shown in Fig. 7.6. For example, Role model subjects prefer the
Reserved system, Reserved subjects prefer the Role model system, Introvert subjects prefer
the Neutral system, and Self-centered subjects prefer the Neutral system. These results show
that the high agreeable subjects prefer a high agreeable character and low agreeable subjects
like a neutral character. These results are not consistent with the observation in Section 7.2.1,
but reasonable for the task-oriented dialogue.
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Fig. 7.6 Mean evaluation scores (7-point scales) in each combination of system character
and subject personality in laboratory guide. Role: Role model, Res: Reserved, Int: Introvert,
Self:Self-centered, Ne: Neutral

7.4 Chit-chat: Non-task-oriented Dialogue

We also conducted a subjective experiment using a chit-chat as non-task-oriented dialogue.
We implemented a chit-chat system on ERICA. In this experiment, subjects talked with the
system that expressed the four characters and talked about four topics, then they evaluated
the dialogue with each character.

7.4.1 System Architecture

The chit-chat system is a combination of an example-based system and a neural generation-
based system. An overview of the chit-chat system is shown in Fig. 7.7. The example-based
system searches for the example most similar to the user’s utterance and outputs a response.

We prepared 2000 examples for one topic using a crowd-sourcing service. The system
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Fig. 7.7 An overview of the chit-chat system

converts the user utterance into a vector as a query. The system response is the example that
has the highest degree of cosine similarity between the user utterance vector (key) and the
response vector in the database (query). The query is the average vector that was computed
from the content words (nouns, verbs, and adjectives) using Word2Vec!. The key is converted
from the prepared user utterance in the database in the same manner. However, if the highest
degree of similarity is lower than a threshold, the system determines that there is no matching
example, and utters the generated response using the other generation model.

We prepared four items for each example in the database: expected user utterance, system
response, episode, and question. The response is a reaction to the user utterance. For example,
when a user asked “Do you like hot springs?”, the system responds “Yes, I like hot springs.”
An episode is a system’s self-disclosure, which follows the above response. For example, “I
go to the hot spring every year.” The system can ask a question to the user to continue the
same topic. Therefore, the question should be related to the system episode, such as “Do you
often go to hot springs?”” The utterance amount is controlled by whether or not the system
utters an episode.

For the neural generation model, we used the Transformer model, which was pretrained
and has been fine-tuned on the JPersonaChat dataset’. Four utterances of the user and the
system are input into the model as the dialogue history. The beam width was set to 20. The
following three filters are applied to the output of the model. First, we prepared dirty word
lists for removing inappropriate utterances, referring to the corpus collected from internet

ThottoSNS-w2v: https://github.com/hottolink/hottoSNS-w2v
2Japanese dialogue transformer: https:/github.com/nttcslab/japanese-dialog-transformers
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Table 7.11 Subjective evaluation scores (7-point scales) on Big Five traits for each system
character condition

Character Big Five scores: Mean (SD)
condition Em Ex Op Ag Co
Role model 3.00 (1.01) 4.71(1.48) 4.23(1.10) 4.67 (1.42) 4.11 (1.40)
Reserved 298 (1.11) 4.73(1.32) 4.25(1.11) 5.13(0.99) 4.23 (1.08)
Introvert  3.71 (1.55) 3.64(1.59) 3.70(1.00) 5.13(0.98) 4.16(1.11)
Neutral 2.94 (1.10) 4.43(1.57) 4.20(1.10) 4.80(1.16) 4.11(1.44)

forum®. The model response candidates that contain dirty words are not output. Second,
we removed questions from the generated sentences to prevent transitioning to different
topics by the system utterances. Third, if the speech recognition result of the user utterance
does not contain any meaningful word, then the system asks a question such as “What did
you say?” The generated response is divided into a piece of sentences. Each sentence is
determined stochastically whether to be included in the system’s utterance. Specifically, if
the value sampled from a uniform distribution between O to 1 is less than the threshold value,
the sentence is used. We use the value of utterance amount for this threshold. The other

behaviors are controlled as described in Section 7.3.1.

7.4.2 Experimental Setting

In this experiment, 40 undergraduate and graduate students talked with the chit-chat system
on four different character conditions as in Section 7.3.2. We prepared four topics: travel,
movie, hometown, and student life. The characters for the dialogue topics were randomly
arranged so that there was no bias in the combination. At the beginning of the experiment,
each subject answered his/her Big Five personality traits using TIPI-J [127]. At the end of
the experiment, the subject answered the questionnaire about three constructs: engagement
(Q1), adaptation (Q2), and naturalness (Q3), as presented in Table 7.12. Each construct score
was calculated as the average over multiple questions. “Engagement” means how the subject
is satisfied with the dialogue. “Adaptation” means how well the system adapts to the subjects.

“Naturalness” is used to determine whether the dialogue has broken down.

7.4.3 Experimental results of the chit-chat system

The Big Five rating scores in each character condition are presented in Table 7.11. This results

show that the system characters are accurately perceived by the subjects. The clustering

30pen 2channel dialogue corpus: https://github.com/1never/open2ch-dialogue-corpus
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Fig. 7.8 Clustering of Big Five scores of the subjects in the chit-chat experiment

Table 7.12 Questionnaire used for the chit-chat system

Items
Do you enjoy the dialogue?
Can you get along with the robot?
Q1 Would you like to talk with the robot again?
(Engagement) Is it easy for you to talk with the robot?
Do you have a favorable impression of the robot?

Q2 Do you think that the robot is adapted to you?
(Adaptation) Do you think that the robot understands your personality?
Q3 Do you think that the robot spoke naturally?

(Naturalness) Do you think the robot’s utterances were appropriate to the topic?

Table 7.13 Mean evaluation scores (7-point scales) and results of ANOVA in each question-
naire item

(Role: Role model, Res: Reserved, Int: Introvert, Self: Self-centered, Ne:Neutral)

ANOVA
System character Subject personality System Subject Interaction
Role Res Int Ne Role Res Int Self factor  factor
Q1 356 4.10 3.72 3.69 393 3.69 3.89 3.75 1.65 1.10 1.04
Q2 333 383 3.13 346 3.58 329 352 353 2.62%  1.01 2.00*

Q3 3.80 4.19 391 4.03 381 447 371 356 137  5.56%  251%
7p<.10,* p< .05, ** p < 01

results of the subject personality are shown in Fig. 7.8. Based on the combination of these
four personality classes and the system character conditions, we analyze the impression
evaluation results.

We conducted two-way repeated ANOVA. The evaluation scores and the results of
ANOVA are listed in Table 7.13. The meaning of each column in the table is the same as in
Section 7.3.3. There were showed significant differences in the system factor of Q2. Subjects
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Fig. 7.9 Mean evaluation scores (7-point scales) in each combination of system character and
subject personality in chit-chat. Role: Role model, Res: Reserved, Int: Introvert, Self:Self-
centered, Ne: Neutral

felt that the Reserved system adapted to them. There were also significant differences in
the subject factor of Q3. Reserved subjects felt that the systems spoke naturally. The result
also showed significant differences in the interaction of Q2 and Q3. Subjects’ evaluation
results for each combination of system character and subject personality are shown in Fig.
7.9. Introvert subjects preferred the Reserved system and Self-centered subjects preferred the
Role model system. These are consistent with the observation in Section 7.2.1. However, the
Introvert system was not preferred by the Role model subjects and Reserved subjects. One

reason for these results is that the system did not accurately express the Introvert characters.

7.5 Summary

In this study, we propose user adaptation using character expression. First, we analyzed
the speed dating dialogue corpus and observed that the favorable impression depended on
the combination of system character and user personality. Then, we designed the character
expression model using four spoken dialogue behaviors: utterance amount, backchannel
frequency, filler frequency, switching pause length. This model was implemented into a
laboratory guide and a chit-chat system on the android ERICA. We conducted subjective
experiments to confirm the effect of character adaptation. As a result, “Role model” characters
are found to be appropriate as a laboratory guide and similar tendency to speed dating was
confirmed in the chit-chat dialogue.
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In future work, we will investigate the effect of character adaptation in other dialogue
tasks. In addition, we will construct a real-time user adaptation model. This model will
recognize user personality in the dialogue and adopt the best character for the user personality.






Chapter 8
Conclusion

This thesis addressed the character expression model for spoken dialogue systems. This

chapter reviews the contributions of this thesis and addresses the future directions.

8.1 Contribution

This thesis addressed the character expression model for the spoken dialogue system,to build
the relationship with the user. The goal of this study is to achieve that the spoken dialogue
system expresses the appropriate character for the dialogue task and the user personality. In
this study, the android ERICA was used as the spoken dialogue system because its character
is easy to perceive. The character expression model controls dialogue behaviors according
to input character traits: extroversion, emotional instability, and politeness. Character
impression evaluation data was collected for training the model by the subjective experiment.
Analysis of the collected data revealed that the speech amount, the backchannel frequency,
the filler frequency, and the switching pause length were related to the impression of the
character. The preliminary model using logistic regression was built and evaluated by the
subjective experiment. Subject evaluated a speech sample of dialogue between a human and
a robot whose behavior was controlled by the proposed model . As a result, it was confirmed
that the subject recognized the characters given to the system. It was tested whether the
proposed model can be used in the reverse direction to estimate characters from the speaker’s
behaviors. Using corpus dialogue, the speaker’s characters were estimated using the proposed
model from their behaviors. In subjective experiment, subjects watched a dialogue video and
evaluated whether the the estimated character matched the speaker. The results showed that
there was an approximate 77% agreement between the estimated character and the subject’s

impression of the character.
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To improve the accuracy of the preliminary model, the proposed model was extended.
It is costly to collect new impression evaluation data for the model expansion. To address
this problem, a semi-supervised learning approach using a variational auto-encoder (VAE)
was proposed. This approach utilizes both impression evaluation data (labeled data) and
corpus data (unlabeled data). The encoder and decoder are trained with the labeled data and
the entire model is optimized with the unlabeled data. This approach allows the model to
compensate for natural behavior patterns that are lacking in the impression evaluation data
with natural combinations of the behaviors observed in the corpus. The experimental result
shows that the proposed model expresses the target character traits through the behaviors
more precisely than the baseline model. The modeling of the unlabeled behavior (speech rate)
was realized by semi-supervised learning. It was confirmed that the proposed model acquired
an intuitive mapping from the character traits to the speech rate. This means that even if there
are no character labels for additional behaviors, the proposed model can learn the mapping
based on the relationship between the additional behaviors and existing behaviors.

Task adaptation how to use the character expression model was proposed. To verify that
there is appropriate character for the task, the corpus analysis was conducted. The characters
of the speakers in the dialogue corpus were estimated using the encoder of VAE as a character
recognition model, and it was confirmed that the distribution of characters differed from task
to task. Two subject experiments was conducted to verify the effect of task adaptation. In the
first experiment, subjects watched and evaluated the dialogues videos, where ERICA talked
with the user in a job interview and a laboratory guide task. As a result, it was confirmed
that the evaluation score of a job interviewee’s skill was enhanced by the expression of a
polite character. In the next experiment, subjects talked with the ERICA expressing given
characters in the job interview and attentive listening. In this experiment, there are two
comparison to verify the effect of the task adaptation using the character expression. At
first, manual settings of characters to match the dialogue were compared baselines without
character expression. It was found that attentive listening systems with extrovert character
were preferred. The second comparison was made between the best character calculated from
the corpus and a manually set character. As results, it was found that there are not the large
differences between the optimal character and the manual character. This result indicates
that the manually set character is sufficient to express the appropriate character for the task
without the need for analyzing the character from the corpus.

Finally, user adaptation using the character expression was proposed. User adaptation
means that satisfaction with dialogue improves when the system express characters appro-
priate to the user personality. For the user adaptation, a four-class classification method for

user personality and system character was proposed. As analysis results of the speed-dating
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dialogue corpus, it was confirmed that the favorable impression depended on the combination
of the system character and the user personality. A subjective experiment result showed that
there is a difference between the character desired as a laboratory guide and the character
that subjects want to talk to as a dialogue partner. For example, “Role model” and “Re-
served” characters are appropriate as laboratory guides. Moreover, the characters that user
feels easy to talk to differ depending on their personalities. Experiments using a chit-chat
system showed that it was determines whether or not the user has a positive impression of
interacting with the system according to the user personality. These results obtained in this
study support that switching system characters according to the user personality is effective
for user adaptation.

In summary, in this thesis, the character expression model using four dialogue behaviors
was proposed. Furthermore, it was also verified that the task and user adaptation using the
character expression affect to improve the user’s impression. Therefore, the findings of this

thesis contribute to the development for spoken dialogue systems.

8.2 Future work

This study addressed a method of character expression that uses the behaviors unique to
spoken dialogue. On the other hand, many character expression models have been proposed
that control the content of utterance. In the future, it also consider the character expression
methods that integrate these models. The proposed model uses a character definition based
on the Big Five, a generic character measure. Therefore, it is believed that the proposed
model can be easily integrated with other character expression models by sharing the same
scale.

The character expression model was implemented on the android ERICA. Through
experiments, the effectiveness of character expression by ERICA was verified. On the
other hand, because ERICA has a human-like appearance, it is possible that subjects may
easily perceive it’s character. It is necessary to verify the effectiveness of characters in other
dialogue systems such as small robots and smart speakers.

This thesis proposed two ways of using character expression: task adaptation and user
adaptation. In user adaptation, prior personality assessment by the subject was required..
Therefore, it is a future challenge to build a system that can adapt to the user in real time
by integrating a model for character recognition as well. It is very difficult to recognize
characters using only the behaviors currently used for the character expression model. It
will be considered ways that the dialog system ask personality-related questions to explicitly

estimate the subject’s personality.
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Subjective experiments for task adaptation and user adaptation are separately conducted.
For example, in the laboratory guide, the system need to express the appropriate character
for the task and the user. It is not obvious whether the character should be adapted to the
task or the user. To end of this problem, it is necessary to build a character adaptation model
that takes into account task and user weighting. User adaptation has been based on a single
interaction. In the future, the system finds the most appropriate character for the user through
long-term dialogue to realize a deeper relationship with the user.

In recent years, language generation models trained on large-scale data are proposed.
These models can generate natural utterances like humans. They have outperformed humans
at simple tasks. These models can create utterances to express system characters in more
diverse expressions than the system has ever had. Spoken dialogue systems need to improve
their ability to express multi-modal behaviors as well as their ability to express utterance
contents. In the future, it is expected to achieve consistent controlling utterances and
behaviors by using characters as common parameters. This method allows the spoken
dialogue systems to build a deep relationship with the user.
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