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Abstract

In the ordinary theory of Sobolev spaces on domains of Rn, the p-energy is defined as
the integral of jrf jp . In this paper, we try to construct a p-energy on compact metric
spaces as a scaling limit of discrete p-energies on a series of graphs approximating
the original space. In conclusion, we propose a notion called conductive homogene-
ity under which one can construct a reasonable p-energy if p is greater than the
Ahlfors regular conformal dimension of the space. In particular, if p D 2, then we
construct a local regular Dirichlet form and show that the heat kernel associated with
the Dirichlet form satisfies upper and lower sub-Gaussian type heat kernel estimates.
As examples of conductively homogeneous spaces, we present new classes of square-
based self-similar sets and rationally ramified Sierpiński crosses, where no diffusions
were constructed before.
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Chapter 1

Introduction

The main objective of this paper is to generalize the following elementary fact.
Let I D Œ0; 1�. Define

Enp .f / D

2nX
iD1

ˇ̌̌
f
� i � 1
2n

�
� f

� i
2n

�ˇ̌̌p
for n � 1 and f W I ! R. If f is smooth or more generally f 2 W 1;p.I /, which is
the .1; p/-Sobolev space, then

.2p�1/nEnp .f /!

Z 1

0

jrf jpdx

as n! 1, where rf is the derivative of f .
Our naive question is what is a counterpart of this in the case of metric spaces.

More precisely, our general strategy of the study is:

(1) To fix an adequate sequence of discrete graphs ¹.Tn; E
�
n /ºn�1, where Tn is

a discrete approximation of the original metric space .X; d/ and E�
n is the collection

of edges, i.e., pairs of points in Tn. For a function f WTn ! R, define

Enp .f / D
1

2

X
.x;y/2E�

n

jf .x/ � f .y/jp;

which is called the p-energy of the function f .

(2) To find a proper scaling constant � such that the space of functions

¹f WX ! R j �nEnp .Pnf / is “convergent” as n! 1º;

wherePnf is a suitable discrete approximation of f , is rich enough to be a “Sobolev”
space in some sense. From our perspective, we do not care about the existence of
a derivative rf but pursue the convergence of �nEnp .Pnf /.

Actually, in the case p D 2, this strategy was employed to construct Dirichlet
forms inducing diffusion processes on self-similar sets like the Sierpiński gasket1

and the Sierpiński carpet. (See Figure 1.4.) For the sake of simplicity, we confine our-
selves to non-finitely ramified self-similar sets. (This excludes post critically finite

1In many papers, people use “Sierpinski” in place of “Sierpiński”. Of course, originally
“Sierpiński” is the correct one as a Polish family name but such a simplification often occurs
when the subject becomes popular and a part of classics.
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Figure 1.1. Square-based self-similar sets.

self-similar sets represented by the Sierpiński gasket.) Barlow and Bass constructed
the Brownian motions on (generalized) Sierpiński carpets in [1–6] as scaling limits
of the Brownian motions on regions approximating Sierpiński carpets. Later in [36],
Kusuoka and Zhou employed the above strategy for p D 2 and directly constructed
the Dirichlet form inducing the Brownian motion on the planar Sierpiński carpet.
Note that all these works were done in the last century. Although more than 20 years
have passed, no essential progress has been made on the construction of diffusion
processes/Dirichlet forms on non-finitely ramified self-similar sets. In particular, no
diffusion was constructed on square-based non-finitely ramified self-similar sets like
those in Figure 1.1. The right-hand one is an example of rationally ramified Sierpiński
crosses treated in Section 4.5. It has two different contraction ratios. The left-hand
one is an example having no symmetry of the square. As a by-product of our results
in this paper, we will construct non-trivial self-similar local regular Dirichlet forms
on classes of square-based self-similar sets including those in Figure 1.1. See Sec-
tions 4.3, 4.4, and 4.5 for details.

From the viewpoint of construction of Sobolev spaces on metric spaces, there
have already been established theories based on upper gradients, which correspond
to local Lipschitz constants of Lipschitz functions. Compared with our strategy above,
this direction is to seek a counterpart of rf instead of the convergence of �nEnp .Pnf /

like us. The pioneering works of this theory are Hajłasz [22], Cheeger [15] and Shan-
mugalingam [40]. One can find a panoramic view of this theory in [23]. Recent studies
by Kajino and Murugan in [26,27], however, have suggested that they may not cover
all the interesting cases. So far examples in question are higher-dimensional Sier-
piński gaskets, the Vicsek set, and the planar Sierpiński carpet. What they have shown
in [26,27] is that the Brownian motions on those examples will not have the Gaussian
heat kernel estimate under any time change by a pair .d;�/, where d is quasisymmet-
ric to the Euclidean metric dE and � has the volume doubling property with respect
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to dE . On the other hand, under the established theory, the heat kernel associated with
a .1; 2/-Sobolev space satisfying a .2; 2/-Poincaré inequality should satisfy the Gaus-
sian estimate due to the results in [21, 39, 42]. Thus, the Dirichlet forms associated
with the Brownian motions on the above-mentioned self-similar sets can hardly be
one of .1; 2/-Sobolev spaces based on upper gradients. Note that, in these cases, there
exist plenty of rectifiable curves with respect to (the restriction of) the Euclidean
metrics, which are even quasiconvex. Partly motivated by such a situation, we will
try to provide an alternative theory of function spaces, which may be called Sobolev
spaces or else, on metric spaces, and to construct natural diffusion processes at the
same time.

Getting straight to the conclusion, we are going to propose a condition called p-
conductive homogeneity and show that under this condition, the strategy consisting
of (1) and (2) succeeds for p > dimAR.K; d/, where dimAR.K; d/ is the Ahlfors
regular conformal dimension of a compact metric space .K; d/. One can see a more
precise and detailed exposition in what follows. The definition of the Ahlfors regular
conformal dimension of .K; d/ is

dimAR.K; d/ D inf¹˛ j there exist a metric � on K which is
quasisymmetric to d and a Borel regular measure �
which is ˛-Ahlfors regular with respect to �º; (1.1)

where the definition of Ahlfors regularity of a measure is given in (2.9). The notion of
quasisymmetry was introduced in [43] as a certain generalization of quasiconformal
maps of the complex plane. It is defined in the following way:

Definition 1.1. Let .X; d/ be a metric space. A metric � on X is said to be qua-
sisymmetirc to d if .X; �/ gives the same topology as d and there exists a homeo-
morphism h from Œ0;1/ to itself satisfying h.0/ D 0 and for any t > 0, �.x; z/ �
h.t/�.x; y/ whenever d.x; z/ < td.x; y/.

In the direction of our study, Shimizu has done pioneering work for the case of
the planar Sierpiński carpet, PSC for short, in the very recent paper [41]. Extending
Kusuoka–Zhou’s method, he has constructed a p-energy and the corresponding p-
energy measure for p > dimAR.PSC;dE /, and done detailed analysis of those objects.
In particular, he has shown that the collection of functions with finite p-energies is
a Banach space that is reflexive and separable. His proof of reflexivity and sepa-
rability can be easily extended to our general case as well. See Theorem 3.22 for
details.

Our framework on metric spaces is the theory of partitions introduced in [34]. Let
.K;d/ be a compact metric space. We always suppose that .K;d/ is connected in this
paper. Roughly speaking, a partition of K is a sequence of successive divisions of K
by some of its compact subsets. The idea is illustrated in Figure 1.2. Let T0 D ¹�º
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K�

K1

K2

K3 K11

K21

K22

K33

K32
K31

K13
K12

T0 D ¹�º T1 D ¹1; 2; 3º S.1/ D ¹11; 12; 13º

S.2/ D ¹21; 22º

S.2/ D ¹31; 32; 33º

Figure 1.2. Partition.

and set K� D K. Starting from K, we first divide K into a finite number of children
Kw for w 2 T1, i.e.,

K D

[
w2T1

Kw :

The set T1 is thought of as the collection of children of T0 and denoted by S.�/.
Then we repeat this process of division, i.e., each w 2 T1 has a collection of children,
S.w/, such that

Kw D

[
v2S.w/

Kv:

Define T2 as the disjoint union of the S.w/’s for w 2 T1. So repeating this pro-
cess inductively, we have ¹Tnºn�0 where each w 2 Tn has the collection of children
S.w/ � TnC1. Set

T D

[
n�0

Tn:

With several requirements described in Section 2.1, the family ¹Kwºw2T is called
a partition of K.

For each n � 1, Tn has a natural graph structure associated with a given partition
¹Kwºw2T . Namely, if

E�
n D ¹.u; v/ j u; v 2 Tn; Ku \Kv ¤ ;º;

then .Tn; E�
n / is a connected graph, which is illustrated in Figure 1.3. To avoid tech-

nical complexity, we are going to explain our results under Assumption 2.15 hereafter
in the introduction. In fact, if .K;d/ is ˛-Ahlfors regular for some ˛ and the metric d
is 1-adapted in the sense of [34], then Assumption 2.15 holds. So our setting should
be broad enough.
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1

2

3

11

21

22

33

32
31

13
12

.T1; E
�
1 / .T2; E

�
2 /

Figure 1.3. Graphs associated with a partition (dotted lines are vertices).

For A � Tn, we define the p-energy of a function on A by

Enp;A.f / D
1

2

X
u;v2A

.u;v/2E�
n

jf .u/ � f .v/jp:

To carry out our strategy, we introduce two key characteristic quantities: conductance
and neighbor disparity constants. For m � 0, A1; A2; A � Tn with A1; A2 � A and
A1 \ A2 D ;, define

Ep;m.A1; A2; A/ D inf
®
EnCmp;A .f / j f WSm.A/! R; f jSm.A1/ � 1; f jSm.A2/ � 0

¯
;

where Sm.A/ � TnCm is the collection of the descendants in the m-th generation
from A. The quantity Ep;m.A1; A2; A/ is called the p-conductance between A1 and
A2 within A at the level m.

Remark. Attaching a resistor of resistance 1 to each edge .u; v/ 2 E�
nCm, we may

consider the graph .TnCm; E�
nCm/ as an electric network. In this respect, the recipro-

cal of E2;m.A1; A2; A/ is the effective resistance between A1 and A2 within A and
hence E2;m.A1; A2; A/ corresponds to the effective conductance. Such an analogy
has been often used in the study of random walks. See [18] for a classical reference.
In potential theory, the quantity E2;m.A1; A2; A/ is called “capacity” as well.

In particular, for w 2 Tn, define

Ep;m.w/ D Ep;m.¹wº; �1.w/
c ; Tn/;

where �1.w/ is the collection of neighbors of w in Tn given by

�1.w/ D ¹v j v 2 Tn; .w; v/ 2 E
�
nº:
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The value Ep;m.w/ represents the p-conductance between w and the complement of
its neighborhood �1.w/ in the m-th generation from w. In [34], it was shown that

lim
m!1

�
sup
w2T

Ep;m.w/
1
m

�
< 1 if and only if p > dimAR.K; d/: (1.2)

The other one, the neighbor disparity constant, is defined as

�p;m;n D sup
.w;v/2E�

n

�
sup

f WSm.w;v/!R

j.f /Sm.w/ � .f /Sm.v/j
p

EnCm
p;Sm.w;v/

.f /

�
;

where Sm.w; v/ D Sm.w/ [ Sm.v/ and .f /Sm.w/ is the average of f on Sm.w/
under a suitable measure �. (This definition of the neighbor disparity constant is
a simplified version for introductory purposes. The full version will be presented
in Section 2.4.) For the case pD 2, this constant was introduced in [36]. The neighbor
disparity constant controls the difference of means of a function on neighboring cells
via the p-energy.

And now, p-conductive homogeneity, which is the principal notion of this paper,
is defined as follows.

Definition 1.2. A metric space .K; d/ is said to be p-conductively homogeneous if
and only if there exists c > 0 such that

sup
w2T

Ep;m.w/ sup
n�1

�p;m;n � c

for any m � 1.

The above condition is essentially due to Kusuoka–Zhou [36] when p D 2. Cao
and Qiu named this condition as condition (B) in [13], where they have constructed
a diffusion process on so called unconstrained Sierpiński carpets by following the
Kusuoka–Zhou’s method.

At a glance, it does not quite look like “homogeneity”. The following theorem,
however, gives the legitimacy of the name.

Theorem 1.3 (Theorem 3.30). A metric space .K; d/ is p-conductively homoge-
neous if and only if there exist � > 0 and c1; c2 > 0 such that

c1�
�m

� Ep;m.w/ � c2�
�m

for any w 2 T n¹�º and m � 1 and

c1�
m
� �p;m;n � c2�

m

for any m; n � 1.
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The next natural question is how the conductive homogeneity is related to the con-
struction of a p-energy. The answer is the next theorem which follows by combining
Theorems 3.5, 3.21, 3.23 and Lemma 3.34.

Theorem 1.4. Suppose p > dimAR.K; d/ and .K; d/ is p-conductively homoge-
neous. Let C.K/ be the collection of continuous functions on K. Define

Np.f / D
�

sup
m�0

�mEmp .Pmf /
� 1
p

for f 2 Lp.K;�/, where

.Pmf /.w/ D
1

�.Kw/

Z
Kw

f .x/�.dx/;

and

Wp
D ¹f j f 2 Lp.K;�/;Np.f / <1º:

Then

(1) Np.f / D 0 if and only if f is constant on K.

(2) Np is a semi-norm of Wp .

(3) .Wp; k � kp;� C Np.�// is a Banach space.

(4) Wp is a dense subset of .C.K/; k � k1/.

Moreover, there exists yEpWW
p ! Œ0;1/ such that yE

1
p
p is a semi-norm of Wp which

is equivalent to Np.�/, yEp satisfies the Markov property and there exist � > 0 and
c1; c2 > 0 such that

c1d.x; y/
�
� sup

f 2Wp

yEp.f /¤0

jf .x/ � f .y/jp

yEp.f /
� c2d.x; y/

�

for any x;y 2K. In particular, for pD 2, one can choose . yE2;W2/ as a local regular
Dirichlet form on L2.K;�/.

Note that by (1.2), the condition p > dimAR.K; d/ implies � > 1. An explicit
description of the constant � is given in Lemma 3.34. In addition, we show a sub-
Gaussian type heat kernel estimate for the diffusion process induced by the Dirichlet
form . yE2;W

2/ in Theorem 3.35. Moreover, if .K; d/ is a self-similar set with ratio-
nally related contraction ratios, then a self-similar p-energy which is equivalent to Np
will be constructed in Section 4.1.

Another important question is how to show conductive homogeneity. The follow-
ing theorem provides an equivalent and useful condition for this purpose.
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Theorem 1.5 (Theorem 3.33). Suppose that p > dimAR.K; d/. .K; d/ is p-conduc-
tively homogeneous if and only if, for any k � 1, there exists c.k/ > 0 such that

sup
z2T

Ep;m.z/ � c.k/Ep;m.u; v; S
k.w// (1.3)

for any m � 1, w 2 T and u; v 2 Sk.w/ with u ¤ v.

The condition in the above theorem, (1.3), which is the same as (3.20) in The-
orem 3.33, is a relative of the “knight move” condition in [36] described in the
terminology of random walks, although the word “knight move” does not make sense
from the appearance of (1.3) any longer. The original “knight move” in [1] was the
name of an argument based on the symmetry of the Sierpiński carpet to show a prob-
abilistic counterpart of (1.3). With certain symmetries of the space, it is possible to
show (1.3) by the method of combinatorial modulus in [11]. Applying Theorem 1.5,
we are going to show the conductive homogeneity for examples like those in Fig-
ure 1.1 in Sections 4.4 and 4.5.

Besides applications, Theorem 1.5 has a remarkable theoretical consequence;
conductive homogeneity is determined only by conductance constants and is inde-
pendent of the neighbor disparity constants if p > dimAR.K; d/. This is the reason
conductive homogeneity is called “conductive”.

The major methodological backgrounds of this paper are Kusuoka–Zhou’s argu-
ments in [36] and combinatorial moduli of path families on graphs introduced in [11].
On many occasions, we will extend Kusuoka–Zhou’s results to compact metric spaces
and to general values of p. On such occasions, we will put a reference to the original
result by Kusuoka and Zhou right behind the number of a proposition or a lemma
like Lemma 2.27 [36, Lemma 2.12]. Beyond Kusuoka–Zhou’s arguments, the notion
of combinatorial modulus will play a crucial role on several occasions. The most
important one is in the proof of a sub-multiplicative inequality of conductance con-
stants, Corollary 2.24. Moreover, by Lemma C.4, one can compare moduli of different
graphs and this lemma is indispensable for showing (1.3) in Sections 4.3 and 4.5.

Regrettably, we do not have much for the case p � dimAR.K; d/. In Section 3.2,
we will construct a function space Wp and a semi-norm yEp on Wp under p-con-
ductive homogeneity for p 2 Œ1; dimAR.K; d/�. In this case, however, Wp is given
as a subspace of Lp.K; �/ and we do not know whether Wp \ C.K/ is dense in
.C.K/; k � k1/ or not. This is due to the lack of an elliptic Harnack principle of
p-harmonic functions on the corresponding graphs. In the case p D 2, using the
coupling method, Barlow and Bass conquered this difficulty for higher-dimensional
Sierpiński carpets in [5, 6]. We have little idea what is an analytic counterpart of
the coupling method at this moment. It is a big open problem for future work. In
particular, it is interesting to know whether the following naive conjecture is true
or not.
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Figure 1.4. von Koch curve, Sierpiński gasket and Sierpiński carpet.

Conjecture. Wp � C.K/ if and only if p > dimAR.K; d/.

Now we briefly explain what happens in the cases of familiar examples.

1: Unit (hyper)cube Œ�1; 1�n: In this case, for any p > n,

Wp
D W 1;p.Œ�1; 1�n/

and there exists c > 0 such that

c yEp.f / �

Z
Œ�1;1�n

jrf jpdx � c�1 yEp.f /

for any f 2 W 1;p.Œ�1; 1�n/. See Example 4.31 for details. Even if p 2 Œ1; n�, the
above results should be true but we do not have any proof for now.

2: von Koch curve (Figure 1.4) : The von Koch curve does not contain any rectifiable
curve, so that the approaches using upper gradients do not work from the beginning.
However, our theory does not distinguish metric spaces which are snowflake equiv-
alent, i.e., two metric spaces .X; dX / and .Y; dY / are snowflake equivalent if there
exist a homeomorphism 'WX ! Y , c1; c2 > 0 and ˛ > 0 such that

c1dX .x1; x2/
˛
� dY .'.x1/; '.x2// � c2dX .x1; x2/

˛

for any x1; x2 2X . Since the von Koch curve is snowflake equivalent to the unit inter-
val Œ0; 1�, we see that Wp for the von Koch curve equals W 1;p.Œ0; 1�/ for any p > 1.

3: Planar Sierpiński carpet (Figure 1.4) : As is mentioned above, this is one of the
original motivations of this paper and it is expected that our space Wp is quite dif-
ferent from what one may get from the upper gradient approaches. By Theorem 4.13,
the planar Sierpiński carpet K is shown to be p-conductive homogeneous for any
p > dimAR.K; d�/, where d� is the restriction of the Euclidean metric. Moreover, let

˛H D
log 8
log 3

and p̌ D
log 8�
log 3

;
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where � is the exponent appearing in Theorem 1.3. Then by [41, Theorem 2.19], we
have a fractional Korevaar–Shoen type expression of Wp as follows:

Wp
D

°
f
ˇ̌
f 2Lp.K;�/; lim

r#0

Z
K

1

r˛H

Z
Bd� .x;r/

jf .x/ � f .y/jp

rˇp
�.dy/�.dx/<1

±
;

where � is the normalized ˛H -dimensional Hausdorff measure. Furthermore, it is
shown in [41] that p̌ > p. This fact implies that Wp should not coincide with any
of the spaces obtained by approaches using upper gradients.

4: Sierpiński gasket (Figure 1.4) : Let K be the standard Sierpiński gasket and let d�
be the restriction of the Euclidean metric. Since K is one of nested fractals and

dimAR.K; d�/ D 1;

Theorem 4.50 yields that K is p-conductively homogeneous for any p > 1. Argu-
ments analogous to those in [41, Section 5.3] give the same fractional Korevaar–
Shoen type expression of Wp as the planar Sierpiński carpet. In this case,

˛H D
log 3
log 2

and p̌ D
log 3�
log 2

:

We expect that p̌ > p for any p > 1. In fact, due to [8], we know

ˇ2 D
log 5
log 2

> 2:

Moreover, ˇp
p

is monotonically decreasing by [34, Lemma 4.7.3]. So at least for
p 2 .1; 2�, p̌ > p and the space Wp does not seem to be obtained by the upper
gradient approaches. However in this case, if we replace the Euclidean metric with
the harmonic geodesic metric and the Hausdorff measure with the Kusuoka measure,
then the heat kernel associated with the new pair of the metric and the measure has
the Gaussian estimate. See [30] for details. Consequently, the Cheeger theory [15] is
now in place for W2 at least. On the other hand, the replacement of the metric and
the measure causes a change of the partition and, consequently, a change of the asso-
ciated function space WP . So, we expect that Wp associated with the new pair may
coincide with those obtained from the approaches based on upper gradients but we
have no proof so far.

Before the conclusion of the introduction, we mention two related works. The first
one is [10], where the authors constructed another type of “Sobolev spaces” PAp.X/

on a compact metric space .Z; d/ from its hyperbolic fillings X . The method is to
construct a discretization Pf onX of f 2 L1.Z/, and to consider the weak `p-norm
of the gradient of Pf . Their space PAp.Z/ seems closely related to our space Wp but
we merely know that Wp � PAp.X/ under suitable assumptions at this point.
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The second one is [24], where the authors constructed a p-energy on Sierpiński
gasket type self-similar sets by extending the notion of harmonic structures in the
case of p D 2 for post critically finite self-similar sets. Their p-energy should be
equivalent to ours, although they did not show the completeness of the domain of
their p-energy. Despite the fact that their method can work only for finitely ramified
self-similar sets even if p D 2, their work is the first pioneering study to construct
a p-energy by renormalizing discrete counterparts.

The organization of this paper is as follows.
In Section 2.1, we review the basics of partitions of compact metric spaces and

then give a framework of this paper including standing assumptions, Assumptions 2.6,
2.7, 2.10 and 2.12. In the end, we present Assumption 2.15, which is stronger than
the combination of all the assumptions above but more concise.

In Section 2.2, we introduce the notion of conductance constant which is one of
two principal quantities of this paper and we show the existence of a partition of unity
associated with the conductance constant.

In Section 2.3, we introduce the notion of combinatorial moduli of path families
on graphs and show a sub-multiplicative inequality for conductance constants using
them.

In Section 2.4, we introduce the other principal quantity, the neighbor disparity
constant and show its relation with the conductance constant and a sub-multiplicative
inequality of them.

In Section 3.1, we construct our function space Wp and the p-energy yEp under
Assumption 3.2 and show Theorem 1.4. At the same time, we propose a condition
called p-conducive homogeneity and show that the condition p > dimAR.K; d/ and
p-conductive homogeneity imply Assumption 3.2 in Section 3.3.

In Section 3.2, we see what we can do for p � dimAR.K; d/. In Section 3.3, we
show Theorem 3.30 (D Theorem 1.3) and Theorem 3.33 (D Theorem 1.5). Moreover,
in Theorem 3.35, we give a sub-Gaussian type heat kernel estimate for the diffusion
process induced by the Dirichlet form .E;W2/ given in Section 3.1.

In Section 4.1, we construct a self-similar p-energy for self-similar sets with ratio-
nally related contraction ratios. In Section 4.2, we give a sufficient condition for the
conductive homogeneity for self-similar sets. Section 4.3 is devoted to a class of
self-similar sets called subsystems of cubic tiling, for which conductive homogene-
ity is shown through Theorem 3.33. This class includes the Sierpiński carpets, the
Menger curve, and the higher-dimensional hypercubes. In Section 4.4, we present
examples of subsystems of cubic tiling having the conductive homogeneity. Also,
Section 4.5 is devoted to showing conductive homogeneity of rationally ramified Sier-
piński crosses.

In Sections 5.1, 5.2 and 5.3, we give a proof of Theorem 3.33. In Section 6.1,
we show that conductance, Poincaré and neighbor disparity constants are uniformly
bounded from below and above.
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We will briefly discuss the modification of the graph structure in Section 6.2.
Finally, in Section 6.3, we gather open problems and future directions of research.
Appendices give basic facts used in this paper.



Chapter 2

Basic frameworks and key constants

2.1 Framework

In this section, we are going to make our framework of this paper clear. It is based
on the notion of partitions of compact metric spaces parametrized by rooted trees,
which was introduced in [34]. Roughly speaking, a partition is successive divisions of
a given space like the binary division of the unit interval. See [34] for examples. Since
this notion is relatively new and unfamiliar to most readers, we will give a minimal
but detailed account of its definition.

To start with, we present the basics of graphs and trees.

Definition 2.1. Let T be a countable set and let AW T � T ! ¹0; 1º which satisfies
A.w; v/ D A.v; w/ and A.w; w/ D 0 for any w; v 2 T . We call the pair .T;A/
a (non-directed) graph with the vertices T and the adjacency matrix A. An element
.u; v/ 2 T � T is called an edge of .T;A/ if A.u; v/ D 1. We often identify the
adjacency matrix A with the collection of edges ¹.u; v/ j u; v 2 T;A.u; v/ D 1º.

(1) A graph .T;A/ is called locally finite if #.¹v j A.w; v/ D 1º/ <1 for any
w 2 T , where #.A/ is the number of elements of a set A.

(2) For w0; : : : ; wn 2 T , .w0; w1; : : : ; wn/ is called a path between w0 and wn
if A.wi ; wiC1/ D 1 for any i D 0; 1; : : : ; n � 1. A path .w0; w1; : : : ; wn/ is called
simple if wi ¤ wj for any i; j with 0 � i < j � n and ji � j j < n.

(3) .T;A/ is called a tree if there exists a unique simple path between w and v
for any w; v 2 T with w ¤ v. For a tree .T;A/, the unique simple path between two
verticesw and v is called the geodesic betweenw and v and denoted bywv. We write
u 2 wv if wv D .w0; w1; : : : ; wn/ and u D wi for some i .

Next, we define fundamental notions on trees.

Definition 2.2. Let .T;A/ be a tree and let � 2 T . The triple .T;A; �/ is called
a rooted tree with root (or reference point, see, e.g., [45]) �.

(1) Define � WT ! T by

�.w/ D

´
wn�1 if w ¤ � and �w D .w0; w1; : : : ; wn�1; wn/,

� if w D �

and, for w 2 T , set
S.w/ D ¹v j �.v/ D wºn¹wº:
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An element v 2 S.w/ is thought of as a child of w. Moreover, for any k � 1, we
define Sk.w/ inductively as

SkC1.w/ D
[

v2S.w/

Sk.v/;

which is the collection of descendants in the k-th generation from w.

(2) For w 2 T and m � 0, we define

jwj D min¹n j n � 0; �n.w/ D �º and Tm D ¹w j w 2 T; jwj D mº:

(3) For any w 2 T , define

T .w/ D ¹v j there exists n � 0 such that �n.v/ D wº;

which is the collection of all the descendants of w.

(4) Define

† D ¹.w.i//i�0 j w.i/ 2 Ti and w.i/ D �.w.i C 1// for any i � 0º:

For ! D .!.i//i�0 2 †, set Œ!�m D !.m/ for m � 0. An element .w.i//i�0 2 † is
called a geodesic ray starting from � in [45].

Remark. In [34], we have used .T /n and Tw in place of Tn and T .w/, respectively.

Throughout this paper, T is a countably infinite set and .T;A/ is a locally finite
tree satisfying #.¹v j .w; v/ 2 Aº/ � 2 for any w 2 T .

Next, we define partitions.

Definition 2.3 (Partition). Let .K;O/ be a compact metrizable topological space hav-
ing no isolated point, where O is the totality of open sets.

A collection of non-empty compact subsets ¹Kwºw2T is called a partition of K
parametrized by .T;A; �/ if it satisfies the following conditions (P1) and (P2):

(P1) K� D K and for any w 2 T , Kw has no isolated point and

Kw D

[
v2S.w/

Kv:

(P2) For any geodesic ray ! 2 †,
T
m�0KŒ!�m is a single point.

Originally in [34], we did not assume that K is connected to include spaces like
the Cantor set. In this paper, however, we will only deal with connected spaces.
In such cases, the assumption thatK has no isolated point is always satisfied unlessK
is a single point.

As an illustrative example of partitions, we present the case of the unit square
Œ�1; 1�2 as a self-similar set. This is an example of the general construction of parti-
tions associated with self-similar sets discussed in Section 4.1.



Framework 15

Example 2.4 (The unit square). Let K D Œ�1; 1�2 and let S D ¹1; 2; 3; 4º. Set p1 D
Œ�1; �1�; p2 D Œ1; �1�; p3 D Œ1; 1� and p4 D Œ�1; 1�. For i 2 S , define fi .x/ D
1
2
.x � pi /C pi for any x 2 R2. Then it is obvious that

K D

[
i2S

fi .K/:

This is the expression of the unit square as the self-similar set with respect to the
collection of contractions ¹fiºi2S . Let

Tn D Sn D ¹i1 : : : in j ij 2 S for any j D 1; : : : ; nº:

In particular, let T0 D ¹�º. Moreover, define T D
S
m�0 Tm and define � WT ! T by

�.i1 : : : ininC1/ D i1 : : : in

for any i1 : : : ininC1 2 TnC1 for n � 1 and �.�/ D �. Define A.w; v/ for w; v 2 T

as A.w; v/D 1 if �.w/D v or �.v/D w except for .w; v/D .�; �/. Then .T;A; �/
is a rooted tree. For w D w1 : : : wn 2 Tn, define

fw D fw1 ı � � � ı fwn and Kw D fw.K/:

Then ¹Kwºw2T is a partition of K parametrized by .T;A; �/. See Figure 2.1.

1 2

34

11 12 21 22

14 13 24 23

31 3241 42

34 3344 43

C

jj

�1.13/

T1 D ¹1; 2; 3; 4º T2 D ¹1; 2; 3; 4º2

Figure 2.1. Partition of the unit square.

The following definition is a collection of notions concerning partitions.

Definition 2.5. Let ¹Kwºw2T be a partition of K parametrized by .T;A; �/.

(1) Define Ow and Bw for w 2 T by

Ow D Kwn
� [
v2Tjwjn¹wº

Kv

�
; Bw D Kw \

� [
v2Tjwjn¹wº

Kv

�
:

If Ow ¤ ; for any w 2 T , then the partition K is called minimal.
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(2) For any A � Tn and w 2 A, define �AM .w/ � Tn as

�AM .w/ D ¹u j u 2 A; there exist u.0/; : : : ; u.M/ 2 A such that

u.0/ D w, u.M/ D u and Ku.i/ \Ku.iC1/ ¤ ;

for any i D 0; : : : ;M � 1º:

For simplicity, for w 2 Tn, we write �M .w/ D �
Tn
M .w/.

(3) ¹Kwºw2T is called uniformly finite if

sup
w2T

#.�1.w// < C1:

If a partition is minimal, then Ow is actually the interior of Kw , and Bw is the
topological boundary of Kw . See [34, Proposition 2.2.3] for details.

In the case of the unit square in Example 2.4, Kw is a square and Ow (resp. Bw )
is the interior (resp. the boundary) of Kw . Therefore, it is minimal. Moreover,

sup
w2T

#.�1.w// � 8;

so that it is uniformly finite.
Now we give the first part of our framework in this paper.
As we declared partially before, through this paper, T is a countably infinite set,

� 2 T , .T;A/ is a locally finite tree satisfying #.¹wj.w; v/ 2 Aº/ � 2 for any w 2 T ,
.K;O/ is a compact connected metrizable space and ¹Kwºw2T is a partition of K
parametrized by .T;A; �/.

Assumption 2.6. (1) For any w 2 T , Kw is connected.

(2) There exist M� and k� 2 N such that

�k�.�M�C1.w// � �M�
.�k�.w// (2.1)

for any w 2 T .

(3) There exists M0 �M� such that

�M�
.u/ \ Sk.w/ � �

Sk.w/
M0

.u/ (2.2)

for any w 2 T , k � 1 and u 2 Sk.w/.

See Figure 2.2 for an illustrative exposition of Assumption 2.6 in the case of the
unit square.

Remark. As is explicitly mentioned in Proposition 2.16, Assumption 2.6 (2) is al-
ways satisfied under mild additional assumptions.
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u

�1.u/

w D �2.u/

S2.w/

w

�2.w/

�.w/

�1�.u/

(2.1)W k� D 1; M� D 1 (2.2)W k D 2; M� DM0 D 1

Figure 2.2. Assumption 2.6: the unit square.

Remark. If M� D 1, then we have �M�
.w/ \ A D �AM�

.w/ for any w and A. So in
this case, by choosing M0 DM� D 1, Assumption 2.6 (3) is always satisfied.

Throughout this paper, we set

L� D sup
w2T

#.�1.w//: (2.3)

Then, for any m 2 N,
sup
w2T

#.�m.w// � .L�/
m:

Under Assumption 2.6 (2), if the partition ¹Kwºw2T is replaced by the parti-
tion ¹Kwºw2T .k�/ , where T .k�/ D

S
i�0 Tik� , the constant k� can be regarded as 1.

So doing such a replacement, we will adopt the following assumption.

Assumption 2.7. The constant k� appearing in (2.1) is 1.

For a given partition ¹Kwºw2T , we always associate the following graph struc-
ture E�

n on Tn.

Proposition 2.8. For n � 0, define

E�
n D ¹.w; v/ j w; v 2 Tn; w ¤ v; Kw \Kv ¤ ;º:

Then .Tn;E�
n / is a non-directed graph. Under Assumption 2.6, .Tn;E�

n / is connected
for any n � 0, and

�1.w/ D ¹v j v 2 Tn; .w; v/ 2 E
�
nº

for any n � 0 and w 2 Tn.

Remark. In [34], E�
n is denoted by J h1;n.

Definition 2.9. For w 2 Tn, define

@Sm.w/ D ¹v j v 2 Sm.w/; there exists v0 2 TnCm
such that .v; v0/ 2 E�

nCm and �m.v0/ ¤ wº:
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The set @Sm.w/ is a kind of a boundary of Sm.w/. In fact, it is easy to see

@Sm.w/ D ¹v j v 2 Sm.w/; Kv \ Bw ¤ ;º;

where Bw is the topological boundary of Kw as is mentioned above. So the next
assumption means that the boundary is not the whole space.

Assumption 2.10. There existsm0 � 1 such that Sm.w/n@Sm.w/¤; for anyw 2 T

and m � m0.

In Figure 2.3, we have an illustrative exposition of Assumption 2.10 in the case
of the unit square.

x

y

U1.x W 2/

U1.y W 2/

m0 D 2

@S2.w/

S2.w/n@S2.w/

Assumption 2.10 Assumption 2.15 (2B)

Figure 2.3. Assumptions 2.10 and 2.15 (2B); the unit square.

Definition 2.11. For w 2 T , M � 1 and k � 1, define

BM;k.w/ D
®
v j v 2 Sk.w/; �M�1.v/ \ @S

k.w/ ¤ ;
¯
:

Remark. B1;k.w/ D @Sk.w/.

The final assumption is an assumption on a measure � on K.

Assumption 2.12. The measure � is a Borel regular probability measure on K sat-
isfying

�.Kw/ D
X

v2S.w/

�.Kv/ (2.4)

for any w 2 T . There exists  2 .0; 1/ such that

�.Kw/ � �.K�.w// (2.5)

for any w 2 T . This property is called “super-exponential” in [34]. Moreover, there
exists � > 0 such that if w; v 2 T , jwj D jvj and .w; v/ 2 E�

jwj
, then

�.Kw/ � ��.Kv/ (2.6)
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The above condition (2.6) corresponds to the gentleness of the measure � intro-
duced in [34]. Indeed, if � has the volume doubling property, then this condition is
satisfied. See Proposition 2.16 and its proof below for an exact statement.

Lemma 2.13. Under Assumptions 2.6, 2.10 and 2.12,

(1) � is exponential, i.e., � satisfies (2.5) and there exist m1 � 1 and 1 2 .0; 1/
such that �.Kv/ � 1�.Kw/ for any w 2 T and v 2 Sm1.w/.

(2) supw2T #.S.w// <1.

Throughout this paper, we set

N� D sup
w2T

#.S.w//: (2.7)

Proof. (1) In fact, we set m1 D m0. For any w with jwj � 1 and m � 0, we see that
@Sm.w/ ¤ ; because K is connected. Hence by Assumption 2.10, #.Sm0.w// � 2

for any w 2 T . Let v 2 Sm1.w/. Then there exists u 2 Sm1.w/ with v ¤ u. By (2.5),

�.Kw/ � �.Kv/C �.Ku/ � �.Kv/C m1�.Kw/;

so that �.Kv/ � .1 � m1/�.Kw/.
(2) �.Kw/ D

X
v2S.w/

�.Kv/ � 
X

v2S.w/

�.Kw/ D #.S.w//�.Kw/.

Hence #.S.w// � 1


.

Lemma 2.14. Under Assumptions 2.6, 2.10 and 2.12,

Sm.w/nBM;m.w/ ¤ ;

for any w 2 T , M � 1 and m �Mm0. Moreover,

�
� [
v2Sn.Sm.w/nBM;m.w//

Kv

�
� m0M�.Kw/ (2.8)

for any w 2 T , n � 0 and m �Mm0.

Proof. By Assumption 2.10, we can inductively choose vi 2 S im0.w/ for i � 1

such that viC1 2 Sm0.vi /n@S
m0.vi / for any i � 1. At the same time, we see vi …

Bi;im0.w/. If m0i < k � m0.i C 1/, then v … Bi;k.w/ for v D �m0.iC1/�k.viC1/.
So the first part of the claim has been verified. Now if v 2 Sm.w/nBM;m.w/, then

�
� [
v2Sn.Sm.w/nBM;m.w//

Kv

�
� �.Kv/ � m0M�.Kw/

by Assumption 2.12.
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Until now, we have not considered any metric of .K; O/, which was merely
assumed to be compact and metrizable. The introduction of a metric d on K having
suitable properties enables us to integrate the above assumptions into the following
one.

Assumption 2.15. The metric space .K;d/ is a compact connected metric space and
diam.K; d/ D 1, where

diam.A; d/ D sup
x;y2A

d.x; y/

for a subset A � B . The partition ¹Kwºw2T is minimal and uniformly finite.

(1) For any w 2 T , Kw is connected.

(2) There exist M� � 1 and r 2 .0; 1/ such that the following properties hold:

(2A) Define hr WT ! .0; 1� as hr.w/D r jwj. Then there exist c1; c2 > 0 such
that

c1hr.w/ � diam.Kw ; d / � c2hr.w/

for any w 2 T .

(2B) For x 2 K and n � 1, define

UM .x W n/ D
[
w2Tn
x2Kw

[
v2�M .w/

Kv:

(See Figure 2.3 for examples of U1.� W 2/ in the case of the unit square.)
Then there exist c1; c2 > 0 such that

Bd .x; c1r
n/ � UM�

.x W n/ � Bd .x; c2r
n/

for any n � 1 and x 2 K, where Bd .x; r/ D ¹y j d.x; y/ < rº.

(2C) There exist c > 0 such that, for any n � 1 and w 2 Tn, there exists
x 2 Kw such that

Kw � Bd .x; cr
n/:

(3) � is a Borel regular probability measure on K. Moreover, � is exponential
and has the volume doubling property with respect to the metric d . Further-
more, � satisfies (2.4) for any w 2 T .

(4) There exists M0 such that (2.2) holds for any w 2 T , k � 1 and u 2 Sk.w/.

(5) For any w 2 T , �.�M�C1.w// � �M�
.�.w//.

Remark. In the terminology of [34], (2A) corresponds to the bi-Lipschitz equiva-
lence of d and hr , (2B) says that the metric d is M�-adapted to hr and (2C) together
with (2B) yields d being thick. The combination of (2A), (2B) and (2C) is equivalent
to that of (BF1) and (BF2) in [34, Section 4.3].
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Remark. Modifying the original partition ¹Kwºw2T , we may always obtain As-
sumption 2.15 (5) from Assumption 2.15 (1), (2), (3), and (4). Namely, by Propo-
sition 2.16, we have k� satisfying (2.1) under Assumption 2.15 (1), (2), (3) and (4).
So, replacing the original partition ¹Kwºw2T with ¹Kwºw2T .k�/ , we may suppose
k� D 1.

Proposition 2.16. Assumption 2.15 (1), (2), (3) and (4) suffice Assumptions 2.6, 2.10
and 2.12.

Proof. About Assumption 2.6, (1) and (3) are included in Assumption 2.15. Since d
isM�-adapted, [34, Proposition 4.4.4] shows the existence of k� required in Assump-
tion 2.6 (2). By (2C) and (2B), there exists m0 � 1 such that

Kw � Bd .x; cr
n/ � UM�

.x W nCm0/

for any n � 1 and w 2 Tn, where the point x 2 Kw is chosen as in (2C). So if v 2

TnCm0 and x 2 Kv , then Kv � Bd .x; cr
n/ and hence Kv \ Bw D ;. Therefore,

Assumption 2.10 is satisfied. Assumption 2.15 includes (2.4) and (2.5) follows from
the fact that � is exponential. Finally, (2.6) is a consequence of the volume doubling
property by [34, Theorem 3.3.4].

Under Assumption 2.15, we may suppose further properties of the metric d and
the measure �. Namely, if ˛ > dimAR.K; d/, then by (1.1), there exist an ˛-Ahlfors
regular metric d� which is quasisymmetric to d and a Borel regular measure � which
is ˛-Ahlfors regular with respect to d�, i.e., there exist c1; c2 > 0 such that

c1r
˛
� �.Bd�.x; r// � c2r

˛ (2.9)

for any x 2K and r 2 .0; 2diam.K;d/�. Replacing d and � by d� and �, respectively,
we may assume that d is ˛-Ahlfors regular. Note that if � is ˛-Ahlfors regular with
respect to d , then ˛ is the Hausdorff dimension of .K; d/.

2.2 Conductance constant

In this section, we introduce the conductance constant EM;p;m.w; A/ and show the
existence of a partition of unity whose p-energies are estimated by conductance con-
stants from above. In the next section, using the method of combinatorial modulus,
we will establish a sub-multiplicative inequality of conductance constants.

Through this section, T is a countably infinite set, � 2 T , .T;A/ is a locally finite
tree satisfying #.¹wj.w; v/ 2 Aº/ � 2 for any w 2 T , .K;O/ is a compact connected
metrizable space and ¹Kwºw2T is a partition of K parametrized by .T;A; �/. More-
over, hereafter in this paper, we always presume Assumptions 2.6, 2.7, 2.10 and 2.12.
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To begin with, we define p-energies of functions on graphs .Tn; E�
n / and the associ-

ated p-conductances between subsets.

Notation. Let A be a set. Set

`.A/ D ¹f j f WA! Rº: (2.10)

Definition 2.17. (1) Let A � Tn. For f 2 `.A/, define Enp;A.f / by

Enp;A.f / D
1

2

X
u;v2A;.u;v/2E�

n

jf .u/ � f .v/jp:

In particular, if A D Tn, we define Enp .f / D Enp;Tn.f / for f 2 `.Tn/.

(2) Let A � Tn and let A1; A2 � A. Define

Ep;m.A1; A2; A/ D inf
®
EnCm
p;Sm.A/

.f / j f 2 `.Sm.A//; f jSm.A1/ � 1;

f jSm.A2/ � 0
¯
:

(3) Let A � Tn. For w 2 A, define

EM;p;m.w;A/ D Ep;m.¹wº; An�
A
M .w/; A/;

which is called the p-conductance constant of w in A at level m.

For simplicity, we often denote a set consisting of a single point, ¹wº, by w.
For example, if A1 and A2 are single points u and v respectively, we sometimes write
Ep;m.u; v; A/ instead of Ep;m.¹uº; ¹vº; A/.

Remark. As we have mentioned in the introduction, the quantity EM;p;m.w;A/ can
be regarded as “p-capacity” from the viewpoint of the potential theory.

Lemma 2.18. For any w 2 T , k � 0 and u 2 Sk.w/,

EM0;p;m.u; S
k.w// � EM�;p;m.u; TjwjCk/:

Proof. This follows from Assumption 2.6 (3).

Remark. In the case M� D 1, we always have �A1 .w/ D �1.w/ \ A. Hence even
without (2.2),

E1;p;m.w; S
k.w// � E1;p;m.w; TjwjCk/

for any w 2 T , k � 0 and u 2 Sk.w/.

The following lemma shows the existence of a partition of unity.
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Lemma 2.19. Let p � 1 and let A � Tn. For any w 2 A, there exists 'w WSm.A/!
Œ0; 1� such thatX

w2A

'w � 1; 'w jSm.w/ � .L�/
�M ; 'w jSm.A/nSm.�A

M
.w// � 0

and
EnCm
p;Sm.A/

.'w/ � ..L�/
2MC1

C 1/p max
w02�A

2MC1
.w/

EM;p;m.w
0; A/:

Proof. Choose hw 2 `.Sm.A// such that hw jSm.w/ � 1, hw jSm.A/nSm.�A
M
.w// � 0,

and EM;p;m.w;A/ D EnCm
p;Sm.A/

.hw/. Define h 2 `.Sm.A// as

h.v/ D
X
w2A

hw.v/

for any v 2 Sm.A/. Note that 1 � h.v/ � .L�/
M . Set

'w D
hw

h
and EnCm.w/ D E�

nCm \ Sm.�AMC1.w//
2:

It follows that 'w.u/D 'w.v/D 0 for any .u;v/ …EnCm.w/. Let .u;v/ 2EnCm.w/.
Then hw.v/.hw0.v/ � hw0.u// D 0 for any w0 … �A2MC1.w/. Hence

j'w.u/ � 'w.v/j D
ˇ̌̌ 1

h.u/h.v/
.h.v/.hw.u/ � hw.v//C hw.v/.h.v/ � h.u///

ˇ̌̌
� jhw.u/ � hw.v/j C

X
w02�A

2MC1
.w/

jhw0.u/ � hw0.v/j:

Set C D .L�/
2MC1 C 1. Then the last inequality yields

EnCmp .'w/ D
1

2

X
.u;v/2EnCm.w/

j'w.u/ � 'w.v/j
p

�
Cp�1

2

X
.u;v/2EnCm.w/

�
jhw.u/ � hw.v/j

p

C

X
w02�A

2MC1
.w/

jhw0.u/ � hw0.v/jp
�

� Cp�1
�
EnCm
p;Sm.A/

.hw/C
X

w02�A
2MC1

.w/

EnCm
p;Sm.A/

.hw0/
�

� Cp max
w02�A

2MC1
.w/

EM;p;m.w
0; A/:

In particular, in the case A D Tn, the associated partition of unity defined below
will be used to show the regularity of the p-energy constructed in Section 3.1.
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Definition 2.20. For w 2 T , define h�M;w;m 2 `.TjwjCm/ as the unique function h
satisfying hjSm.w/ D 1, hjTjwjCmnSm.�M .w// D 0 and

E jwjCm
p .h/ D EM;p;m.w; Tjwj/:

Moreover, define '�
M;w;m 2 `.TjwjCm/ by

'�
M;w;m D

h�M;w;mP
v2Tjwj

h�M;v;m
:

By the proof of Lemma 2.19,

EnCmp .'�
M;w;m/ � ..L�/

2MC1
C 1/p max

v2Tn
EM;p;m.v; Tn/

for any w 2 Tn.

2.3 Combinatorial modulus

Another principal tool of this paper is the notion of combinatorial modulus of a path
family of a graph introduced in [11]. The general theory will be briefly reviewed in
Appendix 6.3. In this section, we introduce the notion of the p-modulus of paths
between two sets and show a sub-multiplicative inequality for them. As in the last
section, T is a countably infinite set, � 2 T , .T;A/ is a locally finite tree satisfying
#.¹wj.w; v/ 2 Aº/ � 2 for any w 2 T , .K;O/ is a compact connected metrizable
space and ¹Kwºw2T is a partition of K parametrized by .T;A; �/.

Definition 2.21. Let M;m 2 N.

(1) Define
E�
M;m D ¹.w; v/ j w; v 2 Tm; v 2 �M .w/º:

Note that E�
m D E�

1;m. Moreover, define

�m.w; v/ D min¹M j v 2 �M .w/º

for w; v 2 Tm. �m.w; v/ is called the graph distance of the graph .Tm; E�
m/.

(2) Let A � Tn and let A1; A2 � A. For k � 0, define

C .M/
m .A1; A2; A/ D ¹.v.1/; : : : ; v.l// j v.i/ 2 Sm.A/ for any i D 1; : : : ; l ;

there exist v.0/ 2 Sm.A1/ and v.l C 1/ 2 Sm.A2/ such

that .v.i/; v.i C 1// 2 E�
M;nCm for any i D 0; : : : ; lº;

A.M/
m .A1; A2; A/ D

®
f j f WTnCm ! Œ0;1/;

Pl
iD1 f .w.i// � 1

for any .w.1/; : : : ; w.l// 2 C .M/
m .A1; A2; A/

¯
(2.11)
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and
M.M/
p;m .A1; A2; A/ D inf

f 2A
.M/
m .A1;A2;A/

X
u2TnCm

f .u/p: (2.12)

(3) For w 2 Tn, define

C
.M/
N;m.w/ D C .M/

m .¹wº; �N .w/
c ; Tn/;A

.M/
N;m.w/ D A.M/

m .¹wº; �N .w/
c ; Tn/

and
M
.M/
N;p;m.w/ D M.M/

p;m .¹wº; �N .w/
c ; Tn/:

The quantity M
.M/
p;m .A1; A2; A/ is called the p-modulus of the family of paths

between A1 and A2 inside A.

Remark. In (2.11) and (2.12), the domain of f is TnCm. However, since we only
use f .u/ for u 2 Sm.A/ in (2.11) and the sum in (2.12) becomes smaller by setting
f .u/ D 0 for u 2 TnCmnS

m.A/, we may think of the domain of f as Sm.A/.

As in the case of conductances, if A1 and A2 consist of single points u and v,
respectively, then we write C

.M/
m .u; v;A/, A

.M/
m .u; v;A/ and M

.M/
p;m .u; v;A/ instead

of C
.M/
m .¹uº; ¹vº; A/, A

.M/
m .¹uº; ¹vº; A/ and M

.M/
p;m .¹uº; ¹vº; A/, respectively.

In accordance with [34, Proposition 4.8.4], the following simple relation between
Ep;m.A1; A2; A/ and M

.1/
p;m.A1; A2; A/ holds. Hence to know M

.1/
p;m.A1; A2; A/ is

essentially to know Ep;m.A1; A2; A/.

Lemma 2.22. LetA� Tn and letA1;A2 �A withA1 \A2 D;. Then for anym� 1

and p > 0,

1

L�

Ep;m.A1; A2; A/ � M.1/
p;m.A1; A2; A/

� 2max¹1; .L�/
p�1

ºEp;m.A1; A2; A/: (2.13)

The following theorem is the main result of this section.

Theorem 2.23 (Sub-multiplicative inequality). Let k0; L;M 2 N. Suppose that

�k0.�LC1.u// � �M .�
k0.u//

for any u 2 T . Then

M
.1/

M;p;kCl
.w/ � c2.23M

.1/

M;p;k
.w/ max

v2Sk.�M .w//
M
.1/

L;p;l
.v/

for any l 2 N, k � k0, w 2 T and p > 0, where c2.23 depends only on p;L� and L.

Remark. If �k0.�LC1.u// � �M .�
k0.u//, then �k.�LC1.u// � �M .�

k.u// for
any k � k0.
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Similar sub-multiplicative inequalities for moduli of curve families have been
shown in [11, Proposition 3.6], [14, Lemma 3.8] and [34, Lemma 4.9.3].

By Assumption 2.7, the assumption �k0.�LC1.u// � �M .�
k0.u// is satisfied

withM DLDM� and k0D 1. This fact along with Lemma 2.22 shows the following
sub-multiplicative inequality of conductance constants.

Corollary 2.24. For any n; k; l � 1, w 2 Tn and p � 1.

EM�;p;kCl.w; Tn/ � c2.24EM�;p;k.w; Tn/ max
v2Sk.�M .w//

EM�;p;l.v; TnCk/; (2.14)

where the constant c2.24 D c2.24.p;L�;M�/ depends only on p, L� and M�.

The rest of this section is devoted to a proof of Theorem 2.23.

Lemma 2.25. Let A � Tn and let A1; A2 � A with A1 \ A2 D ;. Assume that
�M .u/\ S

m.A/ is connected for any u 2 Sm.A/. Then

M.1/
p;m.A1; A2; A/ � M.M/

p;m .A1; A2; A/ � .L�/
.pC1/MM.1/

p;m.A1; A2; A/:

Proof. By definition,

C .M/
m .A1; A2; A/ � C .1/m .A1; A2; A/ and A.M/

m .A1; A2; A/ � A.1/
m .A1; A2; A/:

This shows
M.1/
p;m.A1; A2; A/ � M.M/

p;m .A1; A2; A/:

Define Hu D �M .u/ for any u 2 TnCm. Then

#.Hu/ � .L�/
M and #.¹v j u 2 Hvº/ � .L�/

M :

Let .u.1/; : : : ;u.l//2C
.M/
m .A1;A2;A/. Then there exist u.0/2Sm.A1/\�M .u.1//

and u.l C 1/ 2 Sm.A2/\ �M .u.l//. Since u.0/ and u.1/ is connected by a chain in
�M .u.1// and u.i/ and u.i C 1/ is connected by a chain for i D 1; : : : ; l in �M .u.i//,
we have a chain belonging to C

.1/
m .A1;A2;A/ and contained in

S
iD1;:::;nHu.i/. Thus

Lemma C.4 shows

M.M/
p;m .A1; A2; A/ � .L�/

.pC1/MM.1/
p;m.A1; A2; A/:

Proof of Theorem 2.23. Let f 2A
.LC1/

M;k
.w/ and let gv 2A

.1/

L;l
.v/ for any v 2 TjwjCk .

Define hWTjwjCkCl ! Œ0;1/ by

h.u/ D max
®
f .v/gv.u/ j v 2 �L.�

l.u// \ Sk.�M .w//
¯
�SkCl .�M .w//.u/:

Claim 1. h 2 A
.1/

M;kCl
.w/.
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Proof. Let .u.1/; : : : ; u.m// 2 C
.1/

M;kCl
.w/. There exist such u.0/ 2 SkCl.w/ and

u.mC 1/2 TjwjCkClnS
kCl.�M .w// that u.0/2�1.u.1// and u.mC 1/2�1.u.m//.

Set v.i/ D � l.u.i// for i D 0; : : : ; mC 1. Let v�.0/ D v.0/ and let i0 D 0. Define
n�, v�.n/ and in for i D 1; : : : ; n� inductively as follows: If

max¹j j in � j � m; v.j / 2 �L.v�.n//º D m;

then n D n�. If

max¹j j in � j � m; v.j / 2 �L.v�.n//º < m;

then define

inC1 D max¹j j in � j � m; v.j / 2 �L.v�.n//º C 1 and v�.nC 1/ D v.inC1/:

The fact that �k.�LC1.v�.0///��M .�k.v.0/// implies n� � 1. Since v.inC1 � 1/2
�L.v�.n//, we have v�.nC 1/ 2 �LC1.v�.n//. Hence

.v�.1/; : : : ; v�.n�// 2 C
.LC1/

M;k
.w/:

Moreover, since v�.n � 1/ … �L.v�.n// for n D 1; : : : ; n�, there exist jn and mn
such that in�1 < jn �mn < in and .u.jn/; : : : ; u.mn// 2 C

.1/

L;l
.v�.n//. Since gv�.n/ 2

A
.1/

L;l
.v�.n//, we have

mnX
iDjn

h.u.i// �

mnX
iDjn

f .v�.n//gv�.n/.u.i// � f .v�.n//:

This and the fact that .v�.1/; : : : ; v�.n�// 2 C
.LC1/

M;k
.w/ yield

mX
iD1

h.u.i// �

n�X
jD1

f .v�.j // � 1:

Thus Claim 1 has been verified. �

Set C0 D max¹.L�/
L.p�1/; 1º. Then by Lemma A.1, for u 2 SkCl.�M .w//,

h.u/p �

� X
v2�L.�l .u//\Sk.�M .w//

f .v/gv.u/

�p
� C0

X
v2�L.�l .u//\Sk.�M .w//

f .v/pgv.u/
p:

The above inequality and Claim 1 yield

M
.1/

M;p;kCl
.w/ �

X
u2SkCl .�M .w//

h.u/p � C0
X

v2Sk.�M .w//

X
u2TjwjCkCl

f .v/pgv.u/
p:
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Taking infimum over gv 2 A
.1/

L;l
.v/ and f 2 A

.LC1/

M;k
.w/, we have

M
.1/

M;p;kCl
.w/ � C

X
v2Sk.�M .w//

f .v/pM
.1/

L;p;l
.v/

� C0
X

v2TjwjCk

f .v/p max
v2Sk.�M .w//

M
.1/

L;p;l
.v/

� C0M
.LC1/

M;p;k
.w/ max

v2Sk.�M .w//
M
.1/

L;p;l
.v/:

Finally, applying Lemma 2.25, we have the desired inequality. This completes the
proof of Theorem 2.23.

2.4 Neighbor disparity constant

Another important constant in this paper is �p;m.�/, which is called the neighbor
disparity constant. The neighbor disparity constant controls the differences between
means of a function on several cells via the p-energy of the function. For p D 2,
�2;m was introduced in [36] for the case of self-similar sets.

Notation. For A � Tn and f 2 `.A/, define

.f /A D
1P

v2A �.Kw/

X
v2A

f .w/�.Kw/:

Furthermore, set
E�
n .A/ D .A � A/ \E�

n : (2.15)

Definition 2.26. Let A � Tn.

(1) Define Pn;mW `.Sm.A//! `.A/ by

.Pn;mf /.w/ D .f /Sm.w/

for any f 2 `.Sm.A// and w 2 A.

(2) For m � 0 and p � 1, define

�p;m.A/ D sup
f 2`.Sm.A//

Enp;A.Pn;mf /

EnCm
p;Sm.A/

.f /
;

which is called the p-neighbor disparity constant of A at level m.

(3) Let ¹GiºiD1;:::;k be a collection of subsets of Tn. The family ¹GiºiD1;:::;k is
called a covering of .A;E�

n .A// with covering numbers .NT ; NE / if

A D

k[
iD1

Gi ; max
x2A

#.¹i j x 2 Giº/ � NT ;
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and for any .u; v/ 2 E�
n .A/, there exist l � NE and ¹w.1/; : : : ; w.l C 1/º � A such

that w.1/ D u, w.l C 1/ D v and .w.i/; w.i C 1// 2
S
jD1;:::;k E

�
n .Gj / for any

i D 1; : : : ; l .

Remark. The neighbor disparity constant �p;m.w; v/ defined in the introduction is
equal to �p;m.A/ with A D ¹w; vº.

One of the advantages of neighbor disparity constants is their compatibility with
the integral projection Pn;m from `.TnCm/ to `.Tn/ as follows.

Lemma 2.27 ([36, Lemma 2.12]). Let A be a connected subset of Tn, let m � 0 and
let ¹GiºkiD1 be a covering of .A;E�

n .A// with covering numbers .NT ; NE /. Then

Enp;A.Pn;mf / � c2.27 max
iD1;:::;k

�p;m.Gi /E
nCm
p;Sm.A/

.f /

for any f 2 `.Sm.A//, where c2.27 D .L�/
NE .NE /

p�1NT , and

�p;m.A/ � c2.27 max
iD1;:::;k

�p;m.Gi /:

In particular, if A1; A2 � A, then

Ep;0.A1; A2; A/ � c2.27 max
iD1;:::;k

�p;m.Gi /Ep;m.A1; A2; A/ (2.16)

for any m � 0.

Proof. For .w; v/ 2 E�
n , set

Dl.w; v/ D ¹.u1; u2/ j .u1; u2/ 2 E
�
n ; there exists .w.1/; : : : ; w.l/; w.l C 1//

such that w.1/ D u1; w.l C 1/ D u2

and .w.i/; w.i C 1// D .w; v/ for some i D 1; : : : ; lº:

If .u1; u2/ 2 Dl.w; v/, then u1 2 �l�1.w/ and u2 2 �1.u1/. Hence

#.Dl.w; v// � .L�/
l :

Since ¹GiºiD1;:::;k is a covering of A with covering numbers .NT ; NE /, we have

Enp;A.Pn;mf / D
1

2

X
.u1;u2/2E

�
n .A/

jPn;m.f /.u1/ � Pn;m.f /.u2/j
p

� .NE /
p�1 max

.w;v/2E�
n

#.DNE .w; v//
kX
iD1

Emp;Gi .Pn;mf /

� .L�/
NE .NE /

p�1

kX
iD1

�p;m.Gi /E
nCm
p;Sm.Gi /

.f /

� c2.27 max
iD1;:::;k

�p;m.Gi /E
nCm
p;Sm.A/

.f /:
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Next, choose f such that f jA1 � 1, f jA0 � 0 and Ep;m.A1; A2; A/ D EnCm
p;Sm.A/

.f /.
Then

Ep;0.A1; A2; A/ � Enp;A.Pn;mf /:

So we have (2.16).

Lemma 2.28 ([36, Proposition 2.13 (3)]). Let p � 1 and let A � Tk . If ¹BiºiD1;:::;l
is a covering of .Sn.A/;E�

kCn
.Sn.A/// with covering number .NT ; NE /, then

�p;nCm.A/ � c2.27�p;n.A/ max
iD1;:::;l

�p;m.Bi /:

Proof. By Lemma 2.27, for any f 2 `.TkCnCm/,

Ekp;A.Pk;n.PkCn;mf // � �p;n.A/E
kCn
p;Sn.A/

.PkCn;mf /

� �p;nc2.27�p;n.A/ max
iD1;:::;l

�p;m.Bi /E
kCnCm

p;SmCn.A/
.f /:

Due to Theorem 3.33, we will see that if p > dimAR.K; d/, then it is enough to
consider neighbor disparity constants for a family J� D ¹¹w;vºj.w; v/ 2

S
n�0E

�
nº.

As we will mention right after Example 2.30, however, allowing all the pairs in J�

might cause a trouble, so that we need the following notion of a covering system in
general.

Definition 2.29. Let J �
S
n�0¹A j A � Tnº. The collection J is called a covering

system with covering numbers .NT ; NE / if the following conditions are satisfied:

(1) supA2J #.A/ <1.

(2) For any w 2 T and m � 1, there exists a finite subset N � J such that N is
a covering of .Sm.w/;E�

nCm.S
m.w/// with covering numbers .NT ; NE /.

(3) For any G 2 J andm � 0, if G � Tn, then there exists a finite subset N � J

such that N is a covering of .Sm.G/; E�
nCm.S

m.G/// with covering numbers
.NT ; NE /.

For a covering system J, set

�J
p;m;n D max¹�p;m.A/ j A 2 J; A � Tnº and �J

p;m D sup
n�0

�J
p;m;n:

Remark. By (2.6), applying Theorem 6.10, we see that

0 < �J
p;m;n <1 and 0 < �J

p;m <1:

Example 2.30. Define

J� D ¹¹w; vº j .w; v/ 2 E�
n for some n � 0º:

Then J� is a covering system with covering numbers .L�; 1/.

If we allow all the pairs in J�, we may end up with the following situation.
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Proposition 2.31. Let J be a covering system and let ¹w; vº 2 J. Assume Kw \Kv
is a single point ¹xº, and for anym� 0, there existw0 2 Sm.w/ and v0 2 Sm.v/ such
that ¹w0; v0º D ¹u j u 2 TnCm; x 2 Kuº. Then

�
J

p;m;jwj
� 1 and �J

p;m � 1

for any p > 0 and m � 0.

Proof. Set n D jwj. Let f D �Sm.w/. Then Pn;mf D �¹wº. Hence

EnCm
p;Sm.w/[Sm.v/

.f / D 1 and Enp;¹w;vº.Pn;mf / D 1;

so that �p;m.¹w; vº/ � 1.

As we will observe in the following sections, the consequence of the above propo-
sition should be avoided if p < dimAR.K; d/ because we expect (but do not have
a proof in general) that limm!0 �

J
p;m D 0 for p < dimAR.K; d/. For example, a suit-

able substitute of J� for the unit square described in Example 2.4 is given as follows.

Example 2.32. Let K be the unit square Œ�1; 1�2 treated in Example 2.4. Define

J` D ¹¹w; vº j ¹w; vº 2 J�; Kw \Kv is a line segmentº;

where the subscript ` in J` represents the word “line”. Then J` is a covering system
with covering numbers .4; 2/. Note that no ¹w; vº 2 J` satisfies the assumption of
Proposition 2.31.

Similar modification of J� can be made in the case of subsystems of cubic tilings
studied in Section 4.3 including the Sierpiński carpet. See (4.15) for details.

Now, we start to investigate the properties of the neighbor disparity constants of
a fixed covering system.

The following lemma is a consequence of Lemma 2.27 connecting the conduc-
tance constants with the neighbor disparity constants.

Lemma 2.33. Let J be a covering system with covering numbers .NT ; NE /. Let
p � 1 and let w 2 T . For any k � 1, m; l � 0 and v 2 Sk.w/,

EM;p;m.v; S
k.w// � c2.27�

J

p;l;jwjCkCm
EM;p;mCl.v; S

k.w//: (2.17)

In particular, there exists c2.33, depending only on NT ; NE , M;p and L�, such that
if Sk.w/ ¤ �

Sk.w/
M .v/, then

c2.33 � �
J

p;l;jwjCk
EM;p;l.v; S

k.w// (2.18)

for any n � 1 and l � 0.
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Proof. Let AD SkCm.w/ and choose a covering N � J of SkCm.w/ with covering
number .NT ; NE /. Then by (2.16),

Ep;0.S
m.v/; Sm.�

Sk.w/
M .v/c/; SmCk.w//

� c2.27 max
G2N

�p;l.G/Ep;l.S
m.v/; Sm.�

Sk.w/
M .v/c/; SmCk.w//:

This implies (2.17). To obtain (2.18), letting m D 0 in (2.17), we have

EM;p;0.v; S
k.w// � c2.27�

J

p;l;jwjCk
EM;p;l.v; S

k.w//:

According to Theorem 6.3, cE.L�; .L�/
M�1; p/ � EM;p;0.v; S

k.w//. This immedi-
ately implies (2.18).

Another important consequence of Lemma 2.27 is a sub-multiplicative inequality
of neighbor disparity constants.

Lemma 2.34. Let J be a covering system with covering numbers .NT ; NE / and let
p � 1. Then

�
J

p;nCm;k
� c2.27�

J

p;n;k
�

J

p;m;kCn

for any n;m; k 2 N.

Proof. This is straightforward by Lemma 2.28.

In the rest of this section, we study an estimate of the difference f .u/� f .v/ for
f W Tn ! R and u; v 2 T by means of the p-energy Enp .f / and neighbor disparity
constants.

Lemma 2.35. Let J be a covering system with covering numbers .NT ; NE /. Let
w 2 T and let m � 1. For any f 2 `.Sm.w// and u 2 S.w/,

j.f /Sm.w/ � .f /Sm�1.u/j � N�.�
J

p;m�1;jwjC1
/
1
pE

jwjCm

p;Sm.w/
.f /

1
p :

Proof. Let N � J be a covering of .S.w/; E�
jwjC1

.S.w/// with covering numbers
.NT ;NE /. For any v 2 S.w/, there exist v1; v2; : : : ; vk 2 S.w/ and G1; : : : ;Gk 2 N

such that k � N�, v1 D v, vk D u and .vi ; viC1/ 2 E�
n .Gi / for any i D 1; : : : ; k � 1.

Hence

j.f /Sm�1.v/ � .f /Sm�1.u/j

�

k�1X
iD1

j.f /Sm�1.vi /
� .f /Sm�1.viC1/

j �

k�1X
iD1

E
jwjC1
p;Gi

.PjwjC1;m�1f /
1
p

� .�
J

p;m�1;jwjC1
/
1
p

k�1X
iD1

E
jwjCm

p;Sm�1.Gi /
.f /

1
p �N�.�

J

p;m�1;jwjC1
/
1
pE

jwjCm

p;Sm.w/
.f /

1
p:
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Combining this with

.f /Sm.w/ � .f /Sm�1.u/ D
1

�.w/

X
v2S.w/

..f /Sm�1.v/ � .f /Sm�1.u//�.v/;

we obtain the desired inequality.

Lemma 2.36. Suppose that J is a covering system with covering numbers .NT ;NE /.
For any u; v 2 Tn and f 2 `.TnCm/,

j.f /Sm.u/ � .f /Sm.v/j � NE�n.u; v/
�
�J
p;m;nEnCmp .f /

� 1
p :

Proof. Suppose that N � J is a covering of Tn with covering number .NT ; NE /.
Set N D �n.u; v/ and g D Pn;mf . There exists .u.1/; : : : ; u.N C 1// � Tn such
that u.1/ D u; u.N C 1/ D v and .u.i/; u.i C 1// 2 E�

n for any i D 1; : : : ; N . For
any i , there exist Gi;1; : : : ; Gi;NE 2 H and .u.i; 1/; : : : ; u.i; NE C 1// such that
u.i; 1/ D u.i/; u.i; NE C 1/ D u.i C 1/ and .u.i; j /; u.i; j C 1// 2 E�

n .Gi;j / for
any j D 1; : : : ; NE . Then,

jg.u/ � g.v/j �

NX
iD1

jg.u.i// � g.u.i C 1//j

�

NX
iD1

�
.NE /

p�1

NEX
jD1

jg.u.i; j // � g.u.i; j C 1//jp
� 1
p

�

NX
iD1

�
.NE /

p�1

NEX
jD1

Enp;Gi;j .Pn;mf /
� 1
p

�

NX
iD1

�
.NE /

p�1�J
p;m;n

NEX
jD1

Enp;Sm.Gi;j /.f /
� 1
p

�

NX
iD1

�
.NE /

p�1�J
p;m;nNEEnCmp;TnCm

.f /
� 1
p

� NNE
�
�J
p;m;nEnCmp .f /

� 1
p :

Lemma 2.37. Let J be a covering system with covering numbers .NT ; NE /. Let
n � m. Then, for any u; v 2 Tn and f 2 `.Tn/,

jf .u/ � f .v/j �
�
NE�m.�

n�m.u/; �n�m.v//.�J
p;n�m;m/

1
p

C 2N�

n�mX
iD1

.�
J
p;n�m�i;mCi /

1
p

�
Enp .f /

1
p : (2.19)
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Proof. Set v.i/ D �n�m�i .v/ for i D 0; : : : ; n �m. Then by Lemma 2.35,

jf .v/ � .f /Sn�m.�n�m.v//j �

n�mX
iD1

j.f /Sn�m�i .v.i// � .f /Sn�m�iC1.v.i�1//j

� N�

n�mX
iD1

.�
J
p;n�m�i;mCi /

1
pEnp .f /

1
p : (2.20)

The same inequality holds if we replace v by u. Set v0 D �n�m.v/ and u0 D �n�m.u/.
Applying Lemma 2.36, we obtain

j.f /Sn�m.u0/ � .f /Sn�m.v0/j � NE�m.u
0; v0/.�J

p;n�m;m/
1
pEnp .f /

1
p : (2.21)

By (2.20) and (2.21), we have (2.19).



Chapter 3

Conductive homogeneity and its consequences

3.1 Construction of p-energy: p > dimAR.K; d/

In this section, we are going to construct a p-energy on K as a scaling limit of the
discrete counterparts Enp ’s step by step under Assumption 3.2, which consists of the
following two requirements:

(3.1) Neighbor disparity constants and .conductance constants/�1 have the same
asymptotic behavior.

(3.2) Conductance constants have exponential decay.

Under these assumptions, the p-energy yEp is constructed in Theorem 3.21. Further-
more, in the case p D 2, we construct a local regular Dirichlet form in Theorem 3.23.

The question when Assumption 3.2 is fulfilled will be addressed in Section 3.3.
As in the previous sections, we continue to suppose that Assumptions 2.6, 2.7,

2.10 and 2.12 hold. Moreover, throughout this section, we fix p � 1.

Definition 3.1. For M � 1;m � 0 and n � 1, define

EM;p;m;n D max
v2Tn

EM;p;m.v; Tn/:

Remark. Theorem 6.3 shows that EM;p;m;n is finite.

Assumption 3.2. Let J be a covering system. There exist c1; c2 > 0 and ˛ 2 .0; 1/

such that
c1 � EM�;p;m;n�

J
p;m;n � c2 (3.1)

and
EM�;p;m;n � c2˛

m (3.2)

for any m � 0; n � 1.

Hereafter in this section, we fix a covering system J with covering numbers
.NT ;NE / and use �p;m;n (resp. �p;m) in place of �J

p;m;n (resp. �J
p;m) for simplicity of

notations.
By [34, Theorems 4.7.6 and 4.9.1], we have the following characterization of (3.2)

under Assumption 2.15.

Proposition 3.3. Under Assumption 2.15,

lim
m!1

.EM�;p;m/
1
m < 1 if and only if p > dimAR.K; d/:

In particular, (3.2) holds if and only if p > dimAR.K; d/.
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Note that sinceK is assumed to be connected, we have dimAR.K; d/ � 1, so that
p > 1.

In the following definition, we introduce the principal notion of this paper called
conductive homogeneity. Due to Theorem 3.5, conductive homogeneity yields (3.1).

Definition 3.4 (Conductive homogeneity). Define

EM;p;m D sup
w2T; jwj�1

EM;p;m.w; Tjwj/:

A compact metric space K (with a partition ¹Kwºw2T and a measure �) is said to be
p-conductively homogeneous if

sup
m�0

�p;mEM�;p;m <1: (3.3)

Remark. As in the case of EM;p;m;n, EM;p;m is always finite due to Theorem 6.3.

Remark. As we will see in Theorem 3.33, if p > dimAR.K; d/, then the conductive
homogeneity is solely determined by the conductance constants. Consequently, it is
independent of a choice of a covering system J. So, in the case p > dimAR.K; d/,
the covering system J� is good enough in the end.

Theorem 3.5. If K is p-conductively homogeneous, then (3.1) holds.

A proof of Theorem 3.5 will be provided in Section 3.3.
Under conductive homogeneity, it will be shown in Theorem 3.30 that there exist

c1; c2 > 0 and � > 0 such that

c1�
m
� �p;m;n � c2�

m and c1�
�m

� EM�;p;m.v; Tn/ � c2�
�m

for anym� 1, n� 0 and v 2 Tn. This is why we have given the name “homogeneity”
to this notion.

Now we start to construct a p-energy under Assumption 3.2. An immediate con-
sequence of Assumption 3.2 is the following multiplicative property of �p;m;n.

Lemma 3.6. There exist c1; c2 > 0 such that

c1�p;m;nCk�p;n;k � �p;nCm;k � c2�p;m;nCk�p;n;k

for any k � 1, and m; n � 0.

Proof. By (2.14), we have

EM�;p;nCm;k � cEM�;p;m;nCkEM�;p;n;k :

This along with (3.1) shows

c1�p;m;nCk�p;n;k � �p;nCm;k :

The other half of the desired inequality follows from Lemma 2.34.

Next, we study some geometry associated with the partition ¹Kwºw2T .
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Definition 3.7. Let L � 1. Define

nL.x; y/ D max¹n j there exist w; v 2 Tn such that

x 2 Kw ; y 2 Kv and v 2 �L.w/º:

Furthermore, fix r 2 .0; 1/ and define

ıL.x; y/ D rnL.x;y/: (3.4)

Recall that hr W T ! .0; 1� is given as hr.w/ D r jwj. Since ƒhrs D Tn if rn�1 >
s � rn, where

ƒhrs D ¹w j w 2 T; hr.�.w// > s � hr.w/º;

ıL is nothing but ıhrL defined in [34, Definition 2.3.8].
By [34, Proposition 2.3.7] and the discussions in its proof, we have the following

fact.

Proposition 3.8. Suppose that d is a metric on K giving the original topology O

of K. Let L � 1. There exists a monotonically non-decreasing function �LW Œ0; 1�!
Œ0; 1� satisfying limt# �L.t/ D 0 and ıL.x; y/ � �L.d.x; y// for any x; y 2 K.

Proof. Define

ƒ
hr
s;0.x/ D ¹v j v 2 ƒhrs ; x 2 Kvº; U

hr
0 .x; s/ D

[
v2ƒ

hr
s;0
.x/

Kv

and
U
hr
1 .x; s/ D

[
y2U

hr
0
.x;s/

U
hr
0 .y; s/

for s 2 .0; 1� and x 2 K. First we show that for any " > 0, there exists " > 0 such
that ıL.x; y/ � " whenever d.x; y/ � ". If this is not the case, then there exist
"0 > 0, ¹xnºn�1 and ¹ynºn�1 such that d.xn; yn/ � 1

n
and ıL.xn; yn/ > "0. Since

K is compact, choosing an adequate subsequence ¹nkºk!1, we see that there exists
x 2 K such that xnk ! x and ynk ! x for k ! 1. By [34, Proposition 2.3.7],
U
hr
0 .x; "0

2
/ is a neighborhood of x. Hence both xnk and ynk belong to U hr0 .x; "0

2
/

for sufficiently large k. So, there exist w; v 2 ƒ
hr
"0=2;0

.x/ such that xnk 2 Kw and
ynk 2Kv . Since x 2Kw \Kv , we see that y 2U hr1 .x; "0

2
/, so that ıL.xnk ;ynk /�

"0
2

.
This contradicts the assumption that ıL.xn; yn/� "0. Thus our claim at the beginning
of this proof is verified. Note that with a modification if necessary, we may assume
that " is monotonically non-decreasing as a function of " and lim"#0 " D 0. Define

�L.t/ D inf¹" j " > 0; t � "º:

Now it is routine to see that � is the desired function.
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Let Tn D ¹w.1/; : : : ; w.l/º, where l D #.Tn/. Inductively we define zKw by

zKw.1/ D Kw.1/ and zKw.kC1/ D Kw.kC1/n
� [
iD1;:::;k

zKw.i/

�
:

Note that (2.4) implies that �.Bw/ D 0 for any w 2 Tn and hence we have

zKw � Ow and �.Kwn zKw/ D 0

for any w 2 Tn. The latter equality is due to (2.4). Now define JnW `.Tn/! RK by

Jnf D

X
w2Tn

f .w/� zKw
: (3.5)

Since zKw is a Borel set, Jnf is �-measurable for any f 2 `.Tn/. The definitions
of zKw and Jn depend on an enumeration of Tn but Jnf stays the same in the �-a.e.
sense regardless of an enumeration.

Define
zEmp .f / D �p;m�1;1E

m
p .f /: (3.6)

The next lemma yields the control of the difference of values of Jnf through
zEnp .f /.

Lemma 3.9. Suppose that Assumption 3.2 holds. There exists C > 0 such that for
any n � 1, f 2 `.Tn/ and x; y 2 K,

j.Jnf /.x/ � .Jnf /.y/j � C˛
m
p zEnp .f /

1
p ;

where m D min¹nL.x; y/; nº.

Proof. Let m D min¹nL.x; y/; nº. Then there exist w;w0 2 Tm, v 2 Sn�m.w/ and
u 2 Sn�m.w0/ such that x 2 Kv , y 2 Ku, .Jnf /.x/ D f .v/, .Jnf /.y/ D f .u/ and
w0 2 �LC2.w/. By (2.19),

jf .u/ � f .v/j � c

n�mX
iD0

.�p;n�m�i;mCi /
1
pEnp .f /

1
p ; (3.7)

where c D max¹2.N�/
2; NE .LC 2/º. Lemma 3.6 shows that

c1�p;mCi�1;1�p;n�m�i;mCi � �p;n�1;1:

Combining this with Assumption 3.2, we obtain

�p;n�m�i;mCi � c3˛
mCi�p;n�1;1:

Using (3.7), we see
jf .u/ � f .v/j � c4˛

m
p zEnp .f /

1
p :
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By this lemma, the boundedness of zEnp .fn/ gives a kind of equicontinuity to the
family ¹fnºn�1 and hence an analogue of Arzelà–Ascoli theorem, which we present
in Appendix 6.3, shows the existence of a uniform limit as follows.

Lemma 3.10. Suppose that Assumption 3.2 holds. Define � D
log˛
log r . Let fn 2 `.Tn/

for any n � 1. If

sup
n�1

zEnp .fn/ <1 and sup
n�1

j.fn/Tn j <1;

then there exist a subsequence ¹nkºk�1 and f 2 C.K/ such that ¹Jnkfnk º converges
uniformly to f as k ! 1, zEnkp .fnk / is convergent as k ! 1 and

jf .x/ � f .y/jp � C�L.d.x; y//
� lim
k!1

zEnkp .fnk /;

where �L was introduced in Proposition 3.8.

Proof. Set C� D supn�1 zEnp .fn/. By Lemma 3.9, if n � nL.x; y/, then

jJnfn.x/ � Jnfn.y/j � C˛
nL.x;y/

p .C�/
1
p � C�L.d.x; y//

�
p .C�/

1
p : (3.8)

In the case n < nL.x; y/, there exist w; w0 2 Tn such that x 2 Kw , Jnfn.x/ D
f .w/, y 2 Kw0 , Jnfn.w0/ D f .w0/ and w0 2 �LC2.w/. So there exists an E�

n -path
.w.0/; : : : ; w.LC 2// satisfying

w.0/ D w and w0
D w.LC 2/:

By Lemma A.1,

jf .w/ � f .w0/jp � .LC 2/p�1
LC1X
iD0

jf .w.i// � f .w.i C 1//jp

� .LC 2/p�1Enp .fn/:

On the other hand, since zEnp .fn/ � C�, Assumption 3.2 implies

Enp .fn/ � .�p;n�1;1/
�1C� � c2EM�;p;n�1;1C� � .c2/

2˛n�1C�:

Thus we have
jJnfn.x/ � Jnfn.y/j � c˛

n
p .C�/

1
p : (3.9)

Making use of (3.8) and (3.9), we see that

jJnfn.x/ � Jnfn.y/j � C�L.d.x; y//
�
p .C�/

1
p C c˛

n
p .C�/

1
p

for any x; y 2 K. Applying Lemma D.1 with X D K, Y D R, ui D Jifi , we obtain
the desired result.
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Definition 3.11. Define PnWL1.K;�/! `.Tn/ by

.Pnf /.w/ D
1

�.w/

Z
Kw

f d�

for any n;m � 1. For f 2 `.Tk/, we define

Pnf D PnJkf :

The next lemma is one of the keys to the construction of a p-energy. A counterpart
of this fact has already been used in Kusuoka–Zhou’s construction of Dirichlet forms
on self-similar sets in [36].

Lemma 3.12. Under Assumption 3.2, there exists C > 0 such that for any n;m � 1

and f 2 L1.K;�/ [ .
S
k�1 `.Tk//,

C zEnp .Pnf / �
zEnCmp .PnCmf /: (3.10)

In particular,

C sup
n�0

zEnp .Pnf / � lim
n!1

zEnp .Pnf / � lim
n!1

zEnp .Pnf / � sup
n�0

zEnp .Pnf / (3.11)

for any f 2 L1.K;�/.

Remark. This lemma holds without (3.2).

Proof. Note that Pnf D Pn;m.PnCmf /. Let N � J be a covering of .Tn; E�
n / with

covering numbers .NT ; NE /. By Lemma 2.27,

Enp .Pnf / � c2.27�p;m;nEnCmp .PnCmf /:

Hence
1

�p;n�1;1
zEnp .Pnf / � c2.27

�p;m;n

�p;nCm�1;1

zEnCmp .PnCmf /:

By Lemma 3.6, we have (3.10).

By virtue of the last lemma, we have a proper definition of the domain Wp of
a p-energy given in Theorem 3.21 and its semi-norm Np .

Lemma 3.13. Define

Wp
D

®
f j f 2 Lp.K;�/; sup

n�1

zEnp .Pnf / < C1
¯
;

and
Np.f / D sup

n�1

zEnp .Pnf /
1
p



Construction of p-energy: p > dimAR.K; d/ 41

for f 2 Wp . Then Wp is a normed linear space with norm k � kp;� C Np.�/, where
k � kp;� is the Lp-norm. Moreover, for any f 2 Wp , there exists f� 2 C.K/ such that
f .x/D f�.x/ for �-a.e. x 2K. In this way, Wp is regarded as a subset of C.K/ and

jf .x/ � f .y/jp � C�L.d.x; y//
�Np.f /

p (3.12)

for any f 2 Wp and x; y 2 K, where �L was introduced in Proposition 3.8. In par-
ticular, Np.f / D 0 if and only if f is constant on K.

If no confusion may occur, we write k � kp in place of k � kp;� hereafter.
In fact, .Wp; k � kp C Np.�// turns out to be a Banach space by Lemma 3.16.

Proof. Note that
zEnp .f C g/

1
p � zEnp .f /

1
p C zEnp .g/

1
p

and so zEnp .�/
1
p is a semi-norm. This implies that Np.�/ is a semi-norm of Wp .

For f 2 Wp , by Lemma 3.10, there exist ¹nkºk�1 and f� 2 C.K/ such that

kJnkPnkf � f�k1 ! 0

as k ! 1 and

jf�.x/ � f�.y/j
p
� C�L.d.x; y//

� lim
n!1

Enp .Pnf /:

Since
R
Kw

Pnkfd�!
R
Kw

f� d� as k ! 1, it follows that
R
Kw

fd� D
R
Kw

f� d�

for any w 2 T . Hence f D f� for �-a.e. x 2 K. Thus we identify f� with f and so
f 2 C.K/. Moreover, (3.12) holds for any x; y 2 K. By (3.12), Np.f / D 0 if and
only if f is constant on K.

We now examine the properties of the normed space .Wp; k � kp C Np.�//. The
intermediate goals are to show its completeness (Lemma 3.16) and that it is dense
in C.K/ with respect to the supremum norm (Lemma 3.19).

Lemma 3.14. Suppose that Assumption 3.2 holds. The identity map

I W .Wp; k � kp C Np.�//! .C.K/; k � k1/

is continuous.

Proof. Let ¹fnºn�1 be a Cauchy sequence in .Wp; k � kp C Np.�//. Fix x0 2 K and
set gn.x/ D fn.x/ � fn.x0/. Then

jgn.x/ � gm.x/j D j.fn.x/ � fm.x// � .fn.x0/ � fm.x0//j

� C�L.d.x; x0//
�
pNp.fn � fm/
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for any x 2 K and n; m � 1. Thus ¹gnºn�1 is a Cauchy sequence in C.K/ with
the norm k � k1, so that there exists g 2 C.K/ such that kg � gnk1 ! 0 as n! 1.
On the other hand, since ¹fnºn�1 is a Cauchy sequence of Lp.X;�/, there exists f 2

Lp.X; �/ such that kfn � f kp ! 0 as n! 1. Thus fn.x0/ D fn � gn converges
as n! 1 in Lp.K;�/. Let c be its limit. Then f D g C c in Lp.K;�/. Therefore,
f 2 C.K/ and kfn � f k1 ! 0 as n! 1.

Define xWp as the completion of .Wp;k � kpCNp.�//. Then the map I is extended
to a continuous map from xWp ! C.K/, which is denoted by I as well for simplicity.

Lemma 3.15 (Closability). Suppose that Assumption 3.2 holds. The extended map
I W xWp ! C.K/ is injective. In particular, xWp is identified with a subspace of C.K/.

Proof. Let ¹fnºn�1 be a Cauchy sequence in .Wp; k � kp C Np.�//. Suppose that
limn!1 kfnk1 D 0. Note that

zEkp .Pkfn � Pkfm/ � sup
l�1

zE lp.Plfn � Plfm/ D Np.fn � fm/
p

for any k; n;m � 1. Hence, for any " > 0, there exists N 2 N such that

zEkp .Pkfn � Pkfm/ � "

for any n;m � N and k � 1. As kfmk1 ! 0 as m! 1, we see that

zEkp .Pkfn/ � "

for any n � N and k � 1 and hence Np.fn/
p � " for any n � N . Thus, Np.fn/! 0

as n! 1, so that fn ! 0 in Wp as n! 1.

Lemma 3.16. Suppose that Assumption 3.2 holds. Then

xWp
D Wp:

Proof. Let ¹fnºn�1 be a Cauchy sequence of Wp and let f be its limit in xWp . It fol-
lows that kf � fnk1 ! 0 as n! 1. Using the same argument as in the proof of
Lemma 3.15, we see that for sufficiently large n,

C zEkp .Pkfn � Pkf / � "

for any k � 1. Since

zEkp .Pkf /
1
p � zEkp .Pkf � Pkfn/

1
p C zEkp .Pkfn/

1
p ;

it follows that supk�1 zEkp .Pkf / <1 and hence f 2 Wp .
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Lemma 3.17. Suppose that Assumption 3.2 holds.

(1) Let ¹nkºk�1 be a monotonically increasing sequence of N. Suppose that
fnk 2 `.Tnk / for any k � 1, that supk�1 zE

nk
p .fnk / <1 and that there exists

f 2 C.K/ such that kJnkfnk � f k1 ! 0 as k ! 1. Then f 2 Wp .

(2) Let f; g 2 Wp . Then f �g 2 Wp .

Proof. (1) Set C1 D supk�1 zE
nk
p .fnk /. By (3.10), if n � nl , then

C zEnp .Pnfnl / �
zEnlp .fnl / � C1:

Letting l ! 1, we obtain
C zEnp .Pnf / � C1

for any k � 1. This implies f 2 Wp .
(2) For any '; 2 `.Tn/,

Enp .'� / D
1

2

X
.w;v/2E�

n

j'.w/ .w/ � '.v/ .v/jp

� 2p�1
1

2

X
.w;v/2E�

n

.j'.w/jpj .w/ �  .v/jp C j'.w/ � '.v/jpj .v/jp/

� 2p�1.k'kp1Enp .'/C k kp1Enp . //:

Hence if hn D Pnf �Png, then

zEnp .hn/ � 2p�1
�
kf kp1

zEnp .Pnf /C kgkp1
zEnp .Png/

�
:

Since f; g 2 Wp , we see that supn�1 zEnp .hn/ <1. Moreover, kJnhn � fgk1 ! 0

as n! 1. Using (1), we conclude that fg 2 Wp .

Lemma 3.18. Suppose that Assumption 3.2 holds. There exist a monotonically in-
creasing sequence ¹mj ºj2N and h�M�;w

; '�
M�;w

2 Wp for w 2 T such that

(a) For any w 2 T ,

lim
j!1

kJmj h
�
M�;w;mj�jwj

� h�M�;w
k1

D lim
j!1

kJmj '
�
M�;w;mj�jwj

� '�
M�;w

k1 D 0;

where h�M�;w;m
and '�

M�;w;m
are defined in Definition 2.20. For negative val-

ues of m, we formally define h�
M�:w;k�jwj

D Pkh
�
M�;w;0

and '�
M�;w;k�jwj

D

Pk'
�
M�;w;0

for k D 0; 1; : : : ; jwj.

(b) ¹ zE
mj
p .h�

M�;w;mj�jwj
/ºj�1 and ¹ zE

mj
p .'�

M�;w;mj�jwj
/ºj�1 converge as j!1.
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(c) Set UM .w/ D
S
v2�M .w/

Kw . For any w 2 T , h�M�;w
WK ! Œ0; 1� and

hM�;w.x/ D

´
1 if x 2 Kw ,

0 if x … UM�
.w/.

(d) For any w 2 T , '�
M�;w

WK ! Œ0; 1�, supp.'�
M�;w

/ � UM�
.w/, and

'�
M�;w

.x/ � .L�/
�M�

for any x 2 Kw . Moreover, for any n � 1,X
w2Tn

'�
M�;w

� 1:

(e) For any w 2 T and x 2 K,

'�
M�;w

.x/ D
h�M�;w

.x/P
v2Tjwj

h�M�;v
.x/

:

Remark. The family ¹'�
M�;w

ºw2Tn is a partition of unity subordinate to the covering
¹UM�

.w/ºw2Tn .

Proof. For ease of notation, write '�
w;m D '�

M�;w;m
and h�w;m D h�M�;w;m

. By Lem-
ma 2.19, (3.1) and Lemma 3.6, we see that

zE jwjCm
p .'�

w;m/ � ..L�/
2MC1

C 1/p�p;jwjCm�1;1EM;p;m.w; Tjwj/

� C�p;jwjCm�1;1�
�1
p;m;jwj

� C 0�p;jwj�1;1

for any w 2 T and m � 0. Similarly,

zE jwjCm
p .h�w;m/ � C 0�p;jwj�1;1:

Hence Lemma 3.10 shows that, for each w, there exists ¹nkºk!1 such that the
sequence ¹JjwjCnkh

�
w;nk

ºk�1 (resp. ¹JjwjCmj '
�
w;nk

ºk�1) converges uniformly as
k ! 1. Let h�w (resp. '�

w ) be its limit. Lemma 3.17 (1) implies that h�w 2 Wp and
'�
w 2 Wp . By the diagonal argument, we choose ¹mj ºj�1 such that (a) and (b)

hold. Statements (c), (d) and (e) are straightforward from the properties of h�w;m
and '�

w;m.

Lemma 3.19. Under Assumption 3.2, Wp is dense in .C.K/; k � k1/.

Proof. Choose xw 2 Kw for each w 2 T . For f 2 C.K/, define

fn D

X
w2Tn

f .xw/'
�
M�;w

:

Then by Lemma 3.18, it follows that kfn � f k1 ! 0 as n!1. Hence Wp is dense
in C.K/.
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Definition 3.20. For f 2 LP .K;�/, define xf by

xf .x/ D

8̂̂<̂
:̂
1 if f .x/ � 1;

f .x/ if 0 < f .x/ < 1,

0 if f .x/ � 0

for x 2 K.

Now we construct the p-energy yEp as a �-cluster point of zEnp .Pn � /. The use of
�-convergence in the construction of Dirichlet forms on self-similar sets has been
around for some time. See [13, 20] for example.

Theorem 3.21. Suppose that Assumption 3.2 holds. Then there exist yEpW Wp !

Œ0;1/ and c > 0 such that

(a) . yEp/
1
p is a semi-norm on Wp and

cNp.f / � yEp.f /
1
p � Np.f / (3.13)

for any f 2 Wp .

(b) For any f 2 Wp , xf 2 Wp and

yEp. xf / � yEp.f /:

(c) For any f 2 Wp ,

jf .x/ � f .y/jp � c�L.d.x; y//
� yEp.f /:

In particular, for p D 2, . yE2;W2/ is a regular Dirichlet form on L2.K; �/ and the
associated non-negative self-adjoint operator has compact resolvent.

Property (b) in the above theorem is called the Markov property.

Theorem 3.22 (Shimizu [41]). Suppose that Assumption 3.2 holds. Then the Banach
space .Wp; k � kp C yEp.�// is reflexive and separable.

Remark. In [41], the reflexivity and separability are shown in the case of the planar
Sierpiński carpet. His method, however, can easily be extended to our general case
and one has the above theorem.

Proof of Theorem 3.21. Define yEnp WL
p.K; �/ ! Œ0;1/ by yEnp .f / D

zEnp .Pnf / for
f 2 Lp.K; �/. Then by [12, Proposition 2.14], there exists a �-convergent subse-
quence ¹ yE

nk
p ºk�1. Define yEp as its limit. Let f 2 Wp . Then

yEp.f / � lim
k!1

yEnkp .f / � sup
n�1

zEnp .Pnf / D Np.f /
p:
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Let ¹fnk ºk�1 be a recovering sequence for f , i.e., kf � fnkkp ! 0 as k ! 1 and
limk!1

yE
nk
p .fnk / D Ep.f /. By (3.12), if nk � n, then

C zEnp .Pnfnk / �
zEnkp .Pnkfnk / D

yEnkp .fnk /:

Letting k ! 1, we obtain

C zEnp .Pnf / �
yEp.f /;

so that
CNp.f /

p
� yEp.f /:

The semi-norm property of yEp.�/
1
p is straightforward from basic properties of �-

convergence.
Next we show that yEp. xf / � yEp.f / for any f 2 Wp . Define

Qnf D

X
w2Tn

.Pnf /.w/�Kw : (3.14)

Then Z
K

jf .y/ �Qnf .y/j
p�.dy/

�

X
w2Tn

Z
Kw

� 1

�.w/

Z
Kw

jf .y/ � f .x/j�.dx/
�p
�.dy/

�

X
w2Tn

1

�.w/

Z
Kw�Kw

jf .y/ � f .x/jp�.dx/�.dy/:

This shows that if f 2 C.K/, then kf �Qnf kp ! 0 as n! 1. Let ¹fnk ºk�1 be
a recovering sequence for f . Since

k xf �Qngkp � k xf �Qnf kp C kQnf �Qngkp

� kf �Qnf kp C kQnf �Qngkp

� kf �Qnf kp C kf � gkp;

it follows that k xf �Qnkfnkkp ! 0 as n! 1. Then

yEp. xf / � lim
k!1

yEnkp .Qnkfnk / D lim
k!1

zEnkp .Pnkfnk /

� lim
k!1

zEnkp .Pnkfnk / D lim
k!1

yEnkp .fnk / D
yEp.f /:

Finally for p D 2, since a �-limit of quadratic forms is a quadratic form, we see
that . yE2;W2/ is a regular Dirichlet form on L2.K;�/. Since the inclusion map from
.W2; k � k2 C Np.�// to .C.K/; k � k1/ is a compact operator, by [17, Exercise 4.2],
the non-negative self-adjoint operator associated with .E2;Wp/ has compact resol-
vent.
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For the case p D 2, due to the above theorem, W2 is separable. Hence, we may
replace �-convergence by point-wise convergence as seen in the following theorem.
This enables us to obtain the local property of our Dirichlet form, which turns out to
be a resistance form as well.

Theorem 3.23. Suppose that Assumption 3.2 holds for pD 2. Then there exists a sub-
sequence ¹mkºk�1 such that ¹Emk2 .Pmkf; Pmkg/ºk�1 converges as k ! 1 for any
f; g 2 W2. Furthermore, define E.f; g/ as its limit. Then .E;W2/ is a local regular
Dirichlet form on L2.K;�/, and there exist c1; c2; c3 > 0 such that

c1N2.f / � E.f; f /
1
2 � c2N2.f / (3.15)

and
jf .x/ � f .y/j2 � c3�L.d.x; y//

�E.f; f / (3.16)

for any f 2 W2 and x; y 2 K. In particular, .E;W2/ is a resistance form on K and
the associated resistance metric R gives the original topology O of K.

Proof. Existence of ¹mkºk�1: By Lemma 3.21, the non-negative self-adjoint oper-
ator H associated with the regular Dirichlet form . yE2;W

2/ has compact resolvent.
Hence there exist a complete orthonormal basis ¹'iºi�1 of L2.K; �/ and ¹�iºi�1 �

Œ0;1/ such that H'i D �i'i and �i � �iC1 for any i � 1 and limi!1 �i D 1.
Note that ¹ 'ip

1C�i
ºi�1 is a complete orthonormal system of .W2; .�; �/2;� C yEp.�; �//.

Hence setting

F D ¹ai1 i1 C � � � C aim im j m � 1; i1; : : : ; im � 1; ai1 ; : : : ; aim 2 Qº;

we see that F is a dense subset of Wp . For any f; g 2 F , since

j zEn2 .Pnf; Png/j �
zEn2 .Pnf /

1
2 zEn2 .Png/

1
2 � N2.f /N2.g/;

some subsequence of ¹ zEn2 .Pnf; Png/ºn�1 is convergent. Since F � F is countable,
the standard diagonal argument shows the existence of a subsequence ¹mkºk�1 such
that zE

mk
2 .Pmkf; Pmkg/ converges as k ! 1 for any f; g 2 F . Define E2.f; g/ as

its limit. For f;g 2 W2, choose ¹fiºi�1 � F and ¹giºi�1 2 F such that fi ! f and
gi ! g as i ! 1 in W2. Write zEk.u; v/ D zE

mk
2 .Pmku;Pmkv/ for ease of notation.

Then

j zEk.f; g/ � zEl.f; g/j � j zEk.f; g/ � zEk.fi ; g/j C j zEk.fi ; g/ � zEk.fi ; gi /j

C j zEk.fi :gi / � zEl.fi ; gi /j C j zEl.fi ; gi / � zEl.fi ; g/j

C j zEl.fi ; g/ � zEl.f; g/j

� j zEk.fi ; gi / � zEl.fi ; gi /j C 2N2.fi /N2.g � gi /

C 2N2.f � fi /N2.g/:
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This shows that ¹ zEk.f;g/ºk�1 is convergent as k!1. The equivalence between N2

and E , (3.15), is straightforward.

Strongly local property: Let f;g 2 Wp . Assume that there exists an open set U � K

such that supp.f / � U and gjU is a constant. Consequently, for sufficiently large k,
zEk.f; g/ D 0, so that E.f; g/ D 0.

Markov property: By (3.13) and (3.15),

0 � E.f; f / � yE2.f; f /

for any f 2 W2. Since . yE2;W2/ is a regular Dirichlet form, by [16, Theorem 2.4.2],
we see that E.f; g/ D 0 whenever

f; g 2 W2 and f .x/g.x/ D 0

for �-a.e. x 2 K. Now by the same argument as in the proof of [7, Theorem 2.1], we
have the Markov property.

Resistance form: Among the conditions for a resistance form in [32, Definition 3.1],
(RF1), (RF2), (RF3), and (RF5) are immediate from what we have already shown.
(RF4) is deduced from (3.16). In fact, (3.16) yields that

R.x; y/ � c�L.d.x; y//
�

for any x; y 2 K. Assume that R.xn; x/! 0 as n! 1 and limn!1 d.x; xn/ > 0.
Note that the collection of

U
hr
L .x; rn/ D

[
w2TnWx2Kw

� [
v2�L.w/

Kv

�
for n � 1 is a fundamental system of neighborhoods of x by [34, Proposition 2.3.9].
Therefore, there exist n� 1 and ¹xmk ºk�1 such that xmk … U

hr
L .x; rn/ for any k � 1.

Choose w 2 Tn such that x 2 Kw . Then xmk belongs to Kv for some v 2 �L.w/
c .

So,
h�L;w.x/ D 1 and h�L;w.xmk / D 0:

Hence
R.xmk ; x/ �

1

E.h�L;w/

for any k � 1. This contradicts the fact that R.x; xmk / ! 0 as k ! 1. Thus we
have shown d.xn; x/! 0 as n! 1. Hence the topology induced by the resistance
metric R is the same as the original topology O.
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3.2 Construction of p-energy: p � dimAR.K; d/

In this section, we will consider how much we can salvage the results in the pre-
vious section if p � dimAR.K; d/. Honestly, what we will have in this section is
far from satisfactory mainly because we have no proof of the conjecture saying that
WP \ C.K/ is dense in C.K/ with respect to the supremum norm. In spite of this,
we present what we have now for future study.

Throughout this section, we assume (3.1) and fix a covering system J.
For p < dimAR.K; d/, a choice of a covering system really matters. As we

have observed in Proposition 2.31, if ¹w; vº 2 J and Kw \ Kv is a single point,
then �J

p;m;jwj
� 1 for any m � 1. However, since we assume (3.1), this yields that

EM�;p;m;jwj � c2 for any m, so that limm!1.EM�;p;m/
1
m � 1. As long as

p � dimAR.K; d/;

this inequality does not cause any inconsistency with Proposition 3.3. On the con-
trary, if p < dimAR.K; d/, then this seems troublesome. For example, in the case
of the unit square, a direct calculation shows that limm!1.EM�;p;m/

1
m > 1 for any

p < dimAR.Œ�1; 1�2/ D 2. A similar situation is expected in other cases including
the Sierpiński carpet. So, for p < dimAR.K; d/, one should carefully choose J to
avoid a pair sharing only a single point. In the case of the unit square, J` given in
Example 2.32 works for p < 2.

As in the previous section, we use �p;m (resp. �p;m;n) in place of �J
p;m (reps.

�
J
p;m;n/.

Under (3.1), it is straightforward to see that Lemma 3.12 still holds. Replacing
.C.K/; k � k1/ by .Lp.K; �/; k � kp/ in the statements and proofs of Lemmas 3.15
and 3.16, we have the following statement.

Lemma 3.24. Wp is a Banach space with the norm k � kp C Np.�/.

Lemma 3.25. Let p > 1. If ¹fnºn�1 is a bounded sequence in the Banach space
Wp , then there exist ¹nkºk�1 and f 2 Wp such that f is the weak limit of ¹fnk ºk�1
in Lp.K;�/,

kf kp � sup
n�1

kfnkp and Np.f / � sup
n�1

Np.fn/:

Proof. Since Lp.K; �/ is reflexive, ¹fnºn�1 contains a weakly convergent sub-se-
quence ¹fnk ºk�1. (See [46, Section V.2].) Let f 2 Lp.K;�/ be its weak limit. Since
the map f ! .Pmf /.w/ is continuous, we see that Pmfnk ! Pmf as k ! 1 and
hence

zEmp .Pmf / D lim
k!1

zEmp .Pmfnk / � sup
k�1

Np.fnk /
1
p :
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Lemma 3.26. Let p > 1. Suppose that fn 2 `.Tn/ for any n � 1 and that

sup
n�1

kJnfnkp <1 and sup
n�1

zEnp .fn/ <1:

Then there exist a subsequence ¹nkºk�1 and f 2 Wp such that f is the weak limit
of ¹Jnkfnk ºk�1 in Lp.K;�/ and

kf kp � sup
n�1

kJnfnkp and CNp.f /
p
� sup
n�1

zEnp .fn/:

Proof. Since Lp.K; �/ is reflexive, ¹Jnfnº possesses a weak convergent sub-se-
quence ¹Jnkfnk ºk�1. (See [46, Section V.2].) Let f 2 Lp.K; �/ be its weak limit.
Lemma 3.12 shows that if nk � m, then

C zEmp .PmJnkfnk / �
zEnkp .PnkJnkfnk / D

zEnkp .fnk / � sup
n�1

zEnp .fn/:

Letting k ! 1, we see

C zEmp .Pmf / � sup
n�1

zEnp .fn/

for any m � 1. Thus f 2 Wp and CNp.f /
p � supn�1 zEnp .fn/.

Using this lemma, we have a counterpart of Lemma 3.18 as follows.

Lemma 3.27. There exist ¹h�wºw2T and ¹'�
wºw2T � Wp such that

(a) Set UM�
.w/ D

S
v2�M� .w/

Kv . For any w 2 T , h�w WK ! Œ0; 1� and

h�w.x/ D

´
1 if x 2 Kw ;

0 if x … UM�
.w/:

(b) For any w 2 T , '�
w WK ! Œ0; 1�, supp.'�

w/ � U.w/, and

'�
w.x/ � .L�/

�M�

for any x 2 Kw . Moreover, for any n � 1,X
w2Tn

'�
w � 1:

(c) For any w 2 T and x 2 K,

'�
w.x/ D

h�w.x/P
v2Tjwj

h�v.x/
:

By the above lemma, we have the next statement.
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Lemma 3.28. Wp is dense in Lp.K;�/.

Finally, we have the following result on the construction of a p-energy.

Lemma 3.29. There exist yEpWW
p ! Œ0;1/ and c1; c2 > 0 such that yE

1
p
p is a semi-

norm,
c1Np.f /

p
� yEp.f / � c2Np.f /

p and yEp. xf / � yEp.f /

for any f 2 Wp . In particular, for p D 2, . yE2;W2/ is a Dirichlet form on L2.K;�/.

3.3 Conductive homogeneity

In this section, we study the notion of conductive homogeneity, namely, its conse-
quence and how one can show it.

Throughout this section, we suppose that Assumptions 2.6, 2.7, 2.10 and 2.12
hold. Moreover, we fix a covering system J with covering numbers .NT ; NE /. As in
the previous sections, we omit J in the notations of �J

p;m;n and �J
p;m and use �p;m;n

and �p;m, respectively. In the end, we will see by Theorem 3.33 that the conductive
homogeneity is solely determined by the conductance constants and a choice of J

makes no difference.
The first theorem explains the reason why it is called “homogeneity”.

Theorem 3.30. A metric space A is p-conductively homogeneous if and only if there
exist c1; c2 > 0 and � > 0 such that

c1�
�m

� EM�;p;m.v; Tn/ � c2�
�m; (3.17)

and
c1�

m
� �p;m;n � c2�

m

for any m � 0, n � 1 and v 2 Tn.

An immediate corollary of this theorem is Theorem 3.5.

Corollary 3.31 (Theorem 3.5). IfK is p-conductively homogeneous, then (3.1) holds.

Proof of Theorem 3.30. Assume that K is p-conductively homogeneous. Then by
formula (2.18), there exists c1 > 0 such that

c1 � �p;mEM�;p;m:

Also by Lemma 2.34, there exists c2 > 0 such that

�p;mCn � c2�p;m�p;n (3.18)
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for any n;m � 0. Moreover, by (2.14), there exists c3 > 0 such that

EM�;p;mCn � c3EM�;p;mEM�;p;n

for any n;m � 0. These inequalities along with (3.3) shows that there exist c4; c5 > 0
such that

c4�p;m�p;n � �p;mCn � c5�p;m�p;n and c4 � �p;mEM�;p;m � c5

for any m; n � 0. From these, there exist c6; c7 > 0 and � > 0 such that

c6�
m
� �p;m � c7�

m and c6�
m
� .EM�;p;m/

�1
� c7�

m

for any m � 0. Hence for any w 2 T and n � 1,

c6�
m
� .Ep;m/

�1
� .EM�;p;m.w; Tn//

�1 and �p;m;n � c7�
m:

Making use of (2.18), we see that there exists c8 > 0 such that

c6�
m
� .EM�;p;m.w; Tn//

�1
� c8�p;m;n � c8c7�

m

for any m � 0, n � 1 and w 2 Tn.
The converse direction is straightforward.

Next, we show another consequence of conductive homogeneity. For simplicity,
we set Ep;m.u; v; S

k.w// D Ep;m.¹uº; ¹vº; S
k.w//. (In other words, we deliberately

confuse u with ¹uº.)

Lemma 3.32. If K is p-conductively homogeneous, then there exists c3.32 > 0, de-
pending only on p, L�, N�, M�, k, NT , NE , such that

EM�;p;m � c3.32Ep;m.u; v; S
k.w//

for any m � 0, w 2 T and u; v 2 Sk.w/ with u ¤ v.

Proof. By (2.16), we see that

Ep;0.u; v; S
k.w// � c2.27�p;mEp;m.u; v; S

k.w//:

Using Theorem 6.3, it follows that

cE.L�; .N�/
k; p/ � Ep;0.u; v; S

k.w// � c2.27�p;mEp;m.u; v; S
k.w//:

Now Theorem 3.30 suffices.

When p > dimAR.K; d/, the converse direction of the above lemma is actually
true.
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Theorem 3.33. Assume that there exist c > 0 and ˛ 2 .0; 1/ such that

EM�;p;m � c˛m (3.19)

for any m � 0. Then K is p-conductively homogeneous if and only if for any k � 1,
there exists c.k/ > 0 such that

EM�;p;m � c.k/Ep;m.u; v; S
k.w// (3.20)

for any m � 0, w 2 T and u; v 2 Sk.w/ with u ¤ v. In particular, under Assump-
tion 2.15, if p > dimAR.K; d/, then whether K is p-conductively homogeneous or
not is independent of neighbor disparity constants and hence a choice of a covering
system J.

The last part of the theorem justifies the name “conductive” homogeneity.
In fact, (3.19) is the same as (3.2). Recall that, by Proposition 3.3, (3.19) holds if

and only if p > dimAR.K; d/ under Assumption 2.15.
As was mentioned in the introduction, (3.20) is an analytic relative of the “knight

move” condition described in probabilistic terminologies in [36]. The name “knight
move” originated from the epoch-making paper [1] where Barlow and Bass con-
structed the Brownian motion on the Sierpiński carpet.

The proof of the “only if” part of the above theorem is Lemma 3.32. A proof of
the “if” part will be given in Chapter 5.

In the next chapter, we are going to give examples for which one can show p-
conductive homogeneity by Theorem 3.33.

In the rest of this section, we study asymptotic behaviors of the heat kernel
associated with the diffusion process induced by the Dirichlet form .E;W2/ under
Assumption 2.15. The next lemma shows that the associated resistance metric is bi-
Lipschitz equivalent to a power of the original metric.

Lemma 3.34. Suppose that Assumption 2.15 holds, p > dimAR.K; d/ and K is p-
conductively homogeneous. Let � be the same as in Theorem 3.30 and set �p D�

log�
log r .

Then there exist c1; c2 > 0 such that

c1d.x; y/
�p � sup

f 2Wp ; yEp.f /¤0

jf .x/ � f .y/jp

yEp.f /
� c2d.x; y/

�p (3.21)

for any x; y 2 K. In particular, if 2 > dimAR.K; d/, then

c1d.x; y/
�2 � R.x; y/ � c2d.x; y/

�2 (3.22)

for any x;y 2K, whereR.x;y/ is the resistance metric associated with the resistance
form .E;W2/.
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Proof. Since Emp .h
�
M�;w;m�jwj

/ D EM�;p;m�jwj.w; Tjwj/, we have

c1�
�mCjwj

� Emp .h
�
M�;w;m�jwj

/ � c2�
�mCjwj

by (3.17). This shows

c1�
jwj

� yEp.h
�
M�;w

/ � c2�
jwj:

Note that d is M�- adapted to hr by Assumption 2.15. Hence by [34, (2.4.1)],

c1d.x; y/ � ıM�
.x; y/ � c2d.x; y/ (3.23)

for any x; y 2 K. Choose n D nM�
.x; y/C 1. Let w 2 Tn satisfying x 2 Kw . Since

n > nM�
.x; y/, it follows that if v 2 Tn and y 2 Kv , then v … �M�

.w/. Hence

h�M�;w
.x/ D 1 and h�M�;w

.y/ D 0:

Therefore (3.4) and (3.23) yield

sup
f 2Wp ; yEp.f /¤0

jf .x/ � f .y/jp

yEp.f /
�

1

yEp.h
�
M�;w

/

� c.�p/
�n

� c0rnM� .x;y/�p � c00d.x; y/�p :

On the other hand in this case, �M�
.t/D t by (3.23). Hence Theorem 3.21 (c) implies

the other side of the desired inequality.

Due to the general theory of resistance forms in [32], once we have (3.22), it is
straightforward to obtain asymptotic estimates of the heat kernel.

Theorem 3.35. Suppose that Assumption 2.15 holds, 2 > dimAR.K; d/ and K is 2-
conductively homogeneous. Set �� D �2. Then there exists a jointly continuous hear
kernel p�.t; x; y/ on .0;1/ �K �K associated with the diffusion process induced
by the local regular Dirichlet form .E;W2/ on L2.K;�/. Moreover,

(1) There exist ˇ � 2, a metric �, which is quasisymmetric to d , and positive
constants c1, c2, c3, c4 such that

p�.t; x; y/ �
c1

�.B�.x; t
1
ˇ //

exp
�
�c2

��.x; y/ˇ
t

� 1
ˇ�1

�
(3.24)

for any .t; x; y/ 2 .0;1/ �K �K and

c3

�.B�.x; t
1
ˇ //

� p�.t; x; y/ (3.25)

for any y 2 B�.x; c4t
1
ˇ /.
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(2) Suppose that � is ˛H -Ahlfors regular with respect to the metric d . Set

ˇ� D �� C ˛H :

Then ˇ� � 2 and there exist c7; c8; c9; c10 > 0 such that

p�.t; x; y/ � c6t
�
˛H
ˇ� exp

�
�c7

�d.x; y/ˇ�
t

� 1
ˇ��1

�
(3.26)

for any .t; x; y/ 2 .0;1/ �K �K and

c9t
�
˛H
ˇ� � p�.t; x; y/ (3.27)

for any y 2 Bd .x; c10t
˛H
ˇ� /. In addition, suppose that d has the chain condi-

tion, i.e., for any x; y 2 K and n 2 N, there exist x0; : : : ; xn 2 K such that
x0 D x; xn D y and

d.xi ; xiC1/ �
Cd.x; y/

n
;

where the constant C > 0 is independent of x; y and n. Then there exist c11,
c12 > 0 such that

c11t
�
˛H
ˇ� exp

�
�c12

�d.x; y/ˇ�
t

� 1
ˇ��1

�
� p�.t; x; y/: (3.28)

The exponent ˛H above is in fact the Hausdorff dimension of .K; d/. The expo-
nents ˇ and ˇ� are called the walk dimensions.

Proof. We make use of [32, Theorems 15.10 and 15.11]. Since � has the volume
doubling property with respect to d , (3.22) shows that � has the volume doubling
property with respect toR as well. SinceK is connected, .K;R/ is uniformly perfect.
Moreover, since .E;W2/ has the local property, the annulus comparable condition
(ACC) holds by [32, Proposition 7.6]. Thus, (C1) of [32, Theorem 15.11] is verified
and so is (C3) of [32, Theorem 15.11]. Using [32, Theorem 15.11], we have (3.24).
Consequently, by [32, Theorem 15.10], we see (3.25). Thus we have shown the first
part of the statement. The fact that ˇ � 2, which is beyond the reach of [32, Theo-
rem 15.10], is due to [25]. See also [33, Theorem 22.2].

About the second part, assuming ˛H -Ahlfors regularity, i.e., (2.9), we see that

hd .x; s/ D s��C˛H D sˇ� ;

where hd .x; s/ is defined as

hd .x; s/ D sup
y2Bd .x;s/

R.x; y/ � �.Bd .x; s//:
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Hence following the flow of exposition of [32, Theorem 15.10], we have

g.s/ D sˇ� and ˆ.s/ D sˇ��1;

where g and ˆ appear in the statement of [32, Theorem 15.10]. Consequently, by
[32, Theorem 15.10], we obtain (3.26), (3.27) and (3.28). The fact that ˇ� � 2 can be
shown in the same way as we did for ˇ above.



Chapter 4

Conductive homogeneity of self-similar sets

4.1 Self-similar sets and self-similarity of energy

In this section, we consider the case where K is a self-similar set with rationally
related contraction ratios and construct self-similar energies under conductive homo-
geneity. Throughout this section, we fix a self-similar structure

L D .K; S; ¹fsºs2S /:

The notion of the self-similar structure was introduced to give a purely topological
description of self-similar sets. See [29, Section 1.3] for details.

Definition 4.1. Let K be a compact metrizable space, let S be a finite set, and let
¹fsºs2S be a family of continuous injective maps from K to itself.

(1) The triple .K; S; ¹fsºs2S / is called a self-similar structure if there exists
a continuous surjective map �WSN ! K such that

�.s1s2 : : :/ D fs1.�.s2s3 : : ://

for any s1s2 : : : 2 SN , where SN is equipped with the product topology.

(2) Define W� D
S
n�0 S

n, where S0 D ¹�º. An element .w1; : : : ; wn/ 2 Sn is
denoted by w1 : : : wn. For w1 : : : wn 2 Sn, set

fw D fw1 ı � � � ı fwn and Kw D fw.K/:

In particular, f� is an identity map and K� D K.

Hereafter in this section, .K; S; ¹fsºs2S / is a self-similar structure.
By [29, Proposition 3.3], if .K;S; ¹fsºs2S / is a self-similar structure, �WSN !K

is uniquely given by
¹�.s1s2 : : :/º D

\
m�0

Ks1:::sm

for any s1s2 : : : 2 SN .
Typically, an example of self-similar structures is given by a self-similar set with

respect to a family of contractions. Let .X; d/ be a complete metric spaces and let
¹fiºiD1;:::;N be a family of contractions of .X; d/, i.e., fi WX ! X and

sup
x;y2X;x¤y

d.fi .x/; fi .y//

d.x; y/
< 1
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for any i 2 ¹1; : : : ;N º. Then it is known that there exists a unique non-empty compact
subset K of X satisfying

K D

N[
iD1

fi .K/: (4.1)

See [29, Theorem 1.1.4] for example. The set K is called a self-similar set with re-
spect to ¹fiºiD1;:::;N . By [29, Theorem 1.2.3], if S D ¹1; : : : ;N º, then .K;S; ¹fiºi2S /
is a self-similar structure.

Definition 4.2. Let r 2 .0; 1/ and let js 2 N for s 2 S .

(1) Define

j.w/ D

mX
iD1

jwi and g.w/ D rj.w/ (4.2)

forwDw1 : : :wm 2 Sm. (In particular, j.�/D 0, g.�/D 1.) Define z�.w1 : : :wm/D

w1 : : : wm�1 for w D w1 : : : wm 2 Sm and

ƒ
g
rn D ¹w j w D w1 : : : wm 2 W�; g.z�.w// > r

n
� g.w/º: (4.3)

(2) Set
Tn D ¹.n; w/ j w 2 ƒrnº; T D

[
n�0

Tn

and define �WT ! W � as �.n; w/ D w. Moreover, define

A D ¹..n; v/; .nC 1;w// j n � 0; v D w or v D z�.w/º:

Note that ƒgrn \ ƒ
g

rnC1
can be non-empty. (See Section 4.5 for example.) Thus

to distinguishw 2ƒ
g
rn andw 2ƒ

g

rnC1
, we have introduced Tn in the above definition.

The following proposition is straightforward.

Proposition 4.3. The triple .T;A; �/ is a rooted tree and ¹Kwºw2T is a minimal
partition of K parametrized by .T;A; �/.

In the rest of this section, we fix ¹jsºs2S and the associated partition .T;A; �/.
Furthermore, we presume the following assumption.

Assumption 4.4. There exists a metric d onK giving the original topology ofK and
Assumption 2.15 holds with the metric d .

If this assumption is satisfied, we say that ¹fsºs2S has rationally related contrac-
tion ratios ¹rjsºs2S .

In fact, under this assumption, in particular, by Assumption 2.15 (3), there exist
c1; c2 > 0 such that

c1r
j.w/

� diam.Kw ; d / � c2r
j.w/ (4.4)
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for any w 2 T . This enable us to regard the contraction ratio of fs as rjs . This is why
we say that contraction ratios of ¹fsºs2S are rationally related.

Combining (4.4) with Assumption 2.15 (2B), we obtain the following proposition.

Proposition 4.5. Define ˛H to be the unique number satisfyingX
s2S

rjs˛H D 1

and let � be the self-similar measure on K with weight ¹rjs˛H ºs2S . Then � is ˛H -
Ahlfors regular with respect to the metric d and ˛H coincides with the Hausdorff
dimension of .K; d/.

Under our assumptions, let � be the same constant as in Theorem 3.30. Note that
even if we replace the definition of zEmp .u/, (3.6), by

zEmp .u/ D �mEmp .u/; (4.5)

all the arguments in Section 3.1 work and the results are unchanged. Our goal in this
section is the next theorem.

Theorem 4.6. Let .K; S; ¹fsºs2S / be a self-similar structure and let .T;A; �/ be
given in Definition 4.2. Suppose that Assumption 4.4 is satisfied and that K is p-
conductively homogeneous for some p 2 .dimAR.K; d/;1/.

(1) For any w 2 W� and f 2 Wp ,

f ıfw 2 Wp:

(2) There exists EpWW
p ! Œ0;1/ satisfying

(a) .Ep/
1
p is a semi-norm on Wp and there exist c1; c2 > 0 such that

c1Np.f / � Ep.f /
1
p � c2Np.f /

and

c1d.x; y/
�p � sup

f 2W2;Ep.f /¤0

jf .x/ � f .y/jp

Ep.f /
� c2d.x; y/

�p

for any f 2 Wp and x; y 2 K.

(b) For any f 2 Wp , xf 2 Wp and

Ep. xf / � Ep.f /:

(c) For any f 2 Wp ,

Ep.f / D
X
s2S

�jsEp.f ıfs/:

In particular, for p D 2, .E2;W2/ is a local regular Dirichlet form on L2.K;�/.
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Proof. Define

U D
®
A.�/ j A.�/ is a semi-norm on Wp , there exist c1; c2 > 0 such that

c1Np.f / � A.f / � c2Np.f / for any f 2 Wp
¯
:

For A1; A2 2 U, we write A1 � A2 if and only if A1.f / � A2.f / for any f 2 Wp .
We give U the point-wise convergence topology, i.e., ¹Anºn�1 � U is convergent to
A 2 U as n! 1 if and only if An.f /! A.f / as n! 1 for any f 2 Wp . Then
due to the separability of Wp described in Theorem 3.22, U is an ordered topological
cone in the sense of [28].

Let w 2 W�. For any v D v1 : : : vk 2 ƒrn�j.w/ , since

g.wv1 : : : vk�1/ D g.w/g.v1 : : : vk�1/ > g.w/r
n�j.w/

D rn � g.wv/;

it follows that wv 2 ƒrn . This shows that ¹.n; wv/jv 2 ƒrn�j.w/º � Tn. In fact,

Tn D

[
w2Sm

¹.n; wv/ j v 2 ƒrn�j.w/º;

which is a disjoint union. This yieldsX
w2Sm

En�j.w/p .Pn�j.w/.f ıfw// � Enp .Pnf /

for any f 2 Lp.K;�/. Therefore,X
w2Sm

�j.w/ yEn�j.w/.f ıfw/ � yEnp .f /:

This inequality implies that �j.w/ supn�j.w/ yE
n�j.w/.f ıfw/ � Np.f /

p < 1 for
any f 2 Wp , so that f ıfw 2 Wp . Thus we have verified the statement (1). Again
by the above inequality,

c
X
w2Sm

�j.w/Np.f ıfw/
p
�

X
w2Sm

�j.w/ lim
n!1

yEn�j.w/.f ıfw/

� sup
n�0

yEnp .f / D Np.f /
p: (4.6)

Note that X
.n;v/2Tn

�j.v/ yEk�j.v/p .f ıfv/ �
X
w2Sm

�j.w/ yEnCk�j.w/.f ıfw/:

By (3.11), taking lim in the left-hand side and sup in the right-hand side, we see that

c
X

.n;v/2Tn

�j.v/Np.f ıfv/
p
�

X
w2Sm

�j.w/Np.f ıfw/
p: (4.7)
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On the other hand, for any .n; v/ 2 Tn and x 2Kv , the self-similarity of � and (3.21)
show

j.Pnf /.v/ � f .x/j �

Z
K

jf ıfv.y/ � f ıfv.x0/j�.dy/

� c

Z
K

d.x0; y/
��
p �.dy/Np.f ıfv/ � c0Np.f ıfv/;

where x0 D .fv/
�1.x/. Hence if ..n; v/; .n; u// 2 E�

n , then

j.Pnf /.v/ � .Pnf /.u/j � c0.Np.f ıfv/C Np.f ıfw//:

This along with (4.7) yields

yEnp .f / D
�n

2

X
..n;v/;.n;u//2E�

n

j.Pnf /.v/ � .Pnf /.u/j
p

� C
X

.n;v/2Tn

�j.w/Np.f ıfv/
p
� C 0

X
w2Sm

�j.w/Np.f ıfw/
p:

Taking sup in the right-hand side, we have

Np.f /
p
� C 0

X
w2Sm

�j.w/Np.f ıfw/
p: (4.8)

Now for A 2 U, define F .A/ by

F .A/.f / D
�X
s2S

�jsA.f ıfs/
p
� 1
p

:

For any A 2 U, since A � c2Np , (4.6) implies

F .A/ � c2F .Np/ � c0Np:

On the other hand, the fact c1Np � A and (4.8) yield

F .A/ � c1F .Np/ � c00Np:

Thus F .A/ 2 U and F WU ! U. It is easy to see that U is continuous and

F .AC B/ � F .A/C F .B/:

Combining (4.6) and (4.8), we see that there exist C1; C2 > 0 such that

c1Np � F j .Np/ � c2Np

for any j � 1. So, by [28, Theorem 1.5], there exists E� 2 U such that F .E�/ D E�.
Define

UM D
®
A j A 2 U; A. xf / � A.f / for any f 2 Wp

¯
:
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Then yEp 2 UM and UM is a closed subset of U. Hence by [28, Corollary 1.6], we
see there exists E 0 2 UM such that F .E 0/ D E 0. Letting E D .E 0/p , we have the
desired E . In the case p D 2, define

UDF D ¹A j A 2 U; A satisfies the parallelogram law, the resulting

quadratic form has both Markov and local propertyº:

Then UDF is a closed subspace of U and Theorem 3.23 ensures that UDF ¤ ;.
So again by [28, Corollary 1.6], we have the desired local regular Dirichlet form.

4.2 Conductive homogeneity of self-similar sets

In this section, we present a sufficient condition for conductive homogeneity of self-
similar sets. The idea originated from [11], where the authors used symmetries of
the spaces to show the combinatorial Loewner property of the Sierpiński carpet and
the Menger curve, also known as the Menger sponge. Our sufficient condition, Theo-
rem 4.8, will be used in Sections 4.3 and 4.6.

Throughout this section, we assume that .K;S; ¹fsºs2S / is a self-similar structure
and adopt the setting in Section 4.1, i.e., let .T;A;�/ be given in Definition 4.2 and we
suppose that Assumption 4.4 is satisfied. For simplicity, we also assume that js D 1

for any s 2 S , so that g.w/ D r jwj and Tm D Sm.

Definition 4.7. (1) For any e D .w; v/ 2
S
m�1E

�
m, define

X.e/ D .fw/
�1.fw.K/ \ fv.K//

and 'eWX.e/! X.er/ by 'e D .fv/
�1ıfw jX.e/, where er D .v; w/ for e D .w; v/.

Furthermore, define

	T .K; T / D ¹.X.e/; X.er/; 'e/ j m � 1; e 2 E�
mº:

An element of 	T .K; T / is called an intersection type of .K; T /.

(2) A homeomorphism gWK ! K is said to be a symmetry of .K; T / if there
exists g�W T ! T such that jg�.w/j D jwj and g.Kw/ D Kg�.w/ for any w 2 T .
Define G.K;T / as the collection of symmetries of .K; T /.

(3) For any n � 0, define  nW
S
m�0 TnCm ! T by  n.v/ D u if v 2 TnCm and

v D �m.v/u.

Remark. The notion of intersection types and the set 	T .K; T / were introduced
in [31].

Note that  n.TnCm/ D Tm and .f�m.v//�1.Kv/ D K n.v/ for any v 2 TnCm.
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Notation. For A � T , set
K.A/ D

[
v2A

Kv: (4.9)

Theorem 4.8. Suppose that there exist a finite subset 	 � 	T .K; T / and finite sub-
groups G0 and G1 of G.K;T / satisfying the following properties:

(a) .Tm; E
	
m/ is connected for any m � 1, where

E	
m D ¹e j e 2 E�

m; .X.e/; X.e
r/; 'e/ 2 	º:

(b) For any .X;Y;'/ 2 	 and x 2X , there exists g 2 G0 such that g.x/D '.x/.

(c) For any n� 1,w 2 Tn and p2C
.1/
M;m.w/, there exists Up �

S
g2G1

g�. n.p//
such that K.Up/ is connected and g.K.Up// \ X ¤ ; and g.K.Up// \

Y ¤ ; for any .X; Y; '/ 2 	 and g 2 G0.

Then for any p � 1, n; k � 1, m � 1, u�; v� 2 Tk , and w 2 Tn,

M
.1/
M;p;m.w/ � .L�/

M#.G1/pC1#.Tk/pM.1/
p;m.u�; v�; Tk/: (4.10)

Furthermore, if Assumption 4.4 holds withM� DM , thenK is p-conductively homo-
geneous for any p > dimAR.K; d/.

Remark. Strictly, a path p D .w.1/; : : : ; w.k// of a graph is not a subset of vertices
but a sequence of them. However, we use p to denote a subset ¹w.1/; : : : ; w.k/º if
no confusion may occur. For example, in the expression  n.p/ above, we regard p as
a subset of TnCm.

Proof of Theorem 4.8. For u 2 Sm.�M .w//, define Hu � TkCm by

Hu D ¹vg�. n.u// j g 2 G1; v 2 Tkº:

Then we have that #.Hu/ � #.Tk/#.G1/ for any u 2 Sm.�1.w// and #.¹u j v 2

Huº/ � #.�M .w//#.G1/ for any v 2 TkCm.
Now, since .Tk;E	

k
/ is connected, there exists .w.0/;w.1/; : : : ;w.l/;w.l C 1//2

.Tk/
lC2 such that w.0/ D u�; w.l C 1/ D v�, .w.i/; w.i C 1// 2 E	

k
for any i D

0; 1; : : : ; l . Set ei D .w.i/; w.i C 1//. Then .X.ei /; X..ei /r/; 'ei / 2 	.

Claim. There exist Ai � Tm; xi 2 K and gi ; hi 2 G0 for i D 1; 2; : : : ; l such that

(i) Ai D .hi /
�.Up/ and K.Ai / \X.ei / ¤ ;,

(ii) xi 2 K.Ai / \X.ei / and gi .xi / D 'ei .xi /,

(iii) AiC1 D .gi /
�.Ai /.

Proof. For i D 1, let h1 be the identity map. Then A1 D Up. Since by (c) K.A1/ \

X.e1/ ¤ ;, we may choose x1 2 K.A1/ \ X.e1/. By (b), there exists g1 2 G0 such
that g1.x1/ D 'e1.x1/.
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Assume that we have the desired objects for i 2 ¹1; : : : ; l � 1º. Letting hiC1 D
giıhi 2 G0 and AiC1 D .gi /

�.Ai /, we obtain

AiC1 D .gi /
�.hi /

�.Up/ D .hiC1/
�.Up/:

Using (c), we see thatK.AiC1/\X.eiC1/¤;. Choose xiC1 2K.AiC1/\X.eiC1/.
By (b), there exists giC1 2 G0 such that giC1.xiC1/ D 'eiC1.xiC1/.

Thus by induction, the claim has been proven. �

Now, by (c), X.e0/ \K.A1/ ¤ ; and X..el/r/ \K.Al/ ¤ ;. This implies

fw.1/.K.A1// \Kw.0/ ¤ ; and fw.l/.K.Al// \Kw.lC1/ ¤ ;: (4.11)

Next, (ii) yields fw.iC1/.gi .xi // D fw.i/.xi /. Since

gi .xi / 2 K..gi /
�.Ai // D K.AiC1/;

we have
fw.i/.K.Ai // \ fw.iC1/.K.AiC1// ¤ ; (4.12)

for i D 1; : : : ; l . Since Ai D .hi /
�.Up/ �

S
g2G1

g�. n.p//, we see that

l[
iD1

w.i/Ai �

[
u2p

Hu:

Note thatK.
Sl
iD1w.i/Ai /D

Sl
iD1fw.i/.Ai /. By formulas (4.12) and (4.11), we see

that K.
Sl
iD1w.i/Ai / is connected and intersects with Kw.0/ and Kw.lC1/. There-

fore, there exists p0 2 C
.1/
m .u�; v�; Tk/ included in

Sl
iD1w.i/Ai �

S
u2pHu. Con-

sequently, Lemma C.4 shows (4.10). The conductive homogeneity follows from Lem-
ma 2.22 and Theorem 3.33.

4.3 Subsystems of (hyper)cubic tiling

In this section, we present three classes of hypercube-based self-similar sets as ex-
amples of conductively homogeneous spaces. The first one given in Theorem 4.13
includes generalized Sierpiński carpets studied in the series of papers [1–6] by Barlow
and Bass, the Menger curves (also known as the Menger sponge), and the hypercubes
Œ�1; 1�L for L � 1. Unlike those examples, however, our examples also contain self-
similar sets with fewer, or even no, symmetries of a hypercube. See Section 4.4, where
we present explicit examples of self-similar sets belonging to the classes given in this
section.

We start with basic notations on the hypercube Œ�1; 1�L and its symmetry group.
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Definition 4.9. Let L 2 N and let CL� D Œ�1; 1�L. Moreover, let BL be the L-
dimensional hyperoctahedral group, that is,

BL D
®
g j g 2 O.L/; g.CL� / D CL�

¯
;

where O.L/ is the collection of orthogonal transformations of RL. For the case
L D 2, B2 is often denoted by D4 in a literature. Define

Bj;i D
®
.x1; : : : ; xL/ j .x1; : : : ; xL/ 2 Œ�1; 1�

L; xj D i
¯

for j D ¹1; : : : ; Lº and i 2 ¹�1; 0; 1º. Then the boundary of Œ�1; 1�L consists of
¹Bj;iºj2¹1;:::;Lº;i2¹1;�1º. For s D .s1; : : : ; sL/ 2 ¹1; : : : ; N ºL, define

CL;Ns D

LY
iD1

h2si � 2 �N
N

;
2si �N

N

i
;

cL;Ns D

�2s1 � 1 �N
N

; : : : ;
2sL � 1 �N

N

�
:

If no confusion may occur, we use C�, Cs and cs instead of CL� , CL;Ns and cL;Ns

respectively hereafter.
In the course of this section, we are going to deal with particular elements of BL.

Definition 4.10. Define Rj 2 BL as the reflection in the hyperplane Bj;0 for j 2

¹1; : : : ; Lº. Furthermore, define Rij1;j2 as the reflection in the hyperplane

H i
j1;j2

D ¹.x1; : : : ; xL/ j xj1 D ixj2º

for j1; j2 2 ¹1; : : : ; Lº with j1 ¤ j2 and i 2 ¹1;�1º.

In the next definition, we introduce key notions of this section.
Throughout this section, we fix L � 1 and N � 2.

Definition 4.11. (1) A self-similar structure .K; S; ¹fsºs2S / is called a subsystem of
L-dimensional hypercubic tiling, or a subsystem of cubic tiling for short, if K � C�,
S � ¹1; : : : ; N ºL and, for any s 2 S , fs is a restriction of a similitude from RL to
itself satisfying fs.C�/ D Cs , i.e., there exists ˆs 2 BL such that

fs.x/ D
1

N
ˆsx C cs

for any x 2 RL. A subsystem of cubic tiling .K;S; ¹fsºs2S / is called non-degenerate
if K \ Bj;i ¤ ; for any j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º.

(2) A continuous map 'WC� ! C� is called an N -folding map if and only if, for
any s 2 ¹1; : : : ; N ºL, there exists As 2 BL such that

'.x/ D NAs.x � cs/ (4.13)
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for any x 2 Cs . If no confusion may occur, we omit N in the expression of an “N -
folding” map and say a “folding map” for simplicity.

(3) Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. We use the frame-
work of Section 4.1 to define .T;A; �/ with r D 1

N
and js D 1 for any s 2 S . In this

case, Tn D Sn for any n � 1. Define a graph .Tn; E`n/ by

E`n D ¹.w; v/ j w; v 2 Tn; w ¤ v; fw.C�/ \ fv.C�/ D fw.Bj;i /

for some j 2 ¹1; : : : ; Lº and i 2 ¹1;�1ºº:

The subsystem of cubic tiling L is said to be strongly connected if .Tn; E`n/ is con-
nected for any n � 1.

(4) Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. L is called locally
symmetric if Kw [ Kv is invariant under the reflection in the hyperplane including
fw.C�/ \ fv.C�/ for any n � 1 and .w; v/ 2 E`n.

Remark. Let L be a subsystem of cubic tiling which is non-degenerate and locally
symmetric. Then E`n � E�

n by the following arguments. Assume that .w; v/ 2 E`n.
Set

`w;v D fw.C�/ \ fv.C�/: (4.14)

By non-degeneracy, Kw \ `w;v ¤ ; and by local symmetry, Kw \ `w;v D Kv \

`w;v¤;. Hence .w;v/2E�
n . Note that even if .w;v/2Tn and fw.C�/\fv.C�/¤ ;,

it may happen that Kw \Kv D ;.

Remark. Let L be a subsystem of cubic tiling which is non-degenerate, locally sym-
metric, and strongly connected. As in the case of the unit square in Example 2.32,
define

J` D
°
¹w; vº

ˇ̌
.w; v/ 2

[
n�0

E`n

±
: (4.15)

For explicit examples in the next section except for the chipped Sierpiński carpet,
J` is a covering system and is a good substitute for J� in the case p < dimAR.K; d/.

By properties of cubic tiling, it is easy to see that Assumption 2.15 holds. In sum-
mary, we have the next proposition. Recall that the edges of Tn are given not by E`n
but by E�

n as it has always been in the previous sections.

Proposition 4.12. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Then the
family ¹Kwºw2T is a partition of K parametrized by the tree .T;A; �/. Let d� be
the restriction of the Euclidean metric on K and let � be the self-similar measure
satisfying �.Kw/ D .#.S//�jwj for any w 2 T . Then Assumption 2.15 is satisfied
with d D d�, r D 1

N
, M� D 1, M0 D 1, N� D #.S/ and L� � 3L � 1. In this case,

� is ˛H -Ahlfors regular with respect to d�, where ˛H D
log #.S/

logN .
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The exponent ˛H coincides with the Hausdorff dimension of .K; d�/. Note that
#.S/�NL. Since #.S/DNL impliesK D C�, we see that ˛H <L unlessK D C�.

The following theorems are the main results of this section.

Theorem 4.13. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Assume
that L is non-degenerate, locally symmetric, and strongly connected. Moreover, sup-
pose that the following condition (SDR) is satisfied:

(SDR) For any j1; j2 2 ¹1; : : : ; Lº with j1 ¤ j2, there exists i 2 ¹1;�1º such
that Rij1;j2 2 G.K;T /.

Then K is p-conductively homogeneous for any p > dimAR.K; d�/.

The name (SDR) represents “symmetric with respect to diagonal reflections”
as Rij1;j2 is the reflection in the diagonal hyperplane H i

j1;j2
. For generalized Sier-

piński carpets, the Menger curve and the hypercube, it follows that G.K;T / D BL and
(SDR) is satisfied. However, G.K;T / does not necessarily coincide with BL to satisfy
(SDR). For example, the group generated by ¹R1j1;j2 j j1; j2 2 ¹1; : : : ; Lº; j1¤j2º

is (isomorphic to) the symmetric group of order L, �L, which is a proper subgroup
of BL, and if �L � G.K;T /, then (SDR) is satisfied. See Example 4.30.

In the case LD 2, the advantage of being planar gives another two classes having
conductive homogeneity.

Theorem 4.14. Let L D 2 and let L D .K; S; ¹fsºs2S / be a subsystem of 2-dimen-
sional cubic tiling. Assume that L is non-degenerate, locally symmetric, and strongly
connected. Moreover, assume one of the following two conditions (RS) or (NS):

(RS) ‚�
2
2 G.K;T /, where ‚�

2
is the rotation by �

2
around .0; 0/.

(NS) For each i; j 2 ¹1; : : : ; N � 1º, there exist i1; j1 2 ¹1; : : : ; N º such that

¹.i; j1/; .i C 1; j1/; .i1; j /; .i1; j C 1/º \ S D ;:

Then K is p-conductively homogeneous for any p > dimAR.K; d�/.

The expressions (RS) and (NS) represent “rotational symmetry” and “no symme-
try”, respectively.

At a glance at definitions, it may look difficult to verify the conditions like “non-
degenerate”, “strongly continuous”, and “locally symmetric”. In the course of the
discussion, however, we will show useful criteria concerning only the first iteration
¹fs.C�/ºs2S to check those conditions.

Proofs of the above theorems will be given later in this section after necessary pre-
parations. The main idea of the proof is to construct a family of paths required (c) of
Theorem 4.8 by using local symmetry and an additional geometric condition (SDR),
(RS), or (NS). Such an idea was used in [11] and can be traced back to the “knight
move” argument by Barlow–Bass [1]. In those previous works, however, the full BL-
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symmetry of the space was required but we find that weaker (or even no) symmetry
is good enough under the presence of local symmetry.

Now we start to study the conditions “non-degenerate”, “strong continuous”, and
“locally symmetric”. First, we study the nature of folding maps, which turns out to
be closely related to the local symmetry.

Lemma 4.15. Let 'WC� ! C� be a folding map characterized as (4.13). Then for
any s; t 2 ¹1; : : : ; N ºL,

As D AtRj if Cs \ Ct D
1

N
Bj;i C cs for some i 2 ¹1;�1º:

Proof. Assume that Cs \ Ct D 1
N
Bj;i C cs . Then Cs \ Ct D 1

N
Bj;�i C ct as well

and x � ct D Rj .x � cs/ for any x 2 Cs \ Ct . On the other hand, as ' is a folding
map, we see that

NAs.x � cs/ D NAt .x � ct /

for any x 2 Cs \ Ct . Hence As.x � cs/ D AtRj .x � cs/ for any x 2 Cs \ Ct . This
immediately implies As D AtRj .

Note that Rj1Rj2 D Rj2Rj1 for any j1; j2 2 ¹1; : : : ;Lº. So, by the above lemma,
we can determine all the folding maps as follows.

Lemma 4.16. Fix s� D .s�1 ; : : : ; s
�
L/ 2 ¹1; : : : ;N ºL. For A 2 BL, define 's�;AWC� !

C� by

's�;A.x/ D NA

LY
jD1

.Rj /
js�
j
�sj j.x � cN.i;j //

for any x 2 C.s1;:::;sL/. Then 's0;A is a folding map. Moreover, ¹'s�;A j A 2 BLº is
the totality of folding maps for any s� 2 ¹1; : : : ; N ºL.

Examples of folding maps in the case of L D 2 are given in Figure 4.1. In each
example, s� D .1; 1/ and A D I . The element of B2 in each square indicates the
corresponding A.R1/js1�s

�
1
j.R2/

js2�s
�
2
j.

Notation. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Set

K.m/ D
[
w2Tm

fw.C�/:

Due to the next lemma, one can easily determine the non-degeneracy of K by
examining K.1/.

Lemma 4.17. Let LD .K;S; ¹fsºs2S / be a subsystem of cubic tiling. Then L is non-
degenerate if and only if K.1/ \ Bj;i ¤ ; for any j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º.
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R1IR1I

�IR2�IR2

R1IR1I

�IR2�IR2

IR1I

R2�IR2

IR1I

N D 3 N D 4

Figure 4.1. Folding maps.

Proof. Since K � K.1/, the “only if” part is obvious. Assume that K.1/ \ Bj;i ¤ ;

for any j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º. We are going to show that K.k/ \ Bj;i ¤ ;

for any j 2 ¹1; : : : ; Lº, i 2 ¹1;�1º, and k 2 ¹1; : : : ; nº by induction on n. Assume
that the claim holds for n. Let w 2 Tn satisfying fw.C�/ \ Bj;i ¤ ;. Since

.fw/
�1.fw.C�/ \ Bj;i / D Bj1;i1

for some j1 2 ¹1; : : : ; Lº and i1 2 ¹1;�1º, there exists s 2 T1 such that

fs.C�/ \ .fw/
�1.fw.C�/ \ Bj;i / ¤ ;:

This implies that fws.C�/\Bj;i ¤ ;. Thus we have shown the desired statement for
nC 1. Now by induction,

K.k/ \ Bj;i ¤ ;

for any j 2 ¹1; : : : ;Lº, i 2 ¹1;�1º. SinceK.n/ is monotonically decreasing andK DT
n�1K

.n/, it follows that K \ Bj;i ¤ ; for any j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º.

The locally symmetric property can also be determined by the first step of the
iteration as follows.

Lemma 4.18. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Then L is
locally symmetric if and only if Ks [Kt is invariant under the reflection in `s;t for
any .s; t/ 2 E`1.

Proof. The “only if” part is obvious. We show the following statement by induction
on n � 1.

For any k 2 ¹1; : : : ; nº and .w;v/ 2E`
k

,Kw [Kv is invariant under the reflection
in `w;v .

The case nD 1 is exactly the assumption of the lemma. Suppose that the statement
holds for n. Let .w;v/ 2E`nC1. In the case �n.w/D �n.v/, let sD �n.w/. ThenwD

sw0 and v D sv0 for some w0; v0 2 Tn. Since fw.C�/ D fs.fw0.C�// and fv.C�/ D
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fs.fv0.C�//, we see `w0;v0 2 E
`
n. By induction hypothesis, Kw0 \ Kv0 is invariant

under the reflection in `w0;v0 . Applying fs , we see thatKw [Kv is invariant under the
reflection in `w;v . In the case �n.w/¤ �n.v/, let sD �n.w/ and let t D �n.v/. Since
`w;v � `s;t D fs.Bj;i / for some j 2 ¹1; : : : ;Lº and i 2 ¹1;�1º, we obtain .s; t/ 2E`1.
So, Ks [ Kt is invariant under the reflection in `s;t . Denoting this reflection by R,
we see that R coincides with the reflection in `w;v . Since R.fw.C�// D fv.C�/, it
follows that R.Kw/ D R.Ks \ fw.C�// D Kt \ fv.C�/ D Kv . So we have verified
the statement for nC 1. Thus by induction, we have the desired result.

Next, we consider the strong connectedness.

Lemma 4.19. Let L D .K; S; ¹fsºs2S / be a locally symmetric subsystem of cubic
tiling. If L is non-degenerate and .T1;E`1/ is connected, then L is strongly connected.

Proof. By the non-degeneracy, we see that K.n/ \ Bj;i ¤ ; for any j 2 ¹1; : : : ; Lº

and i 2 ¹1;�1º.
We are going to show that .Tk; E`k/ is connected for any k 2 ¹1; : : : ; nº by

induction on n � 1. Assume that w; v 2 TnC1. If �n.w/ D �n.v/, then there exist
w0;v0 2 Tn such thatwD sw0 and vD sv0, where sD�n.w/. Sincew0 and v0 are con-
nected by an E`n-path, w and v are connected by an E`nC1-path. In the case �n.w/ ¤
�n.v/, let s D �n.w/ and let t D �n.v/. Then w D sw0 and v D tv0 for some
w0; v0 2 Tn. Since .T1; E`1/ is connected, there exists an E`1-path .s.0/; : : : ; s.m//
such that s.0/D s, s.m/D t and .s.i/; s.i C 1// 2 E`1 for any i D 0; : : : ;m� 1. For
each i D 0; : : : ;m� 1, since

S
w02Tn

fw0.C�/\Bj;i ¤ ; for any j D ¹1; : : : ;Lº and
i 2 ¹1;�1º, there exists u.i/ 2 Tn such that fs.i/u.i/.C�/\ `s.i/;s.iC1/ ¤ ;. Since L

is locally symmetric, there exists v.i/ 2 Tn such that fs.iC1/v.i/.C�/ is the image of
fs.i/u.i/.C�/ by the reflection in `s.i/;s.iC1/. Define v.�1/Dw0 and u.m/D v0. Then
w D s.0/v.�1/ and v D s.m/u.m/. Since .Tn; E`n/ is connected, v.i � 1/ and u.i/
are connected by an E`n-path for any i D 0; : : : ; m � 1. Adding s.i/ at the top, we
obtain an E`nC1-path between s.i/v.i � 1/ and s.i/u.i/. Combining all these E`nC1-
paths, we obtain an E`nC1-path between w and v. Thus .TnC1; E`nC1/ is connected.
By induction, we see that L is strongly connected.

Lemma 4.20. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Assume that
K \ int.C�/ ¤ ;. For any s 2 ¹1; : : : ; NmºL, if K \ int.CL;N

m

s / ¤ ;, then there
exists w 2 Tm such that fw.C�/ D C

L;Nm

s .

Proof. Suppose that fw.C�/ ¤ C
L;Nm

s for all w 2 Tm. Then fw.C�/ \ C
L;Nm

s is
included in the boundary of CL;N

m

s and hence fw.C�/ \ int.CL;N
m

s / D ;. So,

K.m/ \ int.CL;N
m

s / D
[
w2Tm

�
fw.C�/ \ int.CL;N

m

s /
�
D ;:

Since K � K.m/, it follows that K \ int.CL;N
m

s / D ;.
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The following relation between a folding map and a subsystem of cubic tiling will
be used to characterize local symmetry.

Lemma 4.21. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling. Assume that
K \ int.C�/ ¤ ;. Let ' be a folding map. Then the following four statements are
equivalent:

(a) '.K/ D K.

(b) 'ıfs.K
.m// D K.m/ for any s 2 S and m � 0.

(c) 'ıfs.K/ D K for any s 2 S .

(d) '.K.mC1// D K.m/ for any m � 0.

Proof. (a) ) (b): Let s 2 S . Then 'ıfs.K/ � K. For any w 2 Tm, there exists � D

.�1; : : : ; �L/ 2 ¹1; : : : ; NmºL such that 'ıfs.fw.C�// D C
L;Nm

� . Now

K � 'ıfs.fw.K \ int.C�/// D 'ıfsıfw.K/ \ int.CL;N
m

� /:

Since K \ int.C�/ ¤ ;, this implies K \ int.CL;N
m

� / ¤ ;. Lemma 4.20 shows that
'ıfs.fw.C�// D C

L;Nm

� � K.m/, so that

'ıfs.K
.m// D

[
w2Tm

'ıfs.fw.C�// � K.m/:

As 'ıfs 2 BL preserves the Lebesgue measure of a set, we see 'ıfs.K.m//DK.m/.
(b) ) (c): Since

T
m�0K

.m/ D K,

'ıfs.K/ D 'ıfs

� \
m�0

K.m/
�
D

\
m�0

K.m/ D K:

(c) ) (a): Since K D
S
s2S fs.K/,

'.K/ D '
�[
s2S

fs.K/
�
D K:

(b) ) (d): Since
S
s2S fs.K

.m// D K.mC1/,

'.K.mC1// D '
�[
s2S

fs.K
.m//

�
D K.m/:

(d) ) (a): Since
T
m�0K

.m/ D K,

'.K/ D '
� \
m�0

K.mC1/
�
D

\
m�0

K.m/ D K:

The next theorem tells that a locally symmetric subsystem of cubic tiling is almost
an inverse of a folding map.
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Theorem 4.22. Let L D .K; S; ¹fsºs2S / be a subsystem of cubic tiling.

(1) If L is strongly connected and locally symmetric, then there exists a folding
map satisfying

'n ı fw.K
.m// D K.m/

for any n � 1, m � 0 and w 2 Tn. In particular,

'n.K.nCm// D K.m/

for any n � 1, m � 0 and
'n.K/ D K

for any n � 1. Furthermore, define FsWC� ! Cs by Fs D .'jCs /
�1 for each

s 2 S . Then
K D

[
s2S

Fs.K/

and .K; S; ¹Fsºs2S / is a self-similar structure.

(2) Suppose that K \ int.C�/ ¤ ;. If there exists a folding map ' such that
'.K/ D K, then L is locally symmetric.

Proof. (1) Fix s 2 S . Recall that there exists ˆs 2 BL such that

fs.x/ D
1

N
ˆsx C cs

for any x 2 C�. Set As D .ˆs/
�1 and define ' D 's0;As . Since 'ıfs D I , it follows

that 'nı.fs/n D I for any n � 1. Thus letting

sn D ss � � � s
n-times

;

we see that 'nıfsn.K/ D K. Choose � D .�1; : : : ; �L/ 2 ¹1; : : : ; N nºL such that
C
L;Nn

� D fsn.C�/. Let w 2 Tn. Choose � D .�1; : : : ; �L/ 2 ¹1; : : : ; N nºL such that
C
L;Nn

�
D fw.C�/. Since L is strongly connected, there exists an E`n-path .w.0/;

: : : ; w.m// between sn and w. Following this path and applying the reflections in
`w.i/;w.iC1/, we see that

Kw � c
L;Nn

�
D R.Ksn � c

L;Nn

� /;

where R D
QL
jD1.Rj /

j�j��j j. Note that 'n is an N n-folding map. Hence, for any
 2 ¹1; : : : ; N nºL, there exists A 2 BL such that

'n.x/ D N nA .x � cL;N
n

 /
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for any x 2 C
L;Nn

 . Applying Lemma 4.16 to 'n, we see that

'nıfw.K/ D 'n.Kw/ D N nA�.Kw � c
L;Nn

�
/

D N nA�RR.Ksn � c
L;Nn

� / D 'n.Ksn/ D K:

Hence
'nıfw.K/ D K

for any n � 1 and w 2 Tn. SinceK � K.m/, it follows that 'nıfw.K.m// � K. Note
that 'nıfw.K.m// D

S
2B C

L;Nn

 for some subset B � ¹1; : : : ; N nºL and K.m/ is
the minimal of such unions containing K. This shows 'nıfw.K.m// � K.m/. Since
'nıfw preserves the Lebesgue measure of a set, we conclude that

'nıfw.K
.m// D K.m/:

Since K.mCn/ D
S
w2Tn

fw.K
.m//, we obtain 'n.K.nCm// D K.m/. Note that K DS

w2Tn
fw.K/. Hence 'n.K/ D K. Moreover, if '.x/ D NAs.x � cs/ for x 2 Cs ,

then by Lemma 4.21 (c), we have K D NAs.Ks � cs/. This implies

Ks D
1

N
.As/

�1K C cs:

Hence letting Fs.x/ D 1
N
.As/

�1x C cs , we see K D
S
s2S Fs.K/.

(2) Suppose that .s; t/ 2 E`1. Then by Lemma 4.16, there exist As 2 BL and
j 2 ¹1; : : : ; Lº such that

'.x/ D NAs.x � cs/

for any x 2 Cs and
'.x/ D NAsRj .x � ct /

for any x 2 Ct . Since 'ıfs.K/ D K and 'ıft .K/ D K by Lemma 4.21, it follows
that

Ks � cs D
1

N
.As/

�1K and Kt � ct D
1

N
Rj .As/

�1K:

Therefore,

R.Ks � cs/ D R
1

N
.As/

�1K D Kt � ct ;

so thatKt [Ks is invariant under the reflection in `s;t . Thus Lemma 4.18 shows that
L is locally symmetric.

By (2) of the above theorem, we immediately have the following sufficient con-
dition for the local symmetry.
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Corollary 4.23. Let S � ¹1; : : : ; N ºL. Assume that Bj;i \ .
S
s2S Cs/ ¤ ; for any

j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º. Let ' be an N -folding map. Define

fs D .'jCs /
�1

for any s 2 S . Let K be the unique non-empty compact set satisfying

K D

[
s2S

fs.K/:

Then, L D .K; S; ¹fsºs2S / is non-degenerate and locally symmetric.

Proof. Since Bi;i \ .
S
s2S Cs/ ¤ ; for any j 2 ¹1; : : : ; Lº and i 2 ¹1;�1º, Lem-

ma 4.17 shows that L is non-degenerate and hence K \ int.C�/ ¤ ;. Moreover, it is
immediate to see that '.K/ D K. Now Theorem 4.22 (2) suffices.

Note that by Theorem 4.22 (1), if a subsystem of cubic tiling is locally symmetric
and strongly connected, then it is given by a inverse of a folding map described in
Corollary 4.23.

Now we are ready to give a proof of Theorem 4.13.

Proof of Theorem 4.13. By Theorem 4.22, we may assume that L is given by an
inverse of a folding map described in Corollary 4.23 without loss of generality. Note
that

.'mjfw.C�//
�1

D fw (4.16)

for any m � 1 and w 2 Tm. For any m � 1 and e D .w; v/ 2 E`m, by (4.16),

'mjfw.C�/\fv.C�/ D .fw/
�1

jfw.C�/\fv.C�/ D .fv/
�1

jfw.C�/\fv.C�/:

Hence X.e/ D X.er/ and 'e D I , where I is the identity map. Now let

	 D

°
.X.e/; X.er/; 'e/

ˇ̌
e 2

[
m�1

E`m

±
;

and set G0 D ¹I º and G1 D G.K;T / \ BL. We are going to make use of Theorem 4.8.
By the fact that L is strongly connected, we have (a) of Theorem 4.8. Since 'e D I

for any e 2
S
m�1E

`
m, (b) of Theorem 4.8 is obvious.

Now it only remains to show (c) of Theorem 4.8. Let w 2 Tn. Suppose that
fw.C�/D

QL
iD1Œ˛i ;˛i C

2
Nn
�. Then every path p 2C

.1/
1;m.w/ contains a path between

hyperplanes

¹.x1; : : : ; xL/ j xj D j̨ º and
°
.x1; : : : ; xL/ j xj D j̨ �

2

N n

±
or °

.x1; : : : ; xL/ j xj D j̨ C
2

N n

±
and

°
.x1; : : : ; xL/ j xj D j̨ C

4

N n

±
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for some j 2 ¹1; : : : ; Lº. This implies that there exists j� 2 ¹1; : : : ; Lº such that
'n.K.p//\Bj�;i ¤ ; for any i 2 ¹1;�1º. Note that 'm.K.p//D K. n.p//. Hence
there exists a path pj� � n.p/ betweenBj�;�1 andBj�;1. By (SDR), for any j1¤ j�,
there exists i� 2 ¹1;�1º such that Ri�j�;j1 2 G.K;T /. Set pj1 D .R

i�
j�;j1

/�.pj�/. Then
K.pj1/ \ Bj1;i ¤ ; for any i 2 ¹1;�1º. Moreover, K.pj�/ and K.pj1/ intersects at
H
i�
j�;j1

. Thus set p� D
SL
kD1 pk . Then p� is connected and K.p�/ \ Bk;i \K ¤ ;

for any k 2 ¹1; : : : ; Lº and i 2 ¹1;�1º. Moreover, p� �
S
g2G.K;T /\BL

g�. n.p//.
Thus we have verified (c) of Theorem 4.8.

Proof of Theorem 4.14. The arguments are the same as in the proof of Theorem 4.13
except the deduction of (c) of Theorem 4.8.

In the case of (RS), to construct pj1 from pj� , we use‚�
2

in place ofRi�j�;j1 . Then
the advantage of being planar yields K.pj�/ \K.pj / ¤ ;. The rest is the same as in
the proof of Theorem 4.8.

Next, assume (NS). Let w 2 Tn and let p D .w.1/; : : : ; w.k// 2 C
.1/
M;m.w/ with

M D 4N � 3. Note that

#
�
¹�m.w.1//; : : : ; �m.w.k//º

�
�M:

We are going to show that
K. n.p// \ Bj;i ¤ ; (4.17)

for any j 2 ¹1;2º and i2 ¹1;�1º. SupposeK. n.p//\B1;1D;. As '�n.B1;1/ forms
vertical lines at intervals of 2

Nn
, we see that K.p/ is contained in the interior of

a vertical strip
S
jD1;:::;Nn C

2;Nn

.i�;j /
[ C

2;Nn

.i�C1;j /
, which is denoted by Zi� , for some i�.

Let C1; : : : ; Cl be the collection of connected components of� [
w2Tn

fw.Q/
�
\Zi�

and set
Di D ¹v j v 2 Tn; fv.C�/ � Ciº

for i D 1; : : : ; l . Then by (NS), we see that

#.Di / � 2.2N � 2/:

Note that
Sk
iD1 f�m.w.i//.C�/ � Ci� for some i�. Hence

4N � 4 � #.Di�/ � #.¹�m.w.i// j i D 1; : : : ; kº/ �M D 4N � 3:

This contradiction shows (4.17). Thus setting Up D  n.p/, we have (c) of Theo-
rem 4.8.

To conclude this section, we present a useful criterion to determine if g 2 BL is
a symmetry of .K; T / or not.
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Lemma 4.24. Let L D .K;S; ¹fsºs2S / be a subsystem of cubic tiling. Assume that L

is non-degenerate, locally symmetric and strongly connected. Let ' be the folding
map satisfying Theorem 4.22 (1). Then for g 2 BL, if there exists a map g�W S ! S

such that, for any s 2 S , g.Cs/ D Cg�.s/ and Ag�.s/g.As/
�1 D gk for some k � 0,

then g 2 G.K;T /.

Recall that As 2 B2 is given in Definition 4.11 (2).

Proof. We are going to show that g.K.n// D K.n/ for any n � 1 by induction. For
n D 1, since g.Cs/ D Cg�.s/, it follows g.K.1// D K.1/. Next assume that

g.K.n// D K.n/:

Then by Theorem 4.22, 'ıfs.K.n// D K.n/, so that Asˆs.K.n// D K.n/. Hence

fs.K
.n// D

1

N
.As/

�1.K.n//C cs:

Set t D g�.s/. Then

g.fs.K
.n/// D

1

N
g.As/

�1.K.n//C ct D
1

N
.At /

�1Atg.As/
�1.K.n//C ct

D
1

N
.At /

�1gk.K.n//C ct D ft .K
.n//:

SinceK.nC1/ D
S
s2S fs.K

.n//, this yields g.K.nC1//DK.nC1/. Thus using induc-
tion, we see that g.K.n// D K.n/ for any n � 1. Since

T
n�1K

.n/ D K, we obtain
g.K/ D K. Now, since g.K.n// D K.n/, it follows that, for any w 2 Tn, there exists
v 2 Tn such that g.fw.C�// D fv.C�/. Set v D g�.w/. Then g�W Tn ! Tn. Since
g.fw.C�// D fg�.v/.C�/ and g.Kw/ � K, we see that

g.Kw/ � g.fw.C�// \K D fg�.w/.C�/ \K D Kg�.w/:

Using g�1 in place of g in the arguments above, we obtain g�1.Kg�.w// � Kw as
well. Thus we have shown g.Kw/ D Kg�.w/, so that g 2 G.K;T /.

4.4 Examples: subsystems of (hyper)cubic tiling

In this section, we present examples of subsystems of cubic tiling having conductive
homogeneity.

We begin with planar examples where dimAR.K;d�/� dimH .K;d�/ < 2, so that
they are 2-conductively homogeneous and have self-similar local regular Dirichlet
forms constructed in Theorem 4.6.
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IR1I

R2R2

IR1

Figure 4.2. Chipped Sierpiński carpet.

Example 4.25 (Chipped Sierpiński carpet). Let L D 2 and let N D 3. Let S be the
set of squares in the right figure of Figure 4.2 where one of R1, R2 or I is written.
The corresponding fs is given by

fs.x/ D
1

N
ˆsx C c3s ;

where ˆs 2 B2 is indicated in Figure 4.2. Note that if the upper-left square belonged
to S as well, then K would be the Sierpiński carpet. Lemma 4.17 and Corollary 4.23
show that L is non-degenerate and locally symmetric, respectively. Then using Lem-
ma 4.19, we see that L is strongly connected. Finally, Lemma 4.24 shows that R�1

1;2 2

G.K;T /, so that (SDR) is satisfied. Thus we have confirmed all the assumptions in
Theorem 4.13. Note thatK \ @C� has two different ingredients, the line segment, and
the Cantor set. The lack of rotational symmetry enables such a phenomenon. Another
unique feature is the “countably ramified” property, that is, after removing a certain
countable set, every remaining point becomes a connected component. Because of
this property, J` introduced in (4.15) is not a covering system. Furthermore, no matter
how we choose a covering system J � J�, we cannot avoid a pair ¹w; vº 2 J where
Kw \Kv consists of a single point. It is our conjecture that dimAR.K; d/D 1 for the
chipped Sierpiński gasket. In this example, since there are enough number of straight
lines inside K, .K; d�/ has the chain condition and hence the heat kernel associated
with .E;W2/ satisfies (3.26) and (3.28).

Example 4.26. Let L D 2 and let N D 4. As in Example 4.25, S and ¹ˆsºs2S are
indicated in the right figure of Figure 4.3. It is easy to see that the corresponding
self-similar structure is non-degenerate, locally symmetric, and strongly connected in
the same way as Example 4.25. Moreover, Lemma 4.24 shows that R11;2 2 G.K;T /, so
that (SDR) is satisfied. Thus we have confirmed all the assumptions of Theorem 4.13.
Unlike the chipped Sierpiński carpet, this example is not “countably ramified”. In this
example, like the chipped Sierpiński carpet, K contains enough straight lines. This
implies that .K; d�/ has the chain condition, so that the heat kernel associated with
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R1R1I

�IR2�IR2

R1R1

�IR2�IR2

Figure 4.3. Non-countably ramified example.

.E;W2/ satisfies (3.26) and (3.28). In this example, J` given by (4.15) is a covering
system with covering numbers .4; 2/.

Example 4.27 (Moulin/Pinwheel). Let L D 2 and let N D 5. As in the above exam-
ples, S and ¹ˆsºs2S are indicated in the right figure of Figure 4.4. The assumptions
of Theorem 4.14 are verified in exactly the same way as before including (RS), i.e.,
‚�
2
2 G.K;T /. In this example, unlike previous ones, .K; d�/ does not have the chain

condition and hence we have (3.26) and (3.27). In this example, J` given by (4.15) is
a covering system with covering numbers .4; 2/.

IR1I

�IR2�IR2

R1R1

R2�IR2�I

IR1I

Figure 4.4. Moulin/Pinwheel.

The next two examples satisfy (NS) and have no B2-symmetry. Furthermore,
J` given by (4.15) is a covering system with covering numbers .4; 2/.

Example 4.28. LetLD 2 and letN D 6. As in the previous examples, S and ¹ˆsºs2S
are indicated in the right figure of Figure 4.5. In the same manner as before, we verify
local symmetry, non-degeneracy and strongly connectedness. By the right figure of
Figure 4.5, we verify (NS). We have #.S/ D 23, so that dimH .K; d�/ D

log23
log6 .

Example 4.29. LetLD 2 and letN D 7. As in the previous examples, S and ¹ˆsºs2S
are indicated in the right figure of Figure 4.6. In the same manner as before, we verify
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�IR2�IR2

R1R1I

�IR2R2�I

R1IR1I

R2�IR2R2

R1IR1I

Figure 4.5. Non-symmetric example 1.

local symmetry, non-degeneracy and strongly connectedness. By the right figure of
Figure 4.6, we verity (NS). In this example #.S/D 30, so that dimH .K; d�/D

log30
log7 .

Note that

dimH .K \R2;1/ D
log 5
log 7

while dimH .K \R2;�1/ D
log 4
log 7

:

IR1II

R2R2�IR2�I

IR1I

R2�IR2�I�IR2

III

R2�IR2R2

R1IIR1I

Figure 4.6. Non-symmetric example 2.

In the following examples, we may choose an arbitrary L � 2.

Example 4.30. Let S D¹1; : : : ;N ºLn¹s�º, where s� D .1; : : : ; 1/. Also let 'D 's�;I ,
i.e., ' is a folding map given by

'.x/ D NAs.x � cs/

for any s D .s1; : : : ; sL/ 2 ¹1; : : : ; N ºL and x 2 Qs , where As D
QL
jD1.Rj /

jsi�1j.
Note that .As/�1 D As . Define

fs.x/ D
1

N
Asx C cs
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and let K be the unique non-empty compact set satisfying

K D

[
s2S

fs.K/:

Then L D .K; S; ¹fsºs2S / is a self-similar structure. According to Corollary 4.23,
L is non-degenerate and locally symmetric. Moreover, Lemma 4.19 shows that L

is strongly connected. Additionally, using Lemma 4.24, we see that G.K;T / is gener-
ated by ¹R1j1;j2 j j1; j2 2 ¹1; : : : ; Lº; j1 ¤ j2º and it is isomorphic to the symmetric
group of orderL. Hence by Theorem 4.13,K is p-conductively homogeneous for any
p > dimAR.K; d�/. Note that G.K;T / is a proper subgroup of BL in this case. In this
example, J` given by (4.15) is a covering system with covering numbers .2L;L/.

Example 4.31 (Hypercube). Let S D ¹1; : : : ; N ºL and let fs.x/ D 1
N
x C cs for

any s 2 S and x 2 Œ�1; 1�L. SetK D Œ�1; 1�L. Then .K;S; ¹fsºs2S / is a self-similar
structure. Obviously, L is non-degenerate, strongly connected and locally symmetric.
Moreover, G.K;T / D BL. In this case, J` is a covering system with covering numbers
.2L;L/. By Theorem 4.13,K is p-conductively homogeneous for any p >L. In fact,
for any p > L, we see that W 1;p.K/ D Wp and there exist c > 0 such that

cEp.f / �

Z
K

jrf jpdx � c�1Ep.f / (4.18)

for any f 2 W 1;p.K/, where Ep is the self-similar p-energy constructed in Sec-
tion 4.1. The rest of this example is devoted to showing these facts. Let

A D ¹w.1/; w.2/; w.3/º � Tn:

Then Kw.1/; Kw.2/ and Kw.3/ are three consecutive cubes in x1-direction, i.e.,

Kw.1/ \Kw.2/ D fw.1/.B1;1/ D fw.2/.B1;�1/;

Kw.2/ \Kw.3/ D fw.2/.B1;1/ D fw.3/.B1;�1/:

LetA1D ¹w.1/º and letA2D ¹w.3/º. Then, the function attaining the infimum in the
definition of Ep;m.A1; A2; A/ depends only on the first variable x1 and is a piecewise
linear function in the direction of x1. Consequently, we see that

E`p;m.A1; A2; A/ � 2m.L�p/�1:

On the other hand, the comparison of moduli shows

M.1/
p;m.A1; A2; A/ � M

.1/
1;p;m.w/

for any w 2 T . Therefore, there exists c2 > 0 such that

c22
m.L�p/

� E1;p;m.w; Tjwj/

for any m � 1 and w 2 T .
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Now, for f WK ! R, we define zfmWTm ! T by zfm.w/ D f .fw.0//. Then there
exists c > 0 such that

2m.p�L/Ep;Tm.
zfm/! c

Z
K

jrf jpdx (4.19)

as m! 1 for any f 2 C1.K/. So there exists c3 > 0 such that E1;p;m.w; Tjwj/ �

c32
m.L�p/ for any w 2 T . Thus the scaling exponent of � appearing in (3.17) is

2L�p . Combining this fact and arguments analogous to those in [41, Section 5.3], we
have the following Korevaar–Shoen type expression of Wp:

Wp
D

°
f

ˇ̌
f 2 Lp.K; dx/; lim

r#0

Z
K

1

rL

Z
Bd� .x;r/

jf .x/ � f .y/jp

rp
dydx <1

±
:

This expressing enable us to identify Wp withW 1;p.K/. By (4.19), we see that (4.18)
holds for any f 2 C1.K/. Since C1.K/ is dense in W 1;p.K/, (4.18) holds for any
f 2 Wp .

4.5 Rationally ramified Sierpiński crosses

In this section, we present another class of conductively homogeneous spaces called
rationally ramified Sierpiński crosses. This example is a planar square-based self-
similar set as those in the last section but the sizes of the squares constituting it are
not one but two. See Figure 4.7. Consequently, although it has full B2-symmetry, we
should make a little more complicated discussion than that of the previous section to
show the conductive homogeneity.

The family of Sierpiński crosses was introduced in [31, Example 1.7.5].

Definition 4.32. Let r1; r2 2 .0; 1/ satisfying 2r1 C r2 D 1 and r1 � r2. Let p1 D
.�1;�1/, p2 D .0;�1/, p3 D .1;�1/, p4 D .1; 0/, p5 D .1; 1/, p6 D .0; 1/, p7 D
.�1; 1/ and p8 D .�1; 0/. Set S D ¹1; : : : ; 8º. For s 2 S , define FsWC� ! C� as

Fs.x/ D

´
r1.x � ps/C ps if s is odd,

r2.x � ps/C ps if s is even.

The self-similar setK with respect to the family of contractions ¹Fsºs2S is called the
.r1/-Sierpiński cross. Define

`L D ¹�1º � Œ�1; 1�; `R D ¹1º � Œ�1; 1�;

`B D Œ�1; 1� � ¹�1º; `T D Œ�1; 1� � ¹1º;

where the symbols, L, R, B, and T correspond to left, right, bottom, and top, respec-
tively.
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`RK4K8

K2

`B

K6

`T

`L

K5

K3

K7

K1

Figure 4.7. The ��-Sierpiński cross: �� D
p
2 � 1.

In this section, we will show that if an .r1/-Sierpiński cross K is rationally ram-
ified, then it is p-conductively homogeneous for any p > dimAR.K; d�/. Roughly
speaking an .r1/-Sierpiński cross is rationally ramified if

S
v2�1.w/

Kv , which repre-
sents the local geometry around w 2 T , has finite types of variety up to the isometries
whenw 2 T varies. See [31] for the exact definition. In fact, in [31, Proposition 1.7.6],
it is shown that an .r1/-Sierpiński cross is rationally ramified if and only if 1 � r1 D
.r1/

m for some m � 2. For simplicity of arguments, we confine ourselves to the case
m D 2 hereafter in this section. The generalization to other values of m is a little
complicated but the essential idea is the same.

In the case m D 2, the value of r1 equals
p
2 � 1. Set �� D

p
2 � 1. Our main

object of study is now the ��-Sierpiński cross. We take advantage of the framework
of Section 4.1 with r D �� and

js D

´
1 if s is odd,

2 if s is even

to define .T;A; �/ and the associated partition of K. In this case, g.w/ is the con-
traction ratio of the map Fw D Fw1 ı � � � ı Fwm for w D w1 : : : wm 2 Sm. Note that
g.w/ D .��/

n or .��/nC1 for any .n; w/ 2 Tn. For example, ƒg�� D S and

ƒ
g

.��/2
D ¹1s; 3s; 5s; 7s j s 2 S; sW evenº [ ¹1s; 3s; 5s; 7s j s 2 S; sW oddº

[ ¹2; 4; 6; 8º:

Note that g.1s/ D .��/
3 if s is even and g.1s/ D .��/

2 if s is odd. Moreover, ƒg�� \

ƒ
g

.��/2
¤ ; in this case. Let d� be the restriction of the Euclidean metric to K. Let

h��.n; w/ D .��/
n for .n; w/ 2 Tw . It is straightforward to see that d� is 1-adapted

to the weight function h�� , i.e., Assumption 2.15 (2B) holds with M� D 1.
For simplicity, to denote an element in Tn, we use w in place of .n; w/ hereafter

as long as no confusion may occur.
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The Hausdorff dimension of .K;d�/ is given by the unique number ˛H satisfying

4.��/
2˛H C 4.��/

˛H D 1:

Consequently, we see that

˛H D 1C
log 2

log .1C
p
2/
:

Let � be the self-similar measure with weight .�i /i2S , where

�i D

´
.��/

˛H if i is odd,

.��/
2˛H if i is even.

Then � is the normalized ˛H -dimensional Hausdorff measure and is ˛H -Ahlfors reg-
ular with respect to d�. After those observations, it is easy to see that Assumption 2.15
is satisfied with M� DM0 D 1, N� D 8. Moreover, we see that L� � 8.

The main result of this section is as follows.

Theorem 4.33. For any p > 0, n;m; k � 1, w 2 Tn and u; v 2 Tk ,

M
.1/
1;p;m.w/ � 8.24/pC1#.TkC1/pM.1/

p;m.u; v; Tk/:

An immediate consequence of the above theorem is the conductive homogeneity
of the Sierpiński cross.

Corollary 4.34. The ��-Sierpiński cross K is p-conductively homogeneous for any
p > dimAR.K; d�/. Moreover, there exists a self-similar p-energy Ep on Wp . In par-
ticular, there exists a local regular Dirichlet form .E;W2/ on L2.K; �/ whose asso-
ciated heat kernel satisfies (3.26) and (3.28).

Note that due to the two different values of js , the self-similarity of the p-
energy Ep is given as

Ep.f / D �
X
sWodd

Ep.f ıFs/C �2
X
sWeven

Ep.f ıFs/

for any f 2 Wp .

Proof. By (2.13), it follows that

E1;p;m.w; Tn/ � cp#.TkC1/pEp;m.u; v; Tk/

for any n;m;k � 1, w 2 Tn and u; v 2 Tk . Moreover, since p > dimAR.K;d�/, there
exist c > 0 and ˛ 2 .0; 1/ such that

E1;p;m � c˛m
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for any m � 1. Thus we have obtained (3.19) and (3.20), so that K is p-conductively
homogeneous by Theorem 3.33. In particular, since ˛H < 2, K is 2-conductively
homogeneous and we have .E;W2/. Since .K; d�/ has the chain condition, by The-
orem 3.35, we have (3.26) and (3.28).

To show Theorem 4.33, we need to prepare several notions.

Definition 4.35. (1) Set

U D ¹.2; 13/; .2; 31/; .4; 35/; .4; 53/; .6; 57/; .6; 75/; .8; 17/; .8; 71/º:

For .i;jk/2U , defineRi;jk WKi !Kjk as the reflection in the line segmentKi\Kjk .
Moreover, define R�

i;jk
.w/ for w 2 T .i/ [ T .jk/ as the unique v 2 T .i/ [ T .jk/

satisfying Ri;jk.Kw/ D Kv . R�
i;jk

is a map from T .i/ [ T .jk/ to itself.

(2) For g 2 B2, define g�WT ! T by

g�.w/ D v;

where v is the unique v 2 T with g.Kw/ D Kv . Note that g�jTn WTn ! Tn.

(3) For w 2 T , if w … T .2/ [ T .4/ [ T .6/ [ T .8/, then define

Hw D ¹g�.v/ j g 2 B2º:

Otherwise, if w 2 T .i/ for i D 2; 4; 6; 8, then define

Hw D ¹g�.v/ j g 2 B2º [ ¹g�.R
�
i;jk.v// j g 2 B2; .i; jk/ 2 U º:

Note that #.Hw/ � 24 for any w 2 Tn.
By the construction of Tn, we see that g.w/ D .��/

n or g.w/ D .��/
nC1 for any

w 2 T nn . In fact, we immediately obtain the following lemma.

Lemma 4.36. Set T nn D ¹w j w 2 Tn; g.w/ D .��/
nº and T nC1n D ¹w j w 2 Tn;

g.w/ D .��/
nC1º. Then

(1) For any w 2 T nn , wv 2 TnCm if and only if v 2 Tm.

(2) For any w 2 T nC1n , wv 2 TnCm if and only if v 2 Tm�1.

(3) w 2 T nC1nC1 if and only if w 2 T nC1n or w D �j for some � 2 T nn and j 2

¹1; 3; 5; 7º.

(4) w 2 T nC2nC1 if and only if w D �j for some � 2 T nn and j 2 ¹2; 4; 6; 8º.

Definition 4.37. (1) Define  �
n;mWS

m.T nn /! Tm by

 �
n;m.wv/ D v

for w 2 T nn and v 2 Tm.
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(2) For w 2 T , define H0
w � T by

H0
w D

´
¹w;R�

i;jk
.w/º if w 2 T .jk/ for some .i; jk/ 2 U ,

¹wº otherwise:

For w 2 T nC1nC1 and u 2 T , define

Hn
wu D

´
¹�v j v 2 H0

juº if w D �j for some � 2 T nn and j 2 ¹1; 3; 5; 7º;

¹wuº if w 2 T nC1n .

(3) Define
K% D

[
s2S;Ks\`%¤;

Ks (4.20)

for % 2 ¹T;B;R;Lº. For example, KB D K1 [K2 [K3.

Note that if w 2 Tn, then H0
w 2 Tn and that if w 2 T nC1nC1 and u 2 Tm�1, then

Hn
wu � TnCm.

Lemma 4.38. Assume that there exists a path p D .w.1/; : : : ; w.l// of Tm�1 con-
tained in KL such that Kw.1/ \ `B ¤ ;, Kw.l/ \ `T ¤ ;, and p is R�

2 -invariant.
Set

H�
u D

[
w2T

kC1
kC1

[
v2Hu

HkC1
wv

for u 2 Tm�1. Then for any u1; u2 2 Tk , there exists p0 2 C
.1/
m .¹u1º; ¹u2º; Tk/ such

that

p0 �
l[
iD1

H�
w.i/: (4.21)

Remark. Strictly, p0 is not a subset but a sequence of points. However, in (4.21), we
use p0 to denote a subset consisting of the points in the sequence. We use such abuse
of notations if no confusion may occur.

Proof. Set
Y D p [‚�

�
2
.p/ [‚�

�.p/ [‚
�
3�
2

.p/:

Then Y D g�.Y / for any g 2 B2. Let

H�.Y / D
[

w2T
kC1
kC1

[
v2Y

HkC1
wv :

See Figure 4.8 for an illustration paths  and Y along with a part of H�.Y /. It
follows thatK.H�.Y // is a connected set intersectingKu for any u 2 Tk . Therefore,
we can choose a path p0 connecting Ku1 and Ku2 from H�.Y /. Since H�.Y / �Sl
iD1 H�

w.i/
, we have the desired statement.



Conductive homogeneity of self-similar sets 86

  
 

p � Tm�1

Y � Tm�1

v

�

�1 �3

�7 �5

� 2 T k
k

, v 2 T kC1
k

\ T kC1
kC1

, �1; �3; �5; �7 2 T kC1
kC1

1

.��/
k

Figure 4.8. Paths  and Y , and a part of H�.Y /.

Proof of Theorem 4.33. Let w 2 Tn and let u1; u2 2 Tk . For any p 2 C
.1/
1;m.w/, set

Hm�1.p/ D
[

u2 �
nC1;m�1

.p\Sm�1.T
nC1
nC1

//

Hu:

Then Hm�1.p/ � Tm�1 and g�.Hm�1.p// D Hm�1.p/ for any g 2 B2.

Claim 1. There exists a path p� contained in Hm�1.p/ such that one of the following
four statements is true:

(a) K.p�/ \ `B ¤ ; and K.p�/ \KT ¤ ;,

(b) K.p�/ \ `T ¤ ; and K.p�/ \KB ¤ ;,

(c) K.p�/ \ `L ¤ ; and K.p�/ \KR ¤ ;,

(d) K.p�/ \ `R ¤ ; and K.p�/ \KL ¤ ;.

Proof. Let Fw.C�/ D Œa; a C h� � Œb; b C h�, where h D .��/
n if w 2 T nn and h D

.��/
nC1 if w 2 T nC1n . Define

Aw; D Œa � ; aC hC � � Œb � ; b C hC �

and zAw D K \ .Aw;.��/nC1nAw;.��/nC2/. Two typical examples of zAw is illustrated
in Figure 4.9. Since Kw.1/ \Kw ¤ ; and Kw.l/ \ Aw;.��/nC1 D ;, a part of p con-
tained in zAw connects

¹.a � .��/
nC1; y/ j y 2 Œ�1; 1�º and ¹.a � .��/

nC2; y/ j y 2 Œ�1; 1�º,

¹.aC h; y C .��/
nC2/ j y 2 Œ�1; 1�º and ¹.aC hC .��/

nC1; y/ j y 2 Œ�1; 1�º,

¹.x; b � .��/
nC1/ j x 2 Œ�1; 1�º and ¹.x; b � .��/

nC2/ j x 2 Œ�1; 1�º,

or

¹.x; b C hC .��/
nC2/ j x 2 Œ�1; 1�º and ¹.x; b C hC .��/

nC1/ j x 2 Œ�1; 1�º.
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w

w

v1

v2

v3

v1

v2

v3
.��/

nC1 .��/
n

.��/
nC1.��/

n

�1.w/ D ¹w; v1; v2; v3º,

w 2 T nC1n , v1; v2; v3 2 T nn

�1.w/ D ¹w; v1; v2; v3º,

v1; v2 2 T nC1n , w; v3 2 T nn

Figure 4.9. Two examples of zAw (dark grey regions are Kw , light grey regions are zAw).

According to the four possibilities above, we have (a), (b), (c) or (d), where the
exact correspondence depends on w. �

Hereafter we assume the first case (a) in Claim 1 in the course of discussion.
Other cases may be treated exactly in the same manner. In the following claims, we
are going to modify the initial path p� step by step. This process of modification is
illustrated in Figure 4.10.

Claim 2. The union p� [R�
2.p

�/ contains an R2-symmetric path

p1 D .v.0/; : : : ; v.l1//

between `B and `T , i.e., Kv.0/ \ `B ¤ ;, R�
2.v.i// D v.l1 � i/ for i D 1; : : : ; l1.

Proof. Let p� D .w.1/; : : : ; w.l//. By (a), K.p�/ intersects with the line segment
Œ�1;1�� ¹0º. Set i� Dmin¹i jw.i/\ Œ�1;1�� ¹0º¤ ;º. Then connecting .w.1/; : : : ;
w.i�// and its image by R�

2 , we obtain a desired path. �

Claim 3. The union R�
1.p1/ [ p1 contains an R2-symmetric path p2 such that

K.p2/ � Œ�1; 0� � Œ�1; 1�:

Proof. If p1 or R�
1.p1/ is contained in the left half of C�, then choose p1 or R�

1.p1/
accordingly as our path. Otherwise, applyingR1 toK.p1/\ Œ0;1�� Œ�1;1�, we obtain
a desired path. �

Claim 4. Set Hp� D
S
u2p� Hu. Then there exists an R�

2 -symmetric path p3 � Hp�

contained in KL such that K.p3/ \ `T ¤ ; and K.p3/ \ `B ¤ ;.
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Claim 2 Claim 2

Claim 3

Claim 4

R2;13

R6;75

Claim 3

K.p�/: initial path
between `B and KT

K.p�/ [R2.K.p�// K.p1/

K.p3/ K.p2/ K.p1/ [R1.K.p1//

Figure 4.10. Modifications of a path.

Proof. If K.p2/ � KL, then we set p2 D p3. Otherwise, use R�
2;13 (resp. R�

6;75) to
reflect the partK.p2/\K2 (resp.K.p2/\K6) intoK13 (resp.K75). Then we obtain
a desired path. �

Now we have a path p3 satisfying all the assumptions of Lemma 4.38. Apply-
ing Lemma 4.38 with p D p3, we obtain a path p0 2 C

.1/
m .¹u1º; ¹u2º; Tk/. For u 2

Sm.�1.w//, define

Hu D

8<:
S
v2H

 �
nC1;m�1

.u/
H�
v if u 2 Sm�1.T nC1nC1 /,

; otherwise.

Then it follows that p0 �
S
v2pHv: Since #.Hu/ � 24 and #.�1.w// � 8,

#.Hw/ � 48#.TkC1/ and #.¹v j u 2 Hvº/ � 24 � 8:

So, Lemma C.4 suffices.

4.6 Nested fractals

In this section, we show conductive homogeneity of a class of self-similar sets, called
strongly symmetric self-similar sets, that are highly symmetric and finitely ramified.
This class is a natural extension of nested fractals introduced by Lindstrøm [37],
where Brownian motions were constructed on them. In [29, Section 3.8], Lindstrøm’s
results were extended to strongly symmetric self-similar sets. Typical examples of
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strongly symmetric self-similar sets are the Sierpiński gasket, the pentakun (“Kun”
means “Mr.” in Japanese), and the snowflake, whose definitions are given below.

Let � 2 .0; 1/ and let S be a finite subset of RL for some L 2 N. For each q 2 S ,
let fqWRL!RL be a �-similitude whose fixed point is q, i.e., there existsUq 2O.L/
such that

fq.x/ D �Uq.x � q/C q

for any x 2 RL. Let K be the self-similar set with respect to the family of con-
tractions ¹fqºq2S . Then the triple .K; S; ¹fqºq2S / is a self-similar structure as is
explained in Section 4.1. Throughout this section, we consider a self-similar structure
.K; S; ¹fqºs2S / given in this way.

Assumption 4.39. (1) If p; q 2 S and p ¤ q, then p … fq.K/.

(2) There exists U � S such that[
q1;q22S
q1¤q2

f �1
q1
.fq1.K/ \ fq2.K// D U:

(3) K is connected.

For purposes of normalization, we assume
P
q2U q D 0 hereafter.

Proposition 4.40. Under Assumption 4.39, .K; S; ¹fqºq2S / is a post critically finite
self-similar structure with

V0 D U: (4.22)

Moreover, define ¹Vmºm�1 inductively by

VmC1 D

[
i2S

fi .Vm/:

Then
Vm � VmC1 (4.23)

for any m � 0.

The definitions of post critically finite (p.c.f. for short) self-similar structures
and V0 along with the proof of (4.22) is given in Appendix 6.3. Inclusion (4.23)
is due to [29, Lemma 1.3.11].

For the self-similar structure .K; S; ¹fqºq2S /, we adopt the framework in Sec-
tion 4.1 with r D � and jq D 1 for any q 2 S . In this case,

Tm D Sm D ¹w1 : : : wm j wi 2 S for any i D 1; : : : ; mº:

Then we see that
V0 D

[
e2E�

1

X.e/;
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where X.e/ is defined in Definition 4.7. Moreover, by [29, Proposition 1.3.5 (2)], it
follows that

Kw \Kv D fw.V0/ \ fv.V0/ � Vm (4.24)

for any w; v 2 Tm with w ¤ v. This implies that

V0 D
[

.X;Y;'/2	T .K;T /

X: (4.25)

Let ˛H D�
logN
log� . Note thatN�˛H D 1. Let � be the self-similar measure with weight

.�˛H ; : : : ; �˛H /. Basic properties of � are given in Appendix 6.3. Also, let d� be the
restriction of the Euclidean metric to K.

The following assumption is an equivalent condition of Assumption 2.15 (2B)
when d is the (restriction of) Euclidean metric. Essentially, the same assumptions
have been around from time to time for almost 30 years. See [35, Assumption 2.2]
and [38, Assumption (P)]. The assumption is believed to be true for nested fractals
but we have no proof so far. In [38], it was shown that this assumption is true if Uq is
the same for any q 2 S . In Appendix 6.3, this assumption is shown to be true if Uq is
the identity map for any q 2 V0.

Assumption 4.41. There exists c > 0 such that d.Kw ;Kv/� c�jwj for any n� 1, and
.w;v/ 2 .Tn � Tn/nE

�
n , where d.A;B/D infx2A;y2B jx � yj for subsetsA;B � RL.

Proposition 4.42. Under Assumptions 4.39 and 4.41, Assumption 2.15 is satisfied
with d D d�, r D �, and M� DM0 D 1.

The above proposition is proven in Appendix 6.3.

Definition 4.43. (1) Let m� D #¹jx � yj j x; y 2 V0; x ¤ yº, where jxj is the Eu-
clidean length of x 2 RL. Define

l0 D min¹jx � yj j x; y 2 V0; x ¤ yº:

Moreover, define li for i D 0; 1; : : : ; m� � 1 inductively by

liC1 D min¹jx � yj j x; y 2 V0; x ¤ y; jx � yj > liº:

(2) A sequence .xi /iD1;:::;k � Vm is called an m-walk if there exists w.i/ 2 Tm
such that xi ; xiC1 2 fw.i/.V0/ for any i D 1; : : : ; k � 1.

(3) A 0-walk .xi /iD1;:::;k is called a strict 0-walk (between x1 and xk) if jxi �
xiC1j D l0 for any i D 1; : : : ; k � 1.

(4) Define

G D ¹g j g 2 O.L/; g.V0/ D V0 and there exists g�WT ! T such that

g.fw.V0// D fg�.w/.V0/ for any w 2 T º:
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(5) For any x; y 2 RL with x ¤ y, define

Hxy D
®
z j z 2 RL; jx � zj D jy � zj

¯
:

(Hxy is the hyperplane bisecting the line segment xy.) Also let gxy WRL ! RL be
reflection in Hxy .

Definition 4.44. A self-similar structure .K; S; ¹fqºq2S / is said to be strongly sym-
metric if Assumption 4.39 is satisfied and there exists a finite subgroup G� of G such
that the following properties hold:

(1) For any x; y 2 V0 with x ¤ y, there exists a strict 0-walk between x and y.

(2) If x; y; z 2 V0 and jx � yj D jx � zj, then there exists g 2 G� such that
g.x/ D x and g.y/ D z.

(3) For any i D 1; : : : ;m� � 2, there exist x;y and z 2 V0 such that jx � yj D li ,
jx � zj D liC1 and gyz 2 G�.

(4) V0 is G�-transitive, i.e., for any x; y 2 V0, there exists g 2 G� such that
g.x/ D y.

Remark. By Definition 4.44 (4), jq1j D jq2j for any q1; q2 2 V0.

Definition 4.45. A self-similar structure .K; S; ¹fqºq2S / is called a nested fractal if
Assumption 4.39 holds and gxy 2 G for any x; y 2 V0 with x ¤ y.

By [29, Proposition 3.8.7], we have the following proposition.

Proposition 4.46. A nested fractal is strongly symmetric.

We give three examples of strongly symmetric self-similar sets. Note that As-
sumption 4.41 is satisfied for all three examples because of Lemma E.5. The first two
are nested fractals.

Example 4.47 (Pentakun: Figure 4.11). LetLD 2 and let S D ¹p1; : : : ;p5º be a col-
lection of vertices of a regular pentagon satisfying

P5
iD1 pi D 0 and let � D

3�
p
5

2
.

Then the associated self-similar set K, called pentakun, is strongly symmetric. (See
[29, Example 3.8.11].) In this case G D G� D D5, which is the group of symmetries
of a regular pentagon, and V0 D ¹p1; : : : ; p5º.

Example 4.48 (Snowflake: Figure 4.12). Let LD 2 and let ¹p1; : : : ; p6º be a collec-
tion of vertices of a regular hexagon satisfying

P6
iD1 pi D 0 and let S D ¹p1; : : : ;

p7; 0º. Furthermore, let � D 1
3

. Then the associated self-similar set, called snowflake,
is strongly symmetric. (See [29, Example 3.8.12].) In this case G D G� D D6, which
is the group of symmetries of a regular hexagon and V0 D ¹p1; : : : ; p6º.

The last example is not a nested fractal.
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Figure 4.11. Pentakun. Figure 4.12. Snowflake.

Example 4.49. Let L D 3 and let

S D ¹�1; 0; 1º3 [
°
�
1

2
;
1

2

±3
; U D ¹1;�1º3;

and � D
1
5

. Note that U is the collection of vertices of the cube Œ�1; 1�3 and

fq.Œ�1; 1�
3/ D

h4q1 � 1
5

;
4q1 C 1

5

i
�

h4q2 � 1
5

;
4q2 C 1

5

i
�

h4q3 � 1
5

;
4q3 C 1

5

i
for any qD .q1; q2; q3/ 2 S . It is straightforward to see that the associated self-similar
set is strongly symmetric with V0 D U and G D G� D B3. This self-similar set is not
a nested fractal because gxy … G if x D .�1;�1;�1/ and y D .1; 1; 1/.

Using Theorem 4.8, we have the following theorem.

Theorem 4.50. Suppose that .K; S; ¹fiºi2S / is strongly symmetric and that As-
sumption 4.41 holds. Then .K; d�/ is p-conductively homogeneous for any p >
dimAR.K; d�/.

As for dimAR.K; d�/, it was shown in [44] that dimAR.K; d�/ D 1 if .K; d�/ is
the Sierpiński gasket. In general, we have the following fact.

Proposition 4.51. Suppose that .K; S; ¹fiºi2S / is strongly symmetric and that As-
sumption 4.41 holds. Then dimAR.K; d�/ < 2.

Proof. Form � 0, define zEm D ¹.fw.x/; fw.y// j w 2 Tm; x; y 2 V0; x ¤ yº. Then
the sequence ¹.Vm; zEm/ºm�0 is a proper system of horizontal networks in the sense
of [34, Definition 4.6.5]. Define

Ls.V0/ D ¹.Dxy/x;y2V0 j there exists .D0; : : : ;Dm��1/ 2 Œ0;1/m�

such that D0 D 1, Dxy D Di if jx � yj D li ;

and
P
y2V0

Dxy D 0 for any x 2 V0º:
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In particular, letD1 2 Ls.V0/ satisfy .D1/xy D 1 for any x; y 2 V0 with x ¤ y. For
D D .Dxy/x;y2V0 2 Ls.V0/, define

ED2;m.h/ D
1

2

X
w2Tm;x;y2V0

Dxy.h.fw.x// � h.fw.y///
2

for h 2 `.Vm/ and

ED2;m;w D inf
®
ED2;nCm.h/ j h 2 `.VnCm/; hjVnCm\Kw D 1;

hjVnCm\.[v…�1.w/Kv/
D 0

¯
for any w 2 Tn. Then by [29, Theorem 3.8.10 and Corollary 3.1.9], there exist D� 2

Ls.V0/ and � > 1 such that .D�; .�
�1; : : : ; ��1// is a harmonic structure, that is, for

any h 2 `.Vm/,

�mED�

2;m.h/ D min
®
�mC1ED�

2;mC1.g/ j g 2 `.VmC1/; gjVm D h
¯
:

This implies that there exist c1; c2 > 0 and k � 1 such that

c1�
�m

� sup
w2T nTk

ED�

2;m;w � c2�
�m:

On the other hand, there exist c3; c4 > 0 such that

c3E
D�

2;m.h/ � ED
1

2;m.h/ � c4E
D�

2;m.h/

for any m � 0 and h 2 `.Vm/. Thus we see that supw2T E
D1
2;m;w � C��m for any

m � 0. Therefore, by [34, Theorems 4.6.9 and 4.9.1], dimAR.K; d�/ < 2.

The rest of this section is devoted to proving Theorem 4.50. We suppose that
.K;S; ¹fiºi2S / is strongly symmetric hereafter in this section. We have the following
theorem by [29, Proposition 3.8.19],

Lemma 4.52. If .K; S; ¹fiºi2S / is strongly symmetric, then g.Kw/ D Kg�.w/ for
any g 2 G and w 2 T . In particular, G � G.K;T /.

Lemma 4.53. If .K; S; ¹fiºi2S / is strongly symmetric, x1; x2; y1; y2 2 V0 and
jx1 � x2j D jy1 � y2j, then there exists g 2 G� such that g.x1/D y1 and g.x2/D y2.

Proof. According to Definition 4.44 (4), there exists g1 2 G� such that g1.x1/ D y1.
Let g1.x2/ D z. Then jy1 � y2j D jy1 � zj. Hence by Definition 4.44 (2), there exists
g2 2 G� such that g2.y1/ D y1 and g2.z/ D y2. Thus letting g D g2ıg1, we see that
g.x1/ D g2.y1/ D y1 and g.x2/ D g2.z/ D y2.

Definition 4.54. A path .w.1/; : : : ; w.k// of .Tm; E�
m/ is said to connect x 2 K and

y 2 K if x 2 Kw.1/ and y 2 Kw.k/.
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Lemma 4.55. Let p be a path of .Tm; E�
m/ connecting x1 2 V0 and x2 2 V0. Sup-

pose jx1 � x2j D li for some i D 1; : : : ; m� � 1. Then there exist a path p1 of
.Tm; E

�
m/, x 2 V0 and y 2 V0 such that p1 connects x and y, p1 �

S
g2G�

g�.p/
and jx � yj D li�1.

Notation. For a path p D .w.1/; : : : ; w.k// and g 2 G , set

g�.p/ D .g�.w.1//; : : : ; g�.w.k///:

Remark. As was done before, we regard p1 and g�.p/ as subsets of Tm in the above
lemma. We are going to keep doing such an abuse of notation as long as no confusion
may occur.

Proof. By Definition 4.44 (2), there exist x; y; z 2 V0 such that jx � yj D li�1,
jx � zj D li and gyz 2 G�. Also, Lemma 4.53 shows that there exists h 2 G� such
that h.x1/ D x and h.x2/ D z. Since jx � yj < jx � zj, x and z belong to differ-
ent sides of Hyz . Hence the path h�.p/ intersects with Hyz . Therefore, h�.p/ and
.gyz/

� ı h�.p/ has an intersection inHyz . Since .gyz/� ı h�.p/ connects gyz.x/ and
y D gyz.z/, we can extract a path p1 from h�.p/ [ .gyz/� ı h�.p/ connecting x
and y, and included in

S
g2G�

g�.p/. Since jx � yj D li�1, p1 is a desired path.

Lemma 4.56. Let p be a path of .Tm;E�
m/ connecting two distinct points in V0. Then

for any x; y 2 V0, there exists a path p0 of .Tm; E�
m/ connecting x and y such that

p0 �
S
g2G�

g�.p/.

Proof. Inductive use of Lemma 4.55 shows that there exists a path p0 of .Tm; E�
m/

connecting two distinct points z1 and z2 in V0 such that jz1 � z2j D l0 and p0 �S
g2G�

g�.p/. By Definition 4.44 (1), there exists a strict 0-walk .x1; : : : ; xj0/ satis-
fying x1 D x and xj0 D y. By Lemma 4.53, for any j D 1; : : : ; j0 � 1, there exists
gj 2 G� such that gj .z1/ D xj and gj .z2/ D xjC1. Concatenating .g1/�.p0/; : : : ;
.gj0�2/

�.p0/ and .gj0�1/
�.p0/, we obtain a desired path connecting x and y.

Proof of Theorem 4.50. We are going to use Theorem 4.8. Let 	 D 	T .K; T / and
let G0 D G1 D G�. By (4.25) and the fact that 	 D 	T .K;T /, we see that E	

m D E�
m.

Hence (a) of Theorem 4.8 is satisfied, and (b) is also satisfied due to the fact that G�

is transitive on V0.
Let w 2 Tn, let u; v 2 Tk and let p 2 C

.1/
1;m.w/. Then p contains a path con-

necting two distinct points in
S
w02Tn

fw0.V0/. Thus  n.p/ contains a path between
two distinct points in V0. By Lemma 4.56, for any x; y 2 V0, there exists a path
pxy �

S
g2G�

g�. n.p// connecting x and y. Set Up D
S
x;y2V0

pxy . Then since
K.Up/ � V0, it follows that g.K.U'// � V0 for any g 2 G�. Moreover, K.Up/ is
connected and Up �

S
g2G�

g�. n.p//. Thus we have verified (c) of Theorem 4.8.
Now, Theorem 4.8 suffices.



Chapter 5

Knight move implies conductive homogeneity

5.1 Conductance and Poincaré constants

From this section, we start preparations for a proof of Theorem 3.33. To begin with,
we will introduce Poincaré constants and study a relationship between Poincaré and
conductance constants in this section.

The next lemma concerns an extension of functions on Tn to those on TnCm by
means of the partition of unity ¹'wºw2Tn given in Lemma 2.19.

Lemma 5.1 ([36, Lemma 2.8]). Let p � 1, let A � Tn and let ¹'wºw2A be the par-
tition of unity given in Lemma 2.19. Define yIA;mW `.A/! `.Sm.A// by

. yIA;mf /.u/ D
X
w2A

f .w/'w.u/:

Then
EnCmp;A . yIA;mf / � c5.1

�
max
w2A

EM;p;m.w;A/
�
Enp;A.f /;

where the constant c5.1 D c5.1.p;L�;M/ depends only on p, L� and M .

Proof. Let .ak.u; v//u;v2Tk be the adjacency matrix of .Tk; E�
k
/. Set zf D yIA;mf .

Then

EnCmp . zf / D
1

2

X
w2A

X
v2Sm.w/

X
u2Sm.�A

1
.w//

anCm.u; v/j zf .u/ � zf .v/jp: (5.1)

Suppose v 2 Sm.w/;u 2 Sm.�A1 .w// and .u;v/ 2E�
nCm. Then 'w0.u/D 'w0.v/D 0

for any w0 … �AMC1.w/. HenceX
w02�A

MC1
.w/

'w0.u/ D
X

w02�A
MC1

.w/

'w0.v/ D 1:

Using this, we see

zf .u/ � zf .v/ D
X

w02�A
MC1

.w/

f .w0/.'w0.u/ � 'w0.v//

D

X
w02�A

MC1
.w/

.f .w0/ � f .w//.'w0.u/ � 'w0.v//:
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Let q � 1 be the conjugate of p, i.e., 1
p
C

1
q
D 1. Then by Lemma A.2,

j zf .u/ � zf .v/jp �

X
w02�A

MC1
.w/

jf .w0/ � f .w/jp

�

� X
w02�A

MC1
.w/

j'w0.u/ � 'w0.v/jq
�p
q

� C1
X

w02�A
MC1

.w/

jf .w0/ � f .w/jp

�

X
w02�A

MC1
.w/

j'w0.u/ � 'w0.v/jp;

where C1 D max¹1; .L�/
.MC1/.p�2/º. If w 2 A and w0 2 �AMC1.w/, then there exist

w.0/; : : : ;w.M C 1/ 2A such thatw.0/Dw,w.M C 1/Dw0, .w.j /;w.j C 1// 2

E�
n for any j D 0; : : : ;M . Then

jf .w0/ � f .w/jp � .M C 1/p�1
MX
jD0

jf .w.j // � f .w.j C 1//jp:

Since #.�AMC1.w// � .L�/
MC1, it follows thatX

w02�A
M
.w/

jf .w0/ � f .w/jp � C2
X

w0;w002�A
M
.w/;.w0;w00/2E�

n

jf .w0/ � f .w00/jp;

where C2 D .M C 1/p�1.L�/
M . On the other hand,X

v2Sm.w/

X
u2Sm.�A

1
.w//

anCm.u; v/
X

w02�A
MC1

.w/

j'w0.u/ � 'w0.v/jp

� 2
X

w02�A
MC1

.w/

EnCm
p;Sm.A/

.'w0 ; 'w0/ � 2.L�/
MC1 max

w02A
EnCm
p;Sm.A/

.'w0/:

Hence, by (5.1),

EmCn
p;Sm.A/

. zf / � C1C2.L�/
MC1 max

w2A
EnCm
p;Sm.A/

.'w/

�

X
w2A

� X
w0;w002�A

MC1
.w/;.w0;w00/2E�

n

jf .w0/ � f .w00/jp
�

� C1C2.L�/
2.MC1/ max

w2A
EnCm
p;Sm.A/

.'w/E
n
p;A.f /:

So, Lemma 2.19 suffices.



Conductance and Poincaré constants 97

There is another simple way of extension of functions on Tn to those on TnCk .

Lemma 5.2. Let p � 1 and let A � Tn. Define zIA;k W `.A/! `.Sk.A// by

zIA;kf D

X
w2A

f .w/�Sk.w/:

Then
EnCk
p;Sk.A/

. zIA;kf / � max
w2A

#.@Sk.w//Enp;A.f /:

Proof. Let yf D zIA;kf . Then yf .u/ D yf .v/ if �k.u/ D �k.v/. So if .u; v/ 2 E�
nCk

and yf .u/ ¤ yf .v/, then .�k.u/; �k.v// 2 E�
n . Fix .w;w0/ 2 E�

n . Then

#
®
.u; v/ j .u; v/ 2 EnCk; �

k.u/ D w;�k.v/ D w0
¯
� #.@Sk.w//:

This immediately implies the desired statement.

Combining two previous extensions, we have the following estimate.

Lemma 5.3 ([36, Lemma 2.9]). Let p � 1 and let A � Tn. Then, there exists IA;k;mW
`.A/! `.SkCm.A// such that for any f 2 `.A/,

EnCkCm
p;SkCm.A/

.IA;k;mf / � c5.3 max
w2A

#.@Sk.w//

� max
v2Sk.A/

EM;p;m.v; S
k.A//Enp;A.f /; (5.2)

where the constant c5.3 D c5.3.p;L�;M/ depends only on p, L� and M , and

.IA;k;mf /.u/ D f .w/ (5.3)

for any w 2 A and u 2 Sm.Sk.w/nBM;k.w//.

Proof. Define I D yISk.A/;m ı zIA;k . Combining Lemmas 5.1 and 5.2, we immediately
obtain (5.2). Let u 2 SmCk.A/. Set v D �m.u/ and w D �k.w/. If �S

k.A/
M .v/�

Sk.w/, then

.If /.u/ D
X

v02Sk.A/

f .�k.v0//'v0.u/ D
X

v02�
Sk.A/
M

.v/

f .�k.v0//'v0.u/

D

X
v02�

Sk.A/
M

.v/

f .w/'v0.u/ D f .w/:

If v 2 Sk.w/nBM;k.w/, then �S
k.A/

M .v/ � �M .v/ � Sk.w/. So the above equality
suffices for (5.3).
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Next we introduce p-Poincaré constants. In fact, there are two kinds of Poincaré
constants �p;m.A/ and z�p;m.A/ but they are almost the same in view of (5.4).

Definition 5.4. Define �.w/ D �.Kw/ for w 2 T . For A � Tn, define �.A/ DP
w2A �.w/ and �AWA! Œ0;1/ by

�A.w/ D
�.w/

�.A/

for w 2 A. For f 2 `.A/, define

.f /A D

X
u2A

f .u/�A.u/

and

kf kp;�A D

�X
u2A

jf .u/jp�A.u/
� 1
p

:

Moreover, define

�p;m.A/ D sup
f 2`.Sm.A//

infc2R.kf � c�Sm.A/kp;�Sm.A//
p

EnCm
p;Sm.A/

.f /

and
z�p;m.A/ D sup

f 2`.Sm.A//

.kf � .f /Sm.A/kp;�Sm.A//
p

EnCm
p;Sm.A/

.f /
:

Remark. By Lemma B.2, it follows that�1
2

�p
z�p;m.A/ � �p;m.A/ � z�p;m.A/: (5.4)

Using the previous lemmas, we have a relation between Poincaré and conductance
constants as follows.

Lemma 5.5 ([36, Proposition 2.10]). Let p � 1 and let A � Tn. For any m � 1 and
k �Mm0,

max
w2A

#.@Sk.w// max
v2Sk.A/

EM;p;m.v; S
k.A//�p;kCm.A/ � c5.5�p;0.A/;

where the constant c5.5 D c5.5.;m0;p;L�;M/ depends only on  ,m0, p,L� andM .

Proof. Choose f0 2 `.A/ such that Enp;A.f0/ D 1 and�
min
c2R

kf0 � c�Akp;�A
�p

D �p;0.A/:
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Letting f D IA;k;mf0, by Lemma 5.3, we see that

EnCkCm
p;SmCk.A/

.f / � c5.3 max
w2A

#.@Sk.w// max
v2Sk.A/

EM;p;m.v; S
k.A//: (5.5)

On the other hand, by (5.3) and (2.8),

1

�.A/

X
v2SkCm.A/

jf .v/ � cjp�.v/

D
1

�.A/

X
w2A

X
v2Sm.Sk.w//

jf .v/ � cjp�.v/

�
1

�.A/

X
w2A

X
v2Sm.Sk.w/nBM;k.w//

jf0.w/ � cj
p�.v/

� m0M
1

�.A/

X
w2A

jf0.w/ � cj
p�.w/ � m0M�p;0.A/:

This and (5.5) yield the desired inequality.

5.2 Relations of constants

In this section, we will establish relations between conductance, neighbor disparity,
and Poincaré constants towards a proof of Theorem 3.33. As in the previous section
we fix a covering system J with covering numbers .NT ; NE / and we write �p;m
and �p;m;n in place of �J

p;m and �J
p;m;n, respectively.

Definition 5.6. For w 2 T and n � 0, define

�n.w/ D max
v2Sn.w/

�.v/

�.w/

First, we consider a relation between Poincaré and neighbor disparity constants.

Lemma 5.7 ([36, Proposition 2.13 (1)]). Let p � 1. For any w 2 T and n;m � 1,

z�p;nCm.w/ � 2p�1
�
�n.w/ max

v2Sn.w/

z�p;m.v/C L�c2.27z�p;n.w/�p;m;nCjwj

�
:

Proof. By Theorem A.3, for any f 2 `.SnCm.w//,

1

�.w/

X
u2SnCm.w/

jf .u/ � .f /SnCm.w/j
p�.v/

�
Cp

�.w/

X
v2Sn.w/

X
u2Sm.v/

.jf .u/ � .f /Sm.v/j
p

C j.f /Sm.v/ � .f /SnCm.w/j
p/�.u/;
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whereCp D 2p�1 for p¤ 2 andC2D 1. Examining the first half of the above inequal-
ity, we obtain

1

�.w/

X
v2Sn.w/

X
u2Sm.v/

jf .u/ � .f /Sm.v/j
p�.u/

�

X
v2Sn.w/

�.v/

�.w/
z�p;m.v/E

jwjCnCm

p;Sm.v/
.f / � �n.w/

� max
v2Sn.w/

z�p;m.v/E
jwjCnCm

p;SnCm.w/
.f /:

For the other half, by Lemma 2.27,

1

�.w/

X
v2Sn.w/

X
u2Sm.v/

j.f /Sm.v/ � .f /SnCm.w/j
p�.u/

D

X
v2Sn.w/

�.v/

�.w/
j.PnCjwj;mf /.v/ � .PnCjwj;mf /Sn.w/j

p

� z�p;n.w/E
jwjCn

p;Sn.w/
.PnCjwj;mf /

� L�
z�p;n.w/c2.27�p;m;nCjwjE

nCmCjwj

p;SnCm.w/
.f /:

Combining all, we see

z�p;nCm.w/ � Cp
�
�n.w/ max

v2Sn.w/

z�p;m.v/

C L�c2.27z�p;n.w/�p;m;nCjwj.v; v
0/
�
:

Definition 5.8. Define
x�p;m D sup

w2T

z�p;m.w/:

By Theorem 6.7, x�p;m is finite for any m � 1.
Making use of Lemma 5.7, we have the following inequality.

Lemma 5.9. Define
�n D sup

w2T

�n.w/:

Then
x�p;nCm � 2p�1

�
�nx�p;m C L�c2.27x�p;n�p;m

�
(5.6)

for any n;m � 1.

Remark. By Lemma 2.13, � is exponential, so that there exist � 2 .0; 1/ and c > 0
such that

�n � c�n

for any n � 1.
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Next, we examine the relationship between the conductance and Poincaré con-
stants.

Lemma 5.10. For any w 2 T , l; m � 1 and k � m0M0,

xDkEM�;p;m;jwjCkCl
z�p;kCmCl.w/ � c5.10z�p;l.w/; (5.7)

where xDk D maxv2T n¹�º #.@Sk.v// and the constant c5.10 D 2�pc5.5 depends only
on ;m0; p; L� and M0. In particular,

xDkEM�;p;m
x�p;kCmCl � c5.10x�p;l (5.8)

Proof. Applying Lemma 5.5 with M DM0 and A D S l.w/, we obtain

xDk max
v2SkCl .w/

EM0;p;m.v; S
kCl.w//�p;kCm.S

l.w// � c5.5�p;0.S
l.w//:

Lemma 2.18 shows

EM0;p;m.v; S
kCl.w// � EM�;p;m.v; TjwjCkCl/ � EM�;p;m;jwjCkCl :

Moreover, �p;kCm.S l.w// D �p;kCmCl.w/ and �p;0.S l.w// D �p;l.w/ by defini-
tion. So letting c5.10 D 2�pc5.5, we obtain (5.7).

The next theorem is one of the main results of this section.

Theorem 5.11. Assume that p > 1. If either

lim
n!1

�nEp;n�m0M0 D 0 (5.9)

or
lim
n!1

�n xDn�1 D 0; (5.10)

then there exists C > 0 such that

x�p;m � C�p;m; (5.11)
x�p;mCn � Cx�p;n�p;m (5.12)

and
.EM�;p;n/

�1x�p;m � Cx�p;mCn (5.13)

for any n;m � 1.

Remark. Inequalities (5.12) and (5.13) correspond to [36, (2.4)] and [36, (2.3)],
respectively.

Unlike (5.9), (5.10) does not depend on p. So, once (5.10) holds, then we have
(5.11), (5.12) and (5.13) for any p > 1. See Proposition 5.12 after the proof for more
discussion on (5.10).
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Proof. For ease of notation, we write x�m D x�p;m, �m D �p;m and EM�;p;m D Em.
By (5.8), if n > k � m0M0, then

xDkEn�kx�nCm � c5.10x�m: (5.14)

This and (5.6) show

x�nCm � 2p�1..c5.10/
�1 xDkEn�k�nx�nCm C L�c2.27x�n�m/: (5.15)

Suppose that (5.9) holds. Let k D m0M0. Then there exists n0 such that, for any
n � n0,

2p�1.c5.10/
�1 xDm0M0En�m0M0�n �

1

2

and hence by (5.15),
x�nCm � 2pL�c2.27x�n�m: (5.16)

Next suppose that (5.10) holds. Then there exists n0 such that, for any n � n0,

2p�1.c5.10/
�1 xDn�1E1�n �

1

2
;

so that we have (5.16) as well. Thus we have seen that if either (5.9) or (5.10) holds,
then there exists n0 such that (5.16) holds for any n � n0.

Now, let n� D max¹m0M0 C 1; n0º. Then by (5.14) and (5.16),

c5.10. xDm0M0/
�1.Ep;n��m0M0/

�1x�m � x�n�Cm � 2pL�c2.27x�n��m

for any m � 1. This immediately implies (5.11). Using this and (3.18), we have

x�mCn � �mCn � C�m�n:

Therefore, for any m � 1 and n 2 ¹1; : : : ; n0º,

x�mCn

x�n�p;m
� C

�n
x�n

� C max
nD1;:::;n0

�n
x�n
:

So we have verified (5.12) for any n; m � 1. Letting k D m0M0 in (5.8) and using
(5.12), we obtain (5.13) as well.

The following proposition gives a geometric sufficient condition for (5.10).

Proposition 5.12. Suppose that Assumption 2.15 holds. Assume that � is ˛H -Ahlfors
regular with respect to the metric d . If there exist Q̨ < ˛H and c > 0 such that

#.@Sm.w// � cr�m Q̨

for any w 2 T and m � 0, then (5.10) holds.
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Under the assumptions of Proposition 5.12, ˛H D dimH .K; d/, which is the
Hausdorff dimension of .K; d/, while dimH .Bw ; d / � Q̨ for any w 2 T . So, roughly
speaking, Proposition 5.12 says that if

dimH .K; d/ > sup
w2T

dimH .Bw ; d /;

then (5.10) is satisfied. By this proposition, one can verify (5.10) for generalized
Sierpiński carpets for example.

Proof. By [34, Theorem 3.1.21], there exist c1; c2 > 0 such that

c1r
˛H jwj

� �.Kw/ � c2r
˛H jwj

for any w 2 T . Hence �n � cr˛Hn, while xDn � r�Q̨n.

To conclude this section, we present a lemma providing a control of the difference
of a function on Tn through Enp .f / and the Poincaré constant.

Lemma 5.13. For any w 2 T , n � m � 1, f 2 `.Sn.w//, and u; v 2 Sn.w/, if
�n�m.u/ D �n�m.v/, then

jf .u/ � f .v/j � 2�
1
pE

nCjwj

p;Sn.w/
.f /

1
p

n�mX
iD1

.x�p;i /
1
p :

Proof. Let u 2 Sn.w/. Set
Si .u/ D S i .� i .u//

for u 2 Sn.w/ and i D 0; 1; : : : ; n. By Lemma B.3 and (2.5), for any k D 1; : : : ; n,

jf .u/ � .f /Sk.u/j �

kX
iD1

j.f /Si�1.u/ � .f /Si .u/j

�

kX
iD1

� �.� i .u//

�.� i�1.u//

� 1
p �

z�s;p;i .�
i .u//EnCw

p;Si .u/
.f /

� 1
p

� �
1
pE

nCjwj

p;Sn.w/
.f /

1
p

kX
iD1

�
z�p;i .�

i .u//
� 1
p :

Hence

jf .u/ � f .v/j � jf .u/ � .f /Sn�m.u/j C j.f /Sn�m.v/ � f .v/j

� �
1
pE

nCjwj

p;Sn.w/
.f /

1
p

� n�mX
iD1

�
.z�p;i .�

i .v///
1
pC.z�p;i .�

i .w///
1
p
��
:
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5.3 Proof of Theorem 3.33

Finally, we are going to give a proof of the “if” part of Theorem 3.33. Recall that
by (3.19), there exist c > 0 and ˛ 2 .0; 1/ such that

EM�;p;m � c˛m

for anym� 0. Then since �n � 1, (5.9) is satisfied and hence (5.11), (5.12) and (5.13)
turn out to be true.

As in the previous sections, a set J is a covering system with covering numbers
.NT ; NE /. Furthermore, recall that by the definition of covering systems,

sup
A2J

#.A/ <1:

We denote the above supremum by Nc .

Lemma 5.14. Set � D ˛
1
p . There exists C > 0 such that for any w 2 T , k; m � 1

with m � k and f 2 `.Sm.w//, if u; v 2 Sm.w/ and �m�k.u/ D �m�k.v/, then

jf .u/ � f .v/j � C�k.x�p;m/
1
pE

jwjCm

p;Sm.w/
.f /

1
p :

Proof. By (5.13),

x�p;i � Cx�p;mEp;m�i � Cx�p;m�
p.m�i/: (5.17)

Using this and applying Lemma 5.13, we have

jf .u/ � f .v/j � CE
jwjCm

p;Sm.w/
.f /

1
p

m�kX
iD1

.x�p;i /
1
pCE

jwjCm

p;Sm.w/
.f /

1
p .x�p;m/

1
p

m�1X
iDk

�i :

Lemma 5.15. Set "D .Nc/
� 2
p . There exist n� � 1 andm� � n� such that ifm�m�,

then there exist w 2 T and f 2 `.Sm.w// such that

min
u2Sm�n� .y1/

f .u/ � max
u2Sm�n� .y2/

f .u/ �
1

8
"

for some y1; y2 2 Sn�.w/ and

E
jwjCm

p;Sm.w/
.f / �

2

�p;m
:

Proof. Choose A 2 J such that �p;m.A/ � 1
2
�p;m. Suppose that A � Tn and choose

f 2 `.Sm.A// such that Enp;A.Pn;mf / D 1 and

EnCm
p;Sm.A/

.f / D
1

�p;m.A/
: (5.18)
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Claim 1. There exists c1 > 0, which is independent ofm and A, such that if u1; u2 2
Sm.A/ and .u1; u2/ 2 E�

nCm, then

jf .u1/ � f .u2/j � c1�
m: (5.19)

Proof. By (5.11), (5.17) and (5.18), we have

jf .u1/ � f .u2/j
p
� EnCm

p;Sm.A/
.f / D

1

�p;m.A/
�

2

�p;m
�

C

x�p;m
� C�pm:

This proves the claim. �

Claim 2. There exists c2>0, which is independent ofm andA, such that if u1;u2 2A
and �m�k.u1/D �m�k.u2/ for some k 2 ¹1; : : : ;mº, then jf .u1/� f .u2/j � c2�

k .

Proof. It follows that u1;u2 2 Sm.w/ for somew 2A. Using Lemma 5.14, we obtain

jf .u1/ � f .u2/j � C�k.x�p;m/
1
pEnCm

p;Sm.w/
.f /

1
p

� C�k.x�p;m/
1
pEnCm

p;Sm.A/
.f /

1
p � C�k.x�p;m/

1
p .�p;m/

� 1
p :

Now (5.11) immediately shows the claim. �

Since #.A/ � Nc , it follows that #.E�
n .A// � .Nc/

2. Therefore, the fact that
Enp;A.Pn;mf / D 1 shows that there exists .w1; w2/ 2 E�

n .A/ such that

j.f /Sm.w1/ � .f /Sm.w2/j
p
� .Nc/

�2
D "p:

Exchanging f by �f if necessary, we may assume that

.f /Sm.w1/ � .f /Sm.w2/ � "

without loss of generality. Define

n� D inf¹n j n 2 N; " � 16c2�
n
º;

m� D max¹n�; inf¹m j m 2 N; " � 2c1�
m
ºº:

Hereafter, we assume that m � m�.

Claim 3. For i D 1 or 2, there exist u1; u2 2 Sm.wi / such that u2 2 @Sm.wi / and

jf .u1/ � f .u2/j �
1

4
":

Proof. Choose v11; v12 2 Sm.w1/ and v21; v22 2 Sm.w2/ such that

f .v11/ � .f /Sm.w1/; f .v22/ � .f /Sm.w2/; .v12; v21/ 2 E
�
jw1jCm

:
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Since

f .v11/ � f .v12/C f .v12/ � f .v21/C f .v21/ � f .v22/ D f .v11/ � f .v22/ � ";

(5.19) shows that, for either i D 1 or 2,

jf .vi1/ � f .vi2/j �
1

2
." � c1�

m/ �
1

4
":

Letting u1 D vi1 and u2 D vi2, we have the claim. �

Let w D wi where i is chosen in Claim 3. Exchanging f by �f if necessary, we
see that there exists u1 2 Sm.w/ and u2 2 @Sm.w/ such that

f .u1/ � f .u2/ �
1

4
":

Set yi D �m�n�.ui / for i D 1; 2. Note that yi 2 Sn�.w/. By Claim 2,

min
u2Sm�n� .y1/

f .u/ � max
u2Sm�n� .y2/

f .u/ �
1

4
" � 2c2�

n� �
1

8
":

Proof of Theorem 3.33. Let m � m�. Then there exist w 2 T and f 2 `.Sm.w//

satisfying the conclusions of Lemma 5.15. Set c0 D maxu2Sm�n� .y2/ f .u/. Define

h.v/ D

8̂̂<̂
:̂
1 if 8.f .v/ � c0/ � ",

8"�1.f .v/ � c0/ if 0 < 8.f .v/ � c0/ < ",

0 if 8.f .v/ � c0/ < 0

for any v 2 Sm.w/. Then hjSn� .y1/ � 1, hjSn� .y2/ � 0 and

Ep;m�n�.y1; y2; S
n�.w// � E

jwjCm

p;Sm.w/
.h/ � 8p"�pE

jwjCm

p;Sm.w/
.f / �

23pC1.Nc/
2

�p;m
:

By (3.20),

EM�;p;m�n� � c.n�/Ep;m�n�.y1; y2; S
n�.w// �

c.n�/2
3pC1.Nc/

2

�p;m
:

Making use of the sub-multiplicative property of EM�;p;n, we have

EM�;p;m � CEM�;p;n�EM�;p;m�n� :

Finally, the last two inequalities show

EM�;p;m�p;m � CEM�;p;n�c.n�/2
3pC1.Nc/

2

for any m � m�, where the right-hand side is independent of m. Thus K is p-
conductively homogeneous.



Chapter 6

Miscellanea

6.1 Uniformity of constants

In this section, we study the uniformity of conductance, Poincaré and neighbor dis-
parity constants with respect to the structure of graphs.

Definition 6.1. (1) A pair .V; E/ is called a (non-directed) graph if and only if V is
a countable set and E � V � V such that .u; v/ 2 V if and only if .v; u/ 2 V . For
a graph .V;E/, V is called the vertices and E is called the edges.

(2) Let .V;E/ and .V 0;E 0/ be graphs. A bijective map �WV ! V 0 is called an iso-
morphism between .V;E/ and .V 0;E 0/ if “.w;v/2E” is equivalent to “.�.w/; �.v//2
E 0” for any u; v 2 V .

(3) Let .V;E/ be a graph. For p > 0 and f 2 `.V /, define E
.V;E/
P .f / 2 Œ0;1� by

E.V;E/p .f / D
1

2

X
.u;v/2E

jf .u/ � f .v/jp:

(4) Let .V;E/ be a graph and let A;B � V with A \ B D ;. Define

E.V;E/p .A;B/ D inf¹E.V;E/p .f / j f 2 `.V /; f jA � 1; f jB � 0º:

In this section, we always identify isomorphic graphs.
First, we study the uniformity of conductance constants.

Definition 6.2. For L;N � 1, define

GE.L;N / D ¹.V;E/ j .V;E/ is a connected graph; V D ¹t;bº [ V�;where

the union is a disjoint union and t ¤ b; 1 � #.V�/ � LN;

#.¹v j v 2 E; .w; v/ 2 Eº/ � L for any w 2 V�º:

Since GE.L; N / is a finite set up to graph isomorphisms, we have the following
theorem.

Theorem 6.3. For any L;N � 1 and p > 0,

0 < inf
.V;E/2GE .L;N/

E.V;E/p .¹tº; ¹bº/ � sup
.V;E/2GE .L;N/

E.V;E/p .¹tº; ¹bº/ <1:

Definition 6.4. Define

cE.L;N; p/ D inf
.V;E/2GE .L;N/

E.V;E/p .¹tº; ¹bº/
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and
xcE.L;N; p/ D sup

.V;E/2GE .L;N/

E.V;E/p .¹tº; ¹bº/:

Next we consider Poincaré constants.

Definition 6.5. For L � 1 and N � 2, define

G .L;N / D ¹.V;E/ j .V;E/ is a connected graph; 2 � #.V / � N;

#.¹v j v 2 V; .w; v/ 2 E; º/ � L for any w 2 V º:

For a connected graph .V;E/, define

P .V;E/ D
°
�
ˇ̌
� 2 V ! Œ0; 1�;

X
v2V

�.v/ D 1
±
:

For � 2 P .V;E/, define

.f /� D

X
v2V

f .v/�.v/;

for f 2 `.V /,

z�.V;E/p;� D sup
f 2`.V /

P
v2V jf � .f /�j

p�.v/

E
.V;E/
p .f /

for p > 0.

Lemma 6.6. Let .V;E/ be a connected finite graph. Then for any p � 1,

0 < inf
�2P .V;E/

z�.V;E/p;� � sup
�2P .V;E/

z�.V;E/p;� <1:

Proof. Write Ep D E
.V;E/
p . For any p � 1,

j.f /�j C Ep.f /
1
p

is a norm on `.V /. Therefore, if

F� D ¹f j f 2 `.V /;Ep.f / D 1; .f /� D 0º;

then F� is a compact subset of `.V /. Fix �� 2 P .V; E/ and set F D F��
. For any

f 2 `.V / with Ep.f / ¤ 0, define

f� D Ep.f /
� 1
p .f � .f /��

/:

Then f� 2 F andP
v2V jf .v/ � .f /�j

p�.v/

Ep.f /
D

X
v2V

jf�.v/ � .f�/�j
p�.v/:
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Hence letting
F.�; f�/ D

X
v2V

jf�.v/ � .f�/�j
p�.v/;

we see that
z�.V;E/p;� D sup

f�2F

F.�; f�/:

Since P .V; E/ � F is compact and F.�; f�/ is continuous on P .V; E/ � F , it
follows that

0 < inf
�2P .V;E/;f�2F

F.�; f�/ � inf
�2P

z�.V;E/p;� � sup
�2P .V;E/

�.V;E/p;�

< sup
�2P .V;E/;f�2F

F.�; f�/ <1:

Since G .L;N / is a finite set, the above lemma implies the following theorem.

Theorem 6.7. For p � 1,

0 < inf
.V;E/2G .L;N/;�2P .V;E/

z�.V;E/p;� � sup
.V;E/2G .L;N/;�2P .V;E/

z�.V;E/p;� <1:

Definition 6.8. Define

c�.p;L;N / D inf
.V;E/2G .L;N/;�2P .V;E/

z�.V;E/p;�

and

xc�.p;L;N / D sup
.V;E/2G .L;N/;�2P .V;E/

z�.V;E/p;� :

Finally, we study neighbor disparity constants.

Definition 6.9. Define

G� .L;N1; N2/ D
®
.V;E1; ¹Viº

n
iD1; E2/ j .V;E1/ 2 G .L;N1/;

.¹1; : : : ; nº; E2/ 2 G .L;N2/; Vi � V and Vi ¤ ;

for any i D 1; : : : ; n, V D
Sn
iD1 Vi ; Vi \ Vj D ; if i ¤ j

¯
:

Let .V;E/ be a graph and let � 2 P .V;E/. For U � V and f 2 `.V /, define

�.U / D
X
v2U

�.v/

and
.f /U;� D

1

�.U /

X
v2U

f .v/�.v/
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if�.U / > 0. ForGD .V;E1; ¹Viº
n
iD1;E2/2 G� .L;N1;N2/,�2P .V;E/ and p � 1,

define PG;�W `.V /! `.¹1; : : : ; nº/ and �p;�.G/ by

.PG;�f /.i/ D .f /Vi ;�

for f 2 `.V / and

�p;�.G/ D sup
f 2`.V /;E

.V;E/
p .f /¤0

E
.¹1;:::;nº;E2/
p .PG;�f /

E
.V;E/
p .f /

:

Moreover, define

P .G; �/ D ¹� j � 2 P .V;E/; �.Vi / � ��.Vj / for any i; j 2 ¹1; : : : ; nºº

for � 2 .0; 1�.

Theorem 6.10. For any p � 1, L;N1; N2 � 1 and � 2 .0; 1�,

0 < inf¹�p;�.G/ j G 2 G� .L;N1; N2/; � 2 P .G; �/º

� sup¹�p;�.G/ j G 2 G� .L;N1; N2/; � 2 P .G; �/º <1:

Proof. First fix
G D .V;E1; ¹Viº

n
iD1; E2/ 2 G� .L;N1; N2/

and fix
�� 2 P .G; �/:

Define F as in the proof of Lemma 6.6. For any f 2 `.V /, setting

f� D Ep.f /
� 1
p � .f � .f /��

/;

we see that f� 2 F and

j.f /V1;� � .f /V2;�j
p

Ep.f /
D j.f�/V1;� � .f�/V2;�j

p

for any � 2 P .G; �/. Let F WF � P .G; �/! R by

F.f; �/ D j.f /V1;� � .f /V2;�j:

Since F is continuous and F � P .G; �/ is compact,

0 < inf
�2P .G;�/;f 2F

F.f; �/ � inf
�2P .G;�/

�p;�.G/ � sup
�2P .G;�/;f 2F

F.f; �/

D sup
�2P .G;�/

�p;�.G/ <1:

Now the desired statement follows by the fact that G� .L;N / is a finite set up to graph
isomorphisms.
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Definition 6.11. Define

c� .L;N1; N2; �/ D inf¹�p;�.G/ j G 2 G� .L;N1; N2/; � 2 P .G; �/º;

xc� .L;N1; N2; �/ D sup¹�p;�.G/ j G 2 G� .L;N1; N2/; � 2 P .G; �/º:

6.2 Modification of the structure of a graph

In the original work of Kusuoka–Zhou [36], they used a subgraph of .Tn; E�
n / to

define their version of Em2 in the case of the Sierpiński carpet. Namely, in our termi-
nology, their subgraph is

E1n D ¹.u; v/ j .u; v/ 2 E�
1 ; dimH .Kv \Ku/ D 1º

and their energy is

E1;np .f / D
1

2

X
.u;v/2E1n

jf .u/ � f .v/jp

for f 2 `.Tn/. (They only consider the case p D 2.) Our theory in this paper works
well if we replace our energy Enp with Kusuoka–Zhou’s energy E

1;n
p because they are

uniformly equivalent, i.e., there exist c1; c2 > 0 such that

c2E
n
p .f / � E1;np .f / � c2E

n
p .f /

for any n � 1 and f 2 `.Tn/. More generally, if we replace our graph .Tn; E�
n / with

a subgraph .Tn; En/ satisfying conditions (A) and (B) below, all the results in this
paper remain true except for changes in the constants.

(A) Gn D .Tn; En/ is a connected graph for each n having the following prop-
erties:

(i) If .w; v/ 2 En, then Kw \Kv ¤ ;.
(ii) If .w; v/ 2 En for n � 1, then �.w/D �.v/ or .�.w/;�.v// 2 En�1.
(iii) If .w; v/ 2 En for n � 1, then there exist w1 2 S.w/ and v1 2 S.v/

such that .w1; w2/ 2 EnC1.
(iv) For any n� 0 andw;v 2 Tn withKw \Kv ¤;, there existw.0/; : : : ;

w.k/ 2 �1.w/ satisfyingw.0/Dw;w.k/D v and .w.i/;w.i C 1// 2

En for any i D 0; : : : ; k � 1.

(B) For any w 2 T , the graphs .Sn.w/; ES
n.w/

nCjwj
/ associated with the partition

T .w/ of Kw satisfies the counterparts of conditions (i), (ii), (iii) and (iv)
of (A).

Naturally, the graph .Tn; E�
n / satisfies (A) and (B).
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6.3 Open problems

In the final section, we gather some of open problems and future directions of our
research.

1. Regularity of Wp for p 2 Œ1; dimAR.K; d/�: As we have already mentioned, it is
not known whether or not C.K/\W p is dense in Wp for p 2 Œ1;dimAR.K;d/�. The
first step should be to establish an elliptic Harnack principle for p-harmonic functions
on approximating graphs and/or the limiting object .Wp; yEp.�/C k � kp;�/. Even in
the case of p D 2, this problem is open except for the case of generalized Sierpiński
carpets. The conjecture

Wp
� C.K/ if and only if p > dimARC .K; d/

in the introduction is closely related to this problem as well.

2. Construction of p-form and p-Laplacian: In this paper, we have constructed a p-
energy yEp.f / but not a p-form yEp.f; g/. Let

p̂.t/ D

´
jt jp�2t if t ¤ 0;

0 if t D 0:

On a graph G D .V;E/, if we define

Ep.f; g/ D �

X
x2V

.�pf /.x/g.x/

for f; g 2 `.V /, where �p is the p-Laplacian defined by

.�pf /.x/ D
X

y2V;.x;y/2E

p̂.f .y/ � f .x//;

then it follows that

Ep.f / D
1

2

X
.x;y/2E

jf .x/ � f .y/jp D Ep.f; f /:

As a natural counterpart, we expect to have a p-form yEp.f; g/ which is linear in g,
satisfies

yEp.f / D yEp.f; f /

for any f 2 Wp , and has an expression such as

Ep.f; g/ D �

Z
K

.�pf /.x/g.x/�.dx/:
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3. Existence of p-energy measure: In the case p D 2, there is the notion of energy
measures associated with a strongly local regular Dirichlet form .E;F /, where E is
the form and F is the domain. Roughly speaking, the energy measure �f associated
with f 2 F is a positive Radon measure satisfyingZ

X

u.x/ d�f .dx/ D 2E.uf; f / � E.f 2; u/

for any u 2 F \ C0.X/. See [19] for details. So, what is a counterpart of this in the
case of yEp? Is there any natural measure �f for f 2 Wp such thatZ

K

d�f .dx/ D yEp.f /?

For Rn, the answer is yes and

�f D jrf jpdx:

For the planar Sierpiński carpet, this problem has already been studied in [41]. How-
ever, we know almost nothing beyond those examples.

4. Fractional Korevaar–Shoen type expression: As we have already mentioned, a
fractional Korevaar–Shoen type expression of Wp has already shown in [41] in the
case of the planar Sierpiński carpet. Namely, we have

Wp
D

°
f

ˇ̌
f 2 Lp.K;�/; lim

r#0

Z
K

1

r˛H

Z
Bd� .x;r/

jf .x/ � f .y/jp

rˇp
dxdy <1

±
;

and it is shown in [41] that p̌ > p for any p > 1. How about other cases? Suppose
that Assumption 2.15 holds and � is ˛H -Ahlfors regular with respect to the metric d .
Then we expect that

p̌ D ˛H C �p

and we know
˛H C �p � p

by [34, (4.6.14)]. Now our questions are:

• Do we have a fractional Korevaar–Shoen type expression as above?

• When does p̌ > p hold? (Apparently, if K D Œ�1; 1�L, then p̌ D p.)

A related question is: If p̌ D p, then does Wp coincide with any of the Sobolev type
spaces given by approaches using upper gradients?

5. Without local symmetry: In Sections 4.3, 4.4, 4.5 and 4.6, we have shown the
conductive homogeneity of self-similar sets having local symmetry, which helped us
to extend a path from one piece ofKw to neighbors by the reflection in its boundaries.
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However, the local symmetry does not seem indispensable for having conductive
homogeneity. Intuitively the essence should be the balance of conductances in differ-
ent directions, for example, the vertical and the horizontal directions for square-based
self-similar sets. Unfortunately, we have not had any example without local symmetry
yet except for finitely ramified cases.



Appendices

A Basic inequalities

The next two lemmas can be deduced from the Hölder inequality.

Lemma A.1. For p 2 .0;1/,ˇ̌̌ nX
iD1

ai

ˇ̌̌p
� max¹1; np�1º

nX
iD1

jai j
p

for any n � 1 and a1; : : : ; an 2 R.

Lemma A.2. Let p; q 2 Œ1;1� satisfying 1
p
C

1
q
D 1. Then for any n 2 N and

a1; : : : ; an 2 R, � nX
iD1

jai j
q
� 1
q

� max
®
1; n

p�2
p

¯� nX
iD1

jai j
p
� 1
p

:

The following fact implies the comparison of two types of Poincaré constants,
�p;m and z�p;m, as in (5.4).

Theorem A.3 ([9, Lemma 4.17]). Let � be a finite measure on a set X . Then for any
f 2 Lp.X; �/ and c 2 R,

kf � ckp;� �
1

2
kf � .f /�kp;�;

where k � kp;� is the Lp-norm with respect to � and .f /� D �.X/�1
R
X
fd�.

The following lemma is a discrete version of the above theorem.

Corollary A.4. Let .�i /iD1;:::;n 2 .0; 1/n with
Pn
iD1 �i D 1. Then

nX
iD1

jx � ai j
p�i �

�1
2

�p nX
iD1

ˇ̌̌ nX
jD1

�jaj � ai

ˇ̌̌p
�i

for any x; a1; : : : ; an 2 R.

B Basic facts on p-energy

LetG D .V;E/ be a finite graph. ForA� V , setEAD ¹.x;y/ j x;y 2A;.w;y/ 2Eº

and GA D .A;EA/.
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Definition B.1. Let �W V ! .0;1/ and let A � V . Define supp.�/ D ¹x j x 2 V;

�.x/ > 0º. Let p > 0. For u 2 `.V /, define

EGp .u/ D
1

2

X
.x;y/2E

ju.x/ � u.y/jp;

kukp;� D

�X
x2V

ju.x/jp�.x/
� 1
p

;

.u/� D
1P

y2V �.y/

X
x2V

�.x/u.x/

and

�Gp;� D sup
u2`.V /;u¤0

.minc2R ku � c�V kp;�/
p

EGp .u/
;

where �V 2 `.V / is the characteristic function of the set V .

For A � U , set EAp D E
GA
p and �Ap;� D �

GA
p;�jA

.

Lemma B.2. Define

z�Gp;� D sup
u2`.V /;u¤0

.ku � .u/��V kp;�/
p

EGp .u/
:

Then �1
2

�p
z�Gp;� � �Gp;� � z�Gp;�:

Proof. By Corollary A.4,X
x2V

ju.x/ � .u/�j
p�.x/ � min

c2R

X
x2V

ju.x/ � cjp�.x/

�

�1
2

�p X
x2V

ju.x/ � .u/�j
p�.x/:

Lemma B.3 ([36, Proposition 1.5 (2)]). Let p 2 Œ1;1/ and let �W V ! .0;1/.
Assume that A � B � V . Then for any u 2 `.B/,

j.u/A � .u/B j �
1

�.A/
1
p

�
z�Bp;�EBp .u/

� 1
p :

Proof. By the Hölder inequality,

j.u/A � .u/B j �
1

�.A/

Z
B

�Aju � .u/B jd� �
1

�.A/
1
p

� Z
B

ju � .u/B j
pd�

� 1
p

:
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C Useful facts on combinatorial modulus

In this appendix, we have useful facts on combinatorial modulus. In particular, the last
lemma, Lemma C.4, is a result on the comparison of moduli in two different graphs.
This lemma plays a key role on several occasions in this paper.

Let V be a countable set and let P .V / be the power set of V . For �WV ! Œ0;1/

and A � V , define
L�.A/ D

X
x2A

�.x/:

For U � P .V /, define

A.U/ D ¹� j �WV ! Œ0;1/; L�.A/ � 1 for any A 2 Uº:

Moreover, for �WV ! Œ0;1/, define

Mp.�/ D
X
x2V

�.x/p and Modp.U/ D inf
�2A.U/

Mp.�/:

Note that if U D ;, then A.U/ D Œ0;1/V and Modp.U/ D 0.

Lemma C.1. Assume that U consists of finite sets. Then there exists �� 2 A.U/ such
that

Modp.U/ DMp.��/:

Proof. Choose ¹�iºi�1 � A.U/ such that Mp.�i /! Modp.U/ as i ! 1. Since V
is countable, there exists a subsequence ¹�nj ºj�1 such that, for any v 2 V , �nj .v/
is convergent as j ! 1. Set ��.p/ D limj!1 �nj .p/. For any A 2 U, since A is
a finite set, it follows that L��.A/ � 1. Hence �� 2 A.U/. For any " > 0, there exists
a finite set X" such that

P
v2X"

��.v/
p �Mp.��/ � ". As

Modp.U/ D lim
j!1

Mp.�nj / � lim
j!1

X
v2X"

�nj .v/
p;

we obtain Modp.U/�Mp.��/� " for any " > 0. Hence Modp.U/�Mp.��/. On the
other hand, since �� 2 A.U/, we see Mp.��/ � Modp.U/. Therefore, Mp.��/ D
Modp.U/.

Lemma C.2. Assume that U consists of finite sets. For v 2 V , define Uv D ¹A j

A 2 U; v 2 Aº. Then
��.v/

p
� Modp.Uv/

for any �� 2 A.U/ with Mp.��/ D Modp.U/. In particular, if Uv D ;, then

��.v/ D 0:
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Proof. Suppose that �� 2 A.U/ andMp.��/D Modp.U/. Assume that Uv D ; and
��.v/ > 0. Define �0� by

�0�.u/ D

´
��.u/ if u ¤ v,

0 if u D v.

Then �0� 2 A.U/ and Mp.�0�/ < Mp.��/. This contradicts the fact that Mp.��/ D
Modp.U/. Thus if Uv D ;, then ��.v/ D 0. Next assume that Uv ¤ ;. Let �v 2

A.Uv/ with Mp.�v/ D Modp.Uv/. Note that such a �v does exist by Lemma C.1.
Define

Q�.u/ D

´
max¹��.u/; �v.u/º if u ¤ v,

�v.v/ if u D v.

Let A 2 U. If v … A, then Q� � �� on A, so that Q� 2 A.A/. If v 2 A, then Q� � �v on A
and hence Q� 2 A.A/. Thus we see that Q� 2 A.U/. Therefore,

Modp.U/ �Mp. Q�/ �
X
u¤v

��.u/
p
C

X
u2V

�v.u/
p

D Modp.U/ � ��.v/p C Modp.Uv/:

Define `C.V / D ¹f j f WV ! Œ0;1/º.

Lemma C.3. Let V1 and V2 be finite sets. Let Ui � P .Vi / for i D 1; 2. If there exist
maps �WU2 ! U1, F W `C.V1/! `C.V2/ and constants C1; C2 > 0 such that

C1LF.�/./ � L�.�.// and Mp.F.�// � C2Mp.�/

for any � 2 `C.V1/ and  2 U2, then

Modp.U2/ � .C1/
pC2Modp.U1/

for any p > 0.

Proof. Note that C1F.�/ 2 A.U2/ for any � 2 A.U1/. Hence if F 0.�/ D C1F.�/,
then

Modp.U2/ D min
�2A.U2/

Mp.�/ � min
�2A.U1/

Mp.F
0.�//

D� .C1/
PC2 min

�2A.U1/
Mp.�/.C1/

PC2Modp.U1/:

Lemma C.4. Let V1 and V2 be countable sets and let Ui � P .Vi / for i D 1; 2.
Assume thatHv � V1 and #.Hv/ <1 for any v 2 V2. Furthermore, assume that, for
any B 2 U2, there exists A 2 U1 such that A �

S
v2B Hv . Then

Modp.U2/ � sup
v2V2

#.Hv/p sup
u2V1

#.¹v j v 2 V2; u 2 Hvº/Modp.U1/

for any p > 0.
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Proof. For �WV1 ! R, define

F.�/.v/ D max
u2Hv

�.u/

for any v 2 V2. Then F W `C.V1/! `C.V2/ and

Mp.F.�// D
X
v2V2

max
u2Hv

�.u/p �

X
v2V2

X
u2Hv

�.u/p

� sup
u2V1

#.¹v j v 2 V2; u 2 Hvº/Mp.�/:

On the other hand, for B 2 U2, choose �.B/ 2 U1 such that �.B/�
S
v2BHv . Then

for any � 2 `C.V1/ and B 2 U2,

sup
u2V2

#.Hu/LF.�/.B/ �
X
u2B

#.Hu/F.�/.u/ �
X
u2B

X
v2Hu

�.v/

D

X
v2

S
u2B Hu

#.¹u j v 2 Huº/�.v/

�

X
v2�.B/

�.v/ D L�.�.B//:

Hence by Lemma C.3, we have the desired conclusion.

D An Arzelà–Ascoli theorem for discontinuous functions

The following lemma is a version of Arzelà–Ascoli theorem showing the existence
of a uniformly convergent subsequence of a sequence of functions. The difference
between the original version and the current one is that it can handle a sequence of
discontinuous functions.

Lemma D.1 (Extension of Arzelà–Ascoli). Let .X; dX / be a totally bounded metric
space and let .Y; dY / be a metric space. Let ui WX ! Y for any i � 1. Assume that
there exist a monotonically increasing function �W Œ0;1/! Œ0;1/ and a sequence
¹ıiºi�1 2 Œ0;1/ such that �.t/! 0 as t # 0, ıi ! 0 as i ! 1 and

dY .ui .x1/; ui .x2// � �.dX .x1; x2//C ıi (D.1)

for any i � 1 and x1; x2 2 X . If
S
i�1 ui .X/ is compact, then there exists a sub-

sequence ¹unj ºj�1 such that ¹unj ºj�1 converges uniformly to a continuous function
uWX!Y as j !1 satisfying dY .u.x1/;u.x2//� �.dX .x1;x2// for any x1;x2 2X .

Proof. Since X is totally bounded, there exists a countable subset A � X which is
dense in X and contains a finite � -net A� of X for any � > 0. Let K D

S
i�1 ui .X/.
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SinceK is compact and ¹ui .x/ºi�1 �K is bounded for any x 2A, there exists a sub-
sequence ¹umk .x/ºk�1 converging as k ! 1. By the standard diagonal argument,
we may find a subsequence ¹unj ºj�1 such that ¹unj .x/ºj�1 converges as j !1 for
any x 2 A. Set vj D unj and j̨ D ınj . Define v.x/ D limj!1 v.x/ for any x 2 A.
By (D.1),

dY .vj .x1/; vj .x2// � �.dX .x1; x2//C j̨

for any x1; x2 2 A. Letting j ! 1, we see that

dY .v.x1/; v.x2// � �.dX .x1; x2// (D.2)

for any x1; x2 2A. SinceA is dense inX , v is extended to a continuous function onX
satisfying (D.2) for any x1; x2 2 X . Fix " > 0. Choose � > 0 such that �.�/ < "

3
.

Since the � -net A� is a finite set, there exists k0 such that if k � k0, then ˛k < "
3

and dY .v.z/; vk.z// < " for any z 2 A� . Let x 2 X and choose z 2 A� such that
dX .x; z/ < � . If k � k0, then

dY .vk.x/; v.x// � dY .vk.x/; vk.z//C dY .vk.z/; v.z//C dY .v.z/; v.x//

� 2�.dX .x; z//C ˛k C dY .vk.z/; v.z// < 2":

Thus ¹vj ºj�1 converges uniformly to v as j ! 1.

E Geometric properties of strongly symmetric self-similar sets

In this appendix, we will give proofs of claims on topological and geometric prop-
erties of self-similar sets treated in Section 4.6. Namely, we will give proofs of
Propositions 4.40 and 4.42. First, we recall the setting of Section 4.6. Let S be a finite
subset of RL and let � 2 .0; 1/. Let Uq 2 O.L/ for any q 2 S . Define fqWRL ! RL

by
fq.x/ D �Uq.x � q/C q

for x 2 RL. LetK be the self-similar set with respect to ¹fqºq2S , i.e.,K is the unique
non-empty compact set K satisfying

K D

[
q2S

fq.K/:

The triple .K; S; ¹fqºq2S / is know to be a self-similar structure defined in Defini-
tion 4.1 and the map �WSN ! K is given by

¹�.q1q2 : : :/º D
\
m�0

fq1:::qm.K/

as we have seen in Section 4.1.
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Definition E.1. (1) Define z� WSN ! SN by

z�.q1q2 : : :/ D q2q3 : : : for q1q2 : : : 2 SN :

(2) Define

CK D

[
i¤j2S

Ki \Kj ; C D ��1.CK/; P D

[
k�1

z�k.C/;

and V0 D �.P /. The sets C and P are called the critical set and the post critical set
of .K; S; ¹fqºq2S /, respectively. A self-similar structure .K; S; ¹fqºq2S / is said to
be post critically finite (p.c.f. for short) if P is a finite set.

By [29, Theorem 1.2.3], we have the following proposition.

Proposition E.2. The map � is continuous and surjective. Moreover,

�.q1q2 : : :/ D fq1.�.z�.q1q2 : : :/// (E.1)

for any q1q2 : : : 2 SN .

In this appendix, we suppose that Assumption 4.39 holds.
The next lemma gives a proof of Proposition 4.40.

Lemma E.3. Under Assumption 4.39, we have

(1) For any q 2 S , ��1.q/ D xq, where xq D qqq : : : 2 SN .

(2) P D ¹xq j q 2 U º, where U is the set appearing in Assumption 4.39. In par-
ticular, the self-similar structure .K; S; ¹fqºq2S / is post critically finite and
V0 D U .

Proof. (1) Suppose �.�1�2 : : :/ D q. Then by (E.1),

q D �.�1�2 : : :/ D f�1.�.�2�3 : : :// 2 K�1 :

By Assumption 4.39 (1), it follows that �1 D q. Since fq is invertible, we see that
�.�2�3 : : :/D q. Using the same argument as above, we see that �2 D q as well. Thus
we deduce that �k D q for any k 2 N inductively.

(2) Suppose that �.�1�2 : : :/ 2 f�1.K/ \ fq.K/ for some q ¤ �1. By (E.1), it
follows that �.�1�2 : : :/ D f�1.�.�2�3 : : ://. Hence by Assumption 4.39 (2),

�.�2�3 : : :/ 2 .f�1/
�1.f�1.K/ \ fq.K// � U:

Thus �2�3 : : : D q0 for some q0 2 U . Therefore, P � U .
Conversely, again by Assumption 4.39 (2), for any q 2 U , there exist p1; p2 2 S

with p1 ¤ p2 such that �.p1xq/ 2 fp1.K/ \ fp2.K/. This shows that p1xq 2 C and
hence xq 2 P .
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In the next two lemmas, we are going to show a sufficient condition for Assump-
tion 4.41.

Lemma E.4. Suppose that Assumption 4.39 holds and that Uq is the identity map
for any q 2 V0. Let q D fp1.q1/ D fp2.q2/ for some p1; p2 2 S with p1 ¤ p2 and
q1; q2 2 V0. Then there exists  D .p1; p2; q1; q2/ > 0 such that

d.Kp1nKp1.q1/m�1 ; Kp2/ � �m

for any m � 1, where d.A;B/ D infx2A;y2B jx � yj and .q/k D q : : : q
k-times

2 Tk .

In the following proof, we assume that

#.fp1.K/ \ fp2.K// � 1

to avoid a non-essential complication of arguments. Without this assumption, the
lemma is still true with a technical modification of the proof.

Proof. Set cm D inf¹d.Kw ; Kv/ j w; v 2 Tm; Kw \Kv D ;º. Define

Xm D Kp1nKp1.q1/m�1 and Ym D Kp1q1nKp1.q1/m�1

for m � 1. Then Xm D Ym [ .
S
q¤q1

Kp1q/ and Kp2 D Kp2q2 [ .
S
q¤q2

Kp2q/.
This implies that

d.Xm; Kp2/ � min¹d.Ym; Kp2q2/; c2º:

On the other hand, letting f .x/ D �.x � q/C q, we see that

Ym [Kp2q2 D f .Xm�1 [Kp2/:

This yields d.Ym; Kp2q2/ D �d.Xm�1; Kp2/. Consequently, we have

d.Xm; Kp2/ � min¹�d.Xm�1; Kp2/; c2º:

Now inductive argument suffices.

Lemma E.5. Suppose that Assumption 4.39 holds and that Uq is the identity map for
any q 2 V0. Then Assumption 4.41 holds.

Remark. According to the notation in the proof of Lemma E.4, this lemma claims
cm � c�m for any m � 1.

Proof. Suppose that w; v 2 Tm and Kw \Kv D ;. Let w D w1 : : : wm and let v D

v1 : : : vm. In the case w1 D w2,

d.Kw ; Kv/ D �d.Kw2:::wm ; Kv2:::vm/ � cm�1�:
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Otherwise, assume that w1 ¤ v1. If Kw1 \ Kv1 D ;, then d.Kw ; Kv/ � c1. So,
the remaining possibility is that w1 ¤ v1 and Kw1 \ Kv1 ¤ ;. In this case, let
q D Kw1 \Kv1 . Then q D fw1.pj1/ D fw2.pj2/ for some j1; j2 2 ¹1; : : : ; Lº. By
Lemma E.4, it follows that d.Kw ; Kv/ � x�m, where x D min¹.p1; p2; q1; q2/ j
p1;p2 2 S;q1; q2 2 V0;fp2.q1/D fp1.q2/º. Combining all the cases and using induc-
tion on m, we see that cm � min¹c1; º�m for any m � 1.

Now we start showing Proposition 4.42, that is, Assumption 2.15 holds under
Assumptions 4.39 and 4.41.

Lemma E.6. Under Assumptions 4.39 and 4.41, Assumption 2.15 .2/ holds with
r D �, M� D 1, and d D d�, where d� is the restriction of the Euclidean metric.

Proof. (2A) is obvious. Set

�1;n.x/ D
[
w2Tn
x2Kw

�1.w/

for x 2 K and n � 1. Then for any v 2 Tnn�1;n.x/, there exists w 2 Tn such that
x 2 Kw and Kw \Kv D ;. By Lemma E.5, we see that d.Kw ; x/ � c�n and hence
Bd�.x; cr

n/ \Kv D ;. Thus we have

Bd�.x; c�
n/ � U1.x W n/: (E.2)

On the other hand, by (2A), there exists c0 > 0 such that diam.Kw ; d�/ � c0�jwj for
any w 2 T . This implies

U1.x W n/ � Bd�.x; 3c
0�n/: (E.3)

So we have (2B). Choose x0 2KnV0 and choosem0 2N such that 2�m0 <d.x0;V0/.
Letw 2 Tn and let u2�1;m0Cn.fw.x0//. Suppose that u2 T .v/ for some v 2 Tn with
v¤w. Since u2�1;m0Cn.fw.x0//, there exists u0 2 TnCm0 such that fw.x0/ 2 Ku0
andKu0 \Ku ¤ ;. Let y 2Ku. SinceK is connected (and hence arcwise connected
by [29, Theorem 1.6.2]), there exists a continuous curve �W Œ0; 1�! Ku0 [Ku such
that �.0/ D fw.x0/ and �.1/ D y. Note that fw.x0/ 2 Kw and y 2 Kv . By (4.24),
the curve � intersects with fw.V0/. Therefore, .Ku [Ku0/\ fw.V0/¤ ;. However,
since diam.Ku; d�/ D diam.Ku0 ; d�/ D �m0Cn, it follows

d.fw.x0/;Ku [Ku0/ � 2�m0Cn < d.fw.x0/; fw.V0//;

so that .Ku0 [Ku/\ fw.V0/D;. This contradiction shows that u 2 T .w/ and hence
U1.fw.x0/ W m0 C n/ � Kw . By (E.2), we see that

Bd�.fw.x0/; c�
m0Cn/ � U1.fw.x0/ W m0 C n/ � Kw :

This shows (2C).
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Next set ˛H D �
log #.S/

log� . Note that �˛H D #.S/�1. Let � be the self-similar
measure on K with weight .�˛H ; : : : ; �˛H /. By [31, Theorem 1.2.7], we see that
�.Kw/ D �jwj for any w 2 T and consequently �.¹xº/ D 0 for any x 2 Kw . These
facts show that � satisfies Assumption 2.12. Moreover, we have the following propo-
sition.

Proposition E.7. Under Assumptions 4.39 and 4.41, there exist c1; c2 > 0 such that

c1s
˛H � �.Bd�.x; s// � c1s

˛H (E.4)

for any s 2 Œ0; 1�. In particular, � is ˛H -Ahlfors regular with respect to d� and the
Hausdorff dimension of .K; d�/ equals ˛H .

Proof. By (E.3), for any x 2 K and n � 1, if w 2 �1;n.x/, then

.�n/˛H D �.Kw/ � �.Bd�.x; 3c
0�n//: (E.5)

On the other hand, by [31, Proposition 1.6.11], there exists J� 2 N such that

#.�1;n.x// � J� (E.6)

for any x 2 T and n � 0. (Note that ƒ1�n;x defined in [31, Definition 1.3.3] equals
�1;n.x/.) Therefore by (E.2),

�.Bd�.x; c�
n// �

X
v2�1;n.x/

�.Kv/ � J�.�
n/˛H : (E.7)

Combining (E.5) and (E.7), we obtain (E.4).

The following proposition is immediately deduced from the previous propositions
and lemmas. Note that �1.w/ � �1;n.x/ for any w 2 T and x 2Kw . Hence by (E.6),
we see that the partition ¹Kwºw2T is uniformly finite.

Proposition E.8 (Proposition 4.42). Under Assumptions 4.39 and 4.41, Assump-
tion 2.15 holds with r D �, d D d� and M� DM0 D 1.

The fact that M0 D 1 is due to the second remark after Assumption 2.6.
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F List of definitions and notations

Definitions

adjacency matrix, Definition 2.1
Ahlfors regular, (2.9)
Ahlfors regular conformal dimension, (1.1)
Arzelà–Ascoli, Appendix 6.3
child, Definition 2.2 (1)
chipped Sierpiński carpet, Example 4.25
conductance constant, Definition 2.17
conductively homogeneous (conductive

homogeneity), Definition 3.4
covering, Definition 2.26
covering numbers, Definition 2.26
covering system, Definition 2.29
critical set, Definition E.1
exponential, Lemma 2.13
folding map, Definition 4.11 (2)
geodesic, Definition 2.1 (3)
graph, Definition 2.1
graph distance, Definition 2.21
hyperoctahedral group, Definition 4.9
locally finite, Definition 2.1 (1)
locally symmetric, Definition 4.11 (4)
Markov property, Theorem 3.21 (c)
minimal, Definition 2.5 (1)
modulus, Definition 2.21 (3)
Moulin, Example 4.27
m-walk, Definition 4.44
neighbor disparity constant, Definition 2.26
nested fractal, Definition 4.47
non-degenerate, Definition 4.11 (1)
partition, Definition 2.3
path, Definition 2.1 (2)
p-energy, Theorem 3.21
pentakun, Example 4.47
pinwheel, Example 4.27
Poincaré constant, Definition 5.4
post critical set, Definition E.1
post critically finite, Definition E.1
p.c.f., Definition E.1
quasisymmetry, Definition 1.1
rationally related contraction

ratios, right after Assumption 4.4
ray, Definition 2.2

reference point, Definition 2.2
root, Definition 2.2
self-similar set, (4.1)
self-similar structure, Definition 4.1
Sierpiński cross, Section 4.5
simple, Definition 2.1 (2)
snowflake, Example 4.48
strict 0-walk, Definition 4.44
strongly connected, Definition 4.11 (3)
strongly symmetric, Definition 4.44
sub-multiplicative inequality (conductance),

Corollary 2.24
sub-multiplicative inequality (modulus),

Theorem 2.23
sub-multiplicative inequality (neighbor

disparity), Lemma 2.34
subsystem of cubic tiling, Definition 4.11
super-exponential, Assumption 2.12
symmetry, Definition 4.7
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