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Chapter 1

General Introduction: Particle beam
therapy system

1.1 Particle beam cancer therapy

For these decade, the numbers of those who are affected to and die of cancer are gradually

increasing [1–5]. Currently there are various types of treatment for cancer patients, as shown

in Fig. 1.1. Surgery and chemotherapy are the most popular options which have very high

effectiveness and grate results as cancer treatment, while these method are basically invasive

to the patients. Surgery physically removes not only the cancer tumor itself but also the

surrounding volume to avoid metastasis, thus there are some disadvantages that there remains

scar in the patient body or the functions of some organs are not completely recovered. Since

chemotherapy also affects not only the tumor but also every healthy tissues in the body, it

has negative side effects such as nausea, vomiting, diarrhea and hair loss. On the other hand,

radiation therapy [6] can give a cancer treatment because of its ionization effect without

physical nor chemical harm to the patient body. Nowadays, technology enables very high

precision control of beam irradiation in which enough amount of beam is delivered to the

timor while keeping the minimum affection to healthy tissues. Besides, radiation therapy

sometimes enables the daily-visit treatment without admission to the hospital, which can

enhance the quality of life (QOL) of the patient. Radiation therapy can further be classified

into several types by the kind of beam and the way to be irradiated.

Among various types of radiation therapy of cancer, particle beam therapy [7–11] is

taking an increasing interest as a cancer treatment method compared with other typical
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Fig. 1.1 Classifications of Cancer therapy and radiation therapy.

choices. With particle beam therapy, externally irradiated particle beam destroys the cancer

cells with its ionization effect, as similar to other radiation therapy. The idea of using

accelerated proton for cancer treatment was the first proposed by Wilson [12] in 1946 and the

first 30 patients were treated from 1954 to 1957 at Lawrence Berkeley National Laboratory

(LBL), California, US [13]. According to Particle Therapy Co-Operative Group (PTCOG)

[14], more than 100 facilities of particle therapy had been constructed and more than 360,

000 cancer patients had been treated by particle therapy until 2022. Compared with X-ray

radiation therapy, particle beam therapy is considered to be much less-invasive, as shown

in Fig. 1.2 because of its very attractive physics properties as follows. First of all, the dose

distribution in the depth direction when it is transported within the human body shows a

sharp peak at a certain depth and very steep drop backward the peak, which is called as Bragg

peak.

Fig. 1.3 shows the depth-dose distributions of various radiation beams. The doses of

proton beam and carbon ion beam become maximum at the certain depth and decrease

rapidly and significantly in the deeper range, while those of X-ray and gamma ray have

blurred peak and gradually decrease in the deeper region. The dose distribution of carbon

ion beam has much sharper peak than one of proton beam. On the other hand, at the back

of the peak area, proton dose distribution decreases to almost zero dose while carbon ion

gives low and near-flat dose, which is called fragmentation tail. Generally speaking, as can

be seen above, the dose distribution of particle beams such as proton or carbon ion has a

sharp peak rather than photon beams, such as X-ray or gamma ray. Furthermore, the dose

distribution of particle beams shows a sharp edge also in the lateral direction to the beam

path without collimation. Thus, particle beam can reduce the unnecessary dose to outside
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the tumor compared with X-ray. In particle beam therapy, proton, which is the positive

charged hydrogen nucleus, is most widely used all over the world while several treatment

facilities uses carbon ion beam. Carbon nucleus is almost twelves times heavier than proton

and has much sharper Bragg peak and lateral edge in its dose distribution, while much larger

apparatus and facility building is required to generate higher energy therapeutic carbon beam.

The next two sections describe more details in the equipment configuration and the

irradiation methods of particle beam therapy.

Fig. 1.2 A schematic of the difference in physical properties between photon beam and
particle beam irradiated to the cancer patient.

1.2 Equipments configuration

1.2.1 Overview of treatment facility

Figure 1.4 is a schematic of the apparatuses in Heavy Ion Medical Accelerator in Chiba

(HIMAC) [15, 16] as an example of the treatment facility. The facility contains the particle

beam line which generate, accelerate and transport the particle beam and the treatment rooms

in which the beams are irradiated to the patients. The particle beam line normally consists

of an ion source, a pre-injector [17], a main accelerator and beam transport lines. In the

treatment room, a rotational gantry and a beam irradiation nozzle are equipped at the end

of the particle beam line. In this section, we overview the main accelerator, the rotational
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Fig. 1.3 Comparison of depth dose distributions of proton beam, carbon ion beam, X-ray and
Gamma-ray in the patient body.

gantry and the beam irradiation nozzle which may contribute the size minimization and high

precision irradiation, which are main points of this research

Fig. 1.4 A schematic view of the particle beam treatment facility. [16]
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1.2.2 Synchrotron

For cancer treatment, the energy of the particle beam is increased up to approximately 235

mega electron volts (MeV) and 400 MeV/u with proton and carbon, respectively, by using the

main accelerator. The beam range of these energies correspond to the depth of prostate cancer

tumor from the human body surface, which is the largest range required for cancer therapy.

While there are some types of main accelerators, such as synchrotron [18, 19], cyclotron

[20, 21], or synchro-cyclotron [22], this research focuses on synchrotron because it has the

highest beam intensity and the highest precision in beam irradiation, which is clinically the

best suitable to cancer therapy [23]. On the other hand, synchrotron is the largest in its size

among three above accelerator types and requires large facility area, thus the technologies

for down-sizing the apparatus is in strong demand. Synchrotron consists of several bending

electromagnets and usually one acceleration cavity. An acceleration cavity generates a high

frequency electric field where the phase is synchronized with the beam passing timing in

order to accelerate it. A beam bending electromagnet generates a magnetic field which can

bend the beam traveling direction based on Lorentz force,

𝑓 = 𝑞𝑣×𝐵, (1.1)

where 𝑞 and 𝑣 shows the electric charge and velocity of the particle. If the beam velocity

is constant and the relativistic effects can be ignored, the bending radius 𝑅 of the beam

trajectory can be expressed by

𝑅 =
𝑚𝑣

𝑞𝐵
, (1.2)

which is known as Larmor radius. The magnetic field density 𝐵 should be modulated

corresponding the beam velocity 𝑣 in order to make the beam bending radius become

constant. If the apparatus can generate higher magnetic field, the size of the synchrotron can

be smaller.

1.2.3 Rotational gantry

The particle beam should be irradiated as avoiding the important tissues, thus the beam irra-

diation angle are often limited. The optimum beam irradiation angle depends on case by case

of the patients. To provide the best beam irradiation angle every patient, rotational gantries

[24] are often installed in particle therapy facilities. This structure can mechanically rotate

360 degrees around the patient on the couch with the rotational axis along the longitudinal
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Fig. 1.5 A schematic of Synchrotron accelerator.

direction. The combination of the rotational gantry and the movable patient couch enables

the particle beam delivery to the patient from arbitral direction. The beam line contained in

the rotational gantry consists of several beam bending magnets and beam focusing magnets.

The irradiation nozzle, which is explained in detail in the following section, is also located at

the end of the beam line.

Fig. 1.6 A rotational gantry in the view from the treatment room. [24]
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Fig. 1.7 A rotational gantry in the view from backyard. [24]

1.2.4 Irradiation Nozzle

Fig. 1.8 shows the schematic of typical irradiation nozzle [25]. The nozzle consists of a pair

of scanning electromagnets, a scatter, a ridge filter, range shifters, beam monitors, multi-leaf

collimators, and a bolus. The combination of these components can realize very precise

dose delivery which suit to a large number of types of tumors of many patients, by using of

several beam irradiation methods to form dose distribution which will be shown in detail in

the following section. Some of these components are not necessarily implemented depending

on the nozzle specification.

1.3 Beam irradiation methods

Since cancer tumor has a three dimensional volume while the dose distribution of the original

particle beam has very sharp peak, an appropriate beam field have to be formed to give

an optimal dose distribution which fit to the tumor volume. In many cases, the ideal dose

distribution is the one in which the dose is homogeneous within the tumor but is as small as

possible out of the tumor. In the history of particle beam therapy, three major methods have

been considered in order to enclose the dose distribution to the ideal one. The irradiation

methods can be classified into passive method, layer stacking method or pencil beam scanning

method depending on the ways of forming a beam field in lateral and depth direction are

passive or active.
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Fig. 1.8 A schematic of beam irradiation nozzle.

Fig. 1.9 Three irradiation methods to achieve three-dimensional conformal dose distribution.
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1.3.1 Passive method

Passive method[26, 27] is the first standard method which is widely used for clinical perpose.

In this method, the homogeneous beam field is formed both in depth and lateral direction. In

lateral (𝑥𝑦) direction, the beam is rotated by using of wobbler magnets and is scattered by a

scatterer. Wobbler magnets are two pairs of magnets and each pair generates approximately

homogeneous magnetic field to 𝑦 and 𝑥 direction, which can slightly bend the beam direction

to 𝑥 and 𝑦 direction, respectively. By applying alternating current to each magnets, the beam

direction moves with a circular path. The scatterer is made of a solid metal or plastic and the

beam size is expanded by a scattering effect. by adjusting the balance between the wobbling

radius and the beam size after scattering, almost homogeneous dose distribution can be

formed in lateral direction. Since the beam wobbling period is much shorter than the time of

beam irradiation to the patient, the dose distribution can be seen as passively homogeneous.

Ridge-filters (RGFs) are also installed in the nozzle in order to form homogeneous dose

distribution along 𝑧 direction. Fig. 1.10 shows a schematic of RGF. RGF consists of a lot

of “ridges” which have the varying thickness along the beam direction 𝑧. When the beam is

injected across the RGF, some of beam passes through the thick part and some passes the

thin part of the ridge along the beam direction. The dose peak depth where the beam can

reach corresponds to the thickness of the ridge where the beam passes, and the beams of

various ranges are mixed after passing the RGF. By arranging the shape of the ridge, we can

control the dose distribution along 𝑧 direction, usually as homogeneous as possible within

the beam range of the target. This expanded, homogeneous dose distribution is called as

spread-out Bragg peak (SOBP).

By combining the wobbler magnets, scatterer and RGF, three-dimensional large field

of homogeneous dose can be achieved. Finally, multi-leaf collimator (MLC) [28] blocks

unnecessary dose outside the target in 𝑥 and 𝑦 direction. Fig. 1.11 shows a schematic of

MLC. MLC consists of a lot of “leaves” which is made of iron and can completely stop the

irradiated beam. All the leaves can move in either 𝑥 or 𝑦 direction. By arranging the leaf

edge positions corresponding to the projection of the contour of the target, the homogeneous

dose are give only in the target.

1.3.2 Layer stacking method

In the layer stacking method[29, 30], the target was divided into several layers which is

perpendicular to the beam direction and each layer is irradiated sequentially. For each layer
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Fig. 1.10 A schematic of ridge-filter.

Fig. 1.11 A schematic of multi-leaf collimetor.

irradiation, the dose peak of the beam is expanded in 𝑥𝑦 plane by using wobbler magnets

and scatterer as same to passive method. On the other hand, in 𝑧 direction, the depth dose

distribution has a sharp peak which is slightly expanded from Bragg peak and called as

mini-SOBP, by using a mini-ridge-filter (mini-RGF). Or, a raw-Bragg peak without RGF is

sometimes used in the layer stacking method. A homogeneous SOBP is formed by stacking
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the mini-SOBPs of the layers. For each layer, SOBP dose is expressed as

𝐷SOBP(𝑧) =
𝑁∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧), (1.3)

where 𝜒𝑖 and 𝑑𝑖 (𝑧) are the beam amount and dose distribution of the 𝑖-th layer, respectively.

𝑁 is the number of layers. Unlike passive method where the shape of the dose distribution is

passively determined and only the total beam amount is prescribed, layer stacking method

has a degree of freedom in determining the balance in the beam amount of each layer. In

order to form a homogeneous distribution of SOPB 𝐷SOBP, 𝜒𝑖 should be optimized based

on objective function. For determining 𝜒𝑖, treatment planning software which contains an

optimization algorithm [31] is employed. One characteristic point of the layer stacking

method is that MLC aperture is squeezed layer by layer corresponding to the cross sectional

shape of the layer of the target [32]. This feature enables to reduce the extra dose outside the

target at the proximal side as shown in Fig. 1.12. With this point, the layer stacking method

can supply more precise dose distribution which is conformal to the target shape and realize

better sparing with the organs at risk (OARs) around the tumor.

Fig. 1.12 The extra dose in the proximal side of the target is suppressed in the layer stacking
method.

1.3.3 Pencil beam scanning method

Pencil beam scanning (PBS) was the first proposed by Kanai et al [33] and the first clinical

treatment was carried out in 1996 at Paul Scherrer Institute (PSI) in Switzerland. In PBS,

the target is at first divided into several layers, as the same to the layer stacking method, and

then a lot of beam spots are located in each layer [34–36] . A pencil beam, which has a sharp

dose peak in each of 𝑥, 𝑦 and 𝑧 direction, irradiates one spot and then move to the next spot.
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For moving from spot to spot, the particle beam is slightly bended by Lorenz force under

the magnetic field generated by the scanning magnets located in the irradiation nozzle [37].

After all the spots in one layer are irradiated, then layer is changed by shifting the beam

energy.

Total dose distribution in pencil beam scanning is represented like one in the layer

stacking method, as

𝐷total(𝑥, 𝑦, 𝑧) =
𝑁∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑥, 𝑦, 𝑧), (1.4)

where 𝜒𝑖 and 𝑑𝑖 (𝑥, 𝑦, 𝑧) are the beam amount and the dose distribution of the 𝑖-th spot,

respectively; 𝑁 is the number of spots. As the same to layer stacking method, PBS can also

provide three-dimensional conformal dose distribution to the target in which the unnecessary

extra dose outside the target. Since it has much higher degree of freedom in determining the

spot locations and number of particles to each spot, PBS has a larger potential that the dose

distribution can be much closer to the ideal one compared with the layer stacking method.

Another large advantage of PBS compared with passive method and layer stacking

method is that it does not require MLC, RGF nor bolus. Particularly, since the bolus should

be fabricated with patient-specific in the passive method and the layer stacking method,

PBS enables much faster start of the treatment which benefit for the patient than other two

methods.

1.4 Issues of particle beam therapy and purpose of the re-

search

Although particle beam has very attractive physical properties for cancer treatment, issues still

remain to provide the benefit of this therapy for much larger number of patients. First of all,

since very high energy particle beam is required to reach to the depth of cancer tumors in the

human bodies, huge equipment is needed for the particle acceleration. For example, prostate

cancer tumor usually locates at around 30 centimeter depth from the patient skin, which is

the largest range requirement among every remediable cancer with the particle beam. This

range corresponds to almost 230 MeV in the case of proton beam or 400MeV/u in the case of

carbon beam, and the synchrotron accelerator with a diameter of almost 6 meter or 20 meter

is required, respectively, to generate such high energy particle beam. Therefore, only limited

facilities which have large enough area to contain the particle accelerator and additional
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devices can currently supply particle beam therapy to the patients. In many cases, since it

is difficult to construct such a large facility in the center of the city with high population

density, facilities are often built in the suburban or in the countryside far from the midtown.

This situation is very inconvenient to the patients, especially when they consider to take a

daily-visit care while continuing their works, and degrades the advantage of the particle beam

therapy in terms of QOL. Besides, because of very high initial cost to construct huge facility

and running cost of electricity for high energy beam acceleration, the treatment cost usually

becomes higher than other therapies. For above reasons, not all the cancer patient who are

clinically compatible to particle therapy can choose this therapy. In addition, people require

particle therapy to have significant clinical advantages over other therapies.

To resolve above issues and to wide-spread the particle therapy to much more patients,

this research focuses on two technological challenges as follows:

• The equipment size for particle beam therapy should be much reduced in order to

enable to be constructed a lot of hospitals with a limited space even in the center of the

city.

• To enhance the advantage of particle beam therapy, the beam irradiation technology

should be much sophisticated to achieve high-accuracy beam irradiation which matches

to the complicated shape of the cancer tumor.

1.4.1 Topology optimization of superconducting magnets for particle
accelerators

As already mentioned, there have been strong demands of smaller size of the particle therapy

facility in order to widespread the usage of particle beam treatment. For the size reduction

of the beam acceleration and transport apparatus, we need to increase the magnetic field

strength for bending the beam generated by bending electromagnets. Using superconducting

material is one solutions to generate large magnetic field [38, 39] while there is drawbacks

in material cost, cooling cost, manufacturing issues, and difficulties in adjustment of field

distribution.

There has been increasing interests in high temperature superconducting (HTS) material,

which has higher critical temperature than conventional low temperature superconductors

(LTS). HTS materials, such as Yttrium barium copper oxide (YBCO), can become supercon-

ducting state with liquid nitrogen, instead of liquid helium. That makes cooling system much
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simpler and low cost. On the other hand, unlike copper cables and LTS cables which has

circular cross section, YBCO cable is in a tape-like shape and has a strict constraint in its

bending radius. Therefore, in terms of manufacturing, there are a limitation in the shape of

HTS coils.

For particle accelerators, a saddle-shaped coil [40–42] has been considered to be suitable,

because of homogeneous B-L product. B-L product is an integration of magnetic flux density

along the trajectory of the particle beam. B-L product is proportional to the bending of

beam direction, and ideally should be the same at any position of the beam injection to the

magnet. Saddle-shaped coil can reduce the magnetic field from the contribution of coil-end

part at the beam entrance of the magnet. However, since the saddle-shape is complicated and

includes more than one winding axis, there are manufacturing difficulties and special winding

equipment is needed. Therefore, in this research, we propose to use topology optimization to

obtain the cross-sectional shape of accelerator coil which can be easily presented by a stack

of simple square-shaped coils.

Figure 1.13 describes three types of design optimization methodologies. Parametric

optimization is the most popular option, in which the design is defined by a finite number

of design variables corresponding to characteristics of each part, e.g., length, width, angle,

etc. Shape optimization has higher degree of freedom in the shape change, where the shape

boundary can move arbitrary. Topology optimization has the highest degree of freedom,

where new boundary generation and boundary disappearance are allowed; i.e., new holes and

islands may be generated. By using topology optimization, we design a new cross sectional

shape of superconducting coil, which is different from conventional rectangular cross section

of square-shaped coils.

Fig. 1.13 Schematics for 3 types of design optimization methodologies.
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1.4.2 Robust optimization considering patient motion

As well as smaller size of facilities, precise beam irradiation have also been required, in

order to take much larger clinical advantage over other cancer therapies, especially X-ray

radiation therapy. Although active irradiation techniques such as layer stacking method

and pencil beam scanning method were developed to achieve three-dimensional conformal

dose distribution to the tumor sparing the healthy tissue, these active methods also have an

disadvantage that the dose distribution can become very unstable under the range uncertainty

of the beam [43] and patient motion during the beam irradiation [44]. This effect is described

in Fig. 1.14 with an example in layer stacking beam irradiation. Since each layer is irradiated

sequentially, not at the same time, the dose distribution is affected by the relative position

error among layers. A total dose distribution may have hot and/or cold spot near the layer

with a large position error. PBS method has the same problem, because each spot is irradiated

sequentially as similar as layers.

For X-ray radiation therapy, a methodology of robustness optimization [45], which enable

to make the total dose distribution less sensitive to the disturbance, e.g., patient respiration

motion, was proposed. As particle beam should be sensitive to patient motion not only

along lateral direction but also depth direction due to the nature of Bragg peak, robustness

of treatment planning is more important. For layer stacking particle therapy, use of RGF

to broaden Bragg peak to make it less sensitive to the patient motion along depth direction

was proposed [46]. However, loosening Bragg peak may cause degradation of distal fall-off,

which is the steepness of total dose distribution behind the tumor. In this research, we propose

a robust optimization method for beam amount irradiated to each layer, considering patient

motion including depth direction, while keeping good distal fall-off.

1.4.3 Spot arrangement optimization for Pencil Beam Scanning

Pencil beam scanning (PBS) technique has a potential to offer much superior dose delivery

to the patient, in which unnecessary dose to the healthy tissue can be much more reduced.

This is mainly because PBS has quite high degree of freedom in treatment planing, especially

in determining beam irradiation amount to thousands of spots, which is much larger than the

number of layers in the layer stacking method. Further more, PBS includes other degree of

freedom in determining spot positions and scan trajectory. A lot of optimization strategies

in the treatment planning [47, 48] were proposed before. However, most of prior studies

have been focusing on determination of the beam amount to each spot, and the spot position
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Fig. 1.14 Dose distribution inhomogeneity caused by range uncertainty and patient motion
during layer stacking irradiation.

arrangement is normally fixed to be a square lattice pattern. Those methods may not realize

the full potential of PBS to achieve the best beam dose distribution. Several studies have

addressed scan path optimization techniques [49–51] , in which the order of spot irradiation

is optimized while each spot position is unchanged from the initial lattice pattern. There

were very few studies focusing on non-lattice pattern of spot arrangement in PBS.

On the other hand, many types of layout optimization techniques have been developed in

the field of mechanical engineering, e.g., arrangement of actuator locations for deformable

mirrors [52, 53]. In this research, therefore we tried to apply those layout optimization

methodologies to design optimal spot arrangement, which can reduce the number of spots

while keeping the quality of the dose distribution in PBS. Furthermore, we also propose

modified algorithm to speedup the layout optimization process for PBS, because positions of

thousands of spots have to be optimized in PBS and it may lead a long computation time,

while most of the prior layout optimization studies normally handled layouts of a few tens of

object to be optimized.

1.5 Organization of the dissertation

In this research, we address three theme as follows:

• We propose a topology optimization method of superconducting coil of particle accel-

erator for the purpose of minimizing the facility size.
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• We propose a robustness optimization method of determining the beam amount of each

layer, for the purpose of enhance the robustness of the dose distribution against the

patient position error in layer stacking particle therapy.

• We propose a spot arrangement optimization method of pencil beam scanning for the

purpose of reducing the unnecessary dose outside the tumor while reducing the total

number of spot.

In Chapter 2, a topology optimization method of superconducting coil for compact size

accelerators is constructed. In the proposed method, filtering based on Helmholtz type partial

differential equation and the projection based on Heaviside function were applied to the

density function, in order to relax the solution space of the optimization problem and to

reduce the gray scale issue.

In Chapter 3, a robust optimization method of beam amount in the layer stacking is

reported. In the proposed method, the upper limit of the beam amount to each layer is set and

combinations of the limit setting are tested. The best pattern of the limit setting is selected by

evaluating the robustness based on standard deviation of the depth dose distribution assuming

Gaussian probability of the layer depth error.

In Chapter 4, a layout optimization method of the beam spots in the pencil beam scanning

is reported. In the developed heuristic algorithm, enough large number of spots are densely

located at the initial state and the spot with the smallest contribution to form the dose

distribution is removed one by one through iterations. The objective function to determine

the spot beam amount and the error function to judge the removable spot, at each step in the

algorithm, is formulated.

The last chapter of this dissertation summarizes the proposed optimization methodology

and the obtained result of each chapter.





Chapter 2

Topology Optimization of
Superconducting Electromagnets for
Particle Accelerators

The purpose of this chapter is to establish the designing scheme of simplified structure of

superconducting coils for particle beam accelerators, which can be easily manufactured, by

using of the procedure of topology optimization. We set three axes of design requirements for

particle accelerators; magnetic field homogeneity, magnetic field strength and cross sectional

area of the coil. We formulated the objective functional and developed the optimization

algorithm to solve the multi-objective problem. In the algorithm, we applied the Heaviside-

projection method to avoid gray-scales and excessively complex structures. Finally, the

validity of the proposed scheme was confirmed with numerical examples of coil designs.

2.1 Introduction

Topology optimization was at first proposed by Bendsøe and Kikuchi [54] and has the

highest degree of freedom in structural optimization. The biggest feature of topology

optimization is a replacement of structural optimization problem with a spacial distribution

problem of material, which enables a drastic structural deformation where not only the shape

change of material boundary but also a generation and vanishment of holes. However, it is

often an ill-posed problem because material density is allowed to have any discontinuous

substructures within infinite small region. In order to relax the problem into well-posed,
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homogeneity method [54] and density method [55, 56] can replace the discontinuous function

with a continuous smooth function, while that sometimes reads to grayscale and excessively

complicated substructure. The other approach to avoid grayscale is the level set method

[57, 58], but in this study we apply density method because it is easy to implement for

numerical computation.

With density method, design variable smoothing using Gaussian filter [59, 60] or pro-

jection method based on Heaviside function [61] is a considerable option for a relaxation

of grayscale and complicated substructure. However, the treatment of filtering function or

Heaviside function is quite perplexing on the design domain boundary, while these scheme

is easy to implement in additional to density method. On the other hand, Kawamoto et al.

[62] proposed Heaviside function projection with using Helmholtz equation. Their method

didn’t require any special care to functions on design domain boundary, furthermore, the

level of complexity can qualitatively be controlled by a parameter in Helmholtz equation.

These methods were used for a lot of design optimization problem that mainly consider

the mechanical stiffness since long ago, on the other hand, some works were done for the

optimization problems with electromagnetism, e.g., topology optimization of electromagnetic

actuators or rotational motors [63, 64].

Beam bending magnets of charged particle accelerator is one of considerable electro-

magnetic applications for topology optimization. Accelerators have increasing needs for

widely various purpose; nuclear experiment[65], cancer therapy[66], micro fabrication of

semiconductor[67], and treatment of radioactive nuclear wastes[68]. Many of them has de-

mands for miniaturization by using of superconducting coil with strong magnetic field. The

beam bending magnet of particle accelerator is required to generate very precise magnetic

field and so-called cos𝜃 type coil [69, 70] is widely used. To achieve three-dimensionally

distributed, complicated current density, some coil winging method, which are named direct

winding [71] or surface winding [72], were developed.

However, such special winding method leads a complicated manufacturing process and

the high manufacturing cost, compared with simple pancake type, racetrack type or square-

shaped coils. Furthermore, Bi or Y based high-Tc superconducting wires are usually tape-like

flat wire and has lower degree of freedom in manufacturability, compared with conventional

low-Tc superconducting wires such as NbTi or Nb3Sn, therefore a lot of technological issues

will be considered for industrial application if needs for high-Tc would increase in the future.
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Simple pancake type or square shape coil, which has only one axis of winding, can be

comparably easily manufactured with tape-like cable. Actually, design optimization with

pancake type superconducting coil were studied for MRI and SMES [73, 74]. However,

they employed parameter optimization where the coil cross sectional shape consists of one

or plural rectangular while topology changes, i.e. change of the number of rectangular or

generation of holes inside a rectangular, were not considered. In this study, based on a

square-shaped coil with one winding axis, the cross-sectional shape of the coil is optimized

with a high degree of freedom, and a methodology for finding a coil structure with a magnetic

field distribution suitable for accelerators based on a framework of topology optimization.

2.2 Method of optimization

2.2.1 Structure expression of the coil in topology optimization

The basic concept of topology optimization is to introduce a characteristic function 𝜒(𝑥)
into a fixed design domain 𝐷 which includes the optimum configuration 𝛺 to solve, as in the

following Eq. (2.1). Here, the value of characteristic function 𝜒(𝑥) is 1 and 0 in the material

region and the void region, respectively, to represent the optimized structure.

𝜒(𝑥) =
{

1 if 𝑥 ∈ 𝛺

0 if 𝑥 ∈ 𝐷\𝛺
(2.1)

With this shape expression, not only the change of boundary shape but also the change

of topology, e.g., generation or vanishment of holes, is allowed in the optimization process.

However, characteristic function 𝜒(𝑥) has very ill discontinuity that it is allowed to be

oscillated between 0 and 1 with an infinite small steps, and that reads to quite difficult

treatment in a mathematical sense. In order to solve this problem, homogenization method

and density method were developed to replace the discontinuous characteristic function 𝜒(𝑥)
with an approximated continuous smooth function which is easier to treat. Homogenization

method introduces infinite small cyclic microstructures which enables to treat the relationship

between physical property and continuous regularized density, while there is mathematical

difficulty in its process.

In density method, on the other hand, the characteristic function 𝜒(𝑥) is approximated by

a scalar monomial. This method can be quite simply implemented as a numerical computation

while it is not strictly correct in a mathematical sense. In this work, we replace the design
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variable with a continuous variable by this density method, i.e., the current density 𝐽 in the

coil is represented by using a regularized density function 𝜌, which is a continuous function

between 0 and 1, as follows,

𝐽 = 𝐽0𝜌
𝑝, (2.2)

where 𝐽0 is the maximum value of current density. 𝑝 the penalty parameter, which is

a positive constant and set to be 1 in this work. Within the cross sectional plane which is

perpendicular to the current flow direction, the current density is proportional to the number

of conducting cables which go across the plane. Therefore, we set the design domain at the

cross sectional plane and we can understand that the regularized density function stands for

cable density which is proportional to the current density.

2.2.2 Filtering method and Heaviside projection

In density method, generally speaking, the optimized solution includes the grayscale in

which the regularized density function 𝜌 has an intermediate value between 0 and 1. This

grayscale should be as less as possible because of manufacturability. In structural optimiza-

tion problems, it is known that the grayscale can be reduce if penalty parameter is set to be 2

or more, generally 3. In this study, however, the penalty parameter is set to be 1 because the

regularized density function is proportional to current density, as mentioned in the previous

section, therefore, the optimized solution can include a lot of grayscale. Besides, the solution

can possibly have excessively complicated substructure depending on parameters setting.

Although physical performance of the device is expected to be higher when grayscale or

complicated substructures, such optimum solution is impossible or quite difficult to realize in

manufacturing within a reasonable cost. Therefore, a lot of schemes to remove grayscale and

excessively complicated substructure in topology optimization: For example, the filtering

method [59, 60] to smooth the design function or sensitivity, and projection method [61] to

binarize density value into 0 or 1 with keeping continuity of the function based on regularized

Heaviside function, were proposed.

Kawamoto et al. [62] proposed a method to solve a Helmholtz type partial differential

equation (PDE), which is much simpler to implement for computation. With their method,

for two-dimensional problem, a scalar function 𝜙(𝑥, 𝑦) and its smoothed function 𝜓(𝑥, 𝑦)
have the relationship as following partial differential equation.
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[
−𝑅2

𝑥

𝜕2

𝜕𝑥2 −𝑅2
𝑦

𝜕2

𝜕𝑦2

]
𝜓(𝑥, 𝑦) +𝜓(𝑥, 𝑦) = 𝜙(𝑥, 𝑦), (2.3)

where 𝑅𝑥 and 𝑅𝑦 is filtering radius to 𝑥 and 𝑦 direction, respectively. 𝜓 become much

smoother when the filtering radius is larger, while 𝜓 equals to the original function 𝜙 when

filtering radius is 0. Kawamoto[62] et al. used isotropic filtering radius in two dimension for

mean compliance minimization problem. This study is, on the other hand, an optimization

for coil cross sectional shape, thus the degree of freedom in determining the shape is limited

with a tape width to the winding axial direction while the the degree of freedom is much

higher to radial direction by adjusting the number of winding turns. Therefore, we introduced

an anisotropic filtering radius to represent this difference of degree of freedom. Eq. (2.3) can

be solved by applying finite element method (FEM) for 𝜓 and 𝜙 based on rectangular mesh

which is shown in the following section.

Then, the distribution of material density 𝜌(𝑥) is obtained by using the approximated

Heaviside function as follows, in order to remove the gray scale, i.e. intermediate values,

from the filtered design variable 𝜓 for binarization.

𝜌(𝑥) = 𝐻𝑎 (𝜓) =
0 if 𝜓 < −ℎ
1
2 +

15
16

𝜓

ℎ
− 5

8 (
𝜓

ℎ
)3 + 3

16 (
𝜓

ℎ
)5 if − ℎ ≤ 𝜓 ≤ ℎ

1 if 𝜓 > ℎ

(2.4)

where ℎ is a width of Heavisde function and is set to be enough small a value for binarizing

the density into 0 or 1 in the almost of design domain, while keeping the continuity of the

objective functional. Here, the density value 0 is interpreted to be a void region, while the

density value 1 is interpreted to be a coil material where a constant current flows.

2.2.3 Objective functionals

In this work, we consider following three points as the design First, since the passing particle

beam should take the same force independent of its path in the bending magnets for particle

accelerators, the integrated magnetic flux density to 𝑧 direction 𝐵𝑧 (𝑥, 𝑦) which the particle

beam passing to 𝑦 direction in the 𝑥𝑦 plane experiences, that is called as B-L product, should

be homogeneous in the 𝑥 direction. The homogeneity of B-L product defined by eq. (2.6)

should be as small as possible. For example, in the previous study about a bending magnet for
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a rotation gantry in the heavy ion beam therapy, the target value for B-L product homogeneity

was set to be less tthan 0.1% and the actual design was reported to be at the order of 10−4. In

this study, therefore, we set the target value for B-L product homogeneity less than 0.1% as

them.

Second, since the averaged magnetic flux density should be the same to the design

value in order to control the curvature of the particle beam bending, the target value was

set to be 𝐵𝑧𝑝 = 3.0T in this work as the typical value of the magnetic flux density for the

superconducting magnet, and the corresponding objective function 𝑓2 was defined as eq.

(2.7). Third, The cross sectional area of the coil defined by 𝑓3 in eq. (2.8) to reduce the

material cost. Above three requirements have trade-off relations each other and we should

treat a multi-objective optimization problem. We applied the weighted summation method,

where the objective functional 𝑓 was defined as the sum of three functionals with weight

coefficients 𝑤1, 𝑤2, 𝑤3 as in eq. (2.5).

minimize 𝑓 = 𝑤1 𝑓1 +𝑤2 𝑓2 +𝑤3 𝑓3. (2.5)

𝑓1 =

max𝑥
(∫ 𝑦𝑢

𝑦𝑙
𝐵𝑧 (𝑥, 𝑦′)𝑑𝑦′

)
−min𝑥

(∫ 𝑦𝑢

𝑦𝑙
𝐵𝑧 (𝑥, 𝑦′)𝑑𝑦′.

)∫ 𝑦𝑢

𝑦𝑙
𝐵𝑧 (0, 𝑦′)𝑑𝑦′

(2.6)

𝑓2 =

∫ 𝑥𝑢

𝑥𝑙

(
𝐵𝑧 (𝑥′,0) −𝐵𝑧𝑝

)2
𝑑𝑥′∫ 𝑥𝑢

𝑥𝑙
𝐵2
𝑧𝑝𝑑𝑥

′.
(2.7)

𝑓3 =

∫
𝐷
𝜌(𝑥𝑑 , 𝑧𝑑)𝑑𝛺∫

𝐷
𝑑𝛺,

(2.8)

where 𝑥𝑙 , 𝑥𝑢, 𝑦𝑙 , and 𝑦𝑢 are the lower and upper bound of the evaluation region for the

magnetic flux density in 𝑥𝑦 plane.

2.2.4 The optimization process

Fig. 2.1 shows the flowchart of the optimization. First, the initial value of the scalar function

𝜙 is set. Next, 𝜓 and 𝜌 is sequentially calculated based on the PDE filter of eq. (2.3)

and based on Heaviside projection of eq. (2.4), respectively. Then the coil configuration

is determined and the value of objective functional in eq. (2.5) can be calculated. If the
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objective functional is converged, the loop is over and the optimization process is terminated.

On the other hand, if the objective functional is not converged, the sensitivity of the objective

functional 𝑓 with the scalar function 𝜙 is derived and 𝜙 is updated by using of the algorithm

of Method of Moving Asymptote (MMA)[75].

Fig. 2.1 Flowchart of optimization

2.3 Numerical Examples

2.3.1 The settings of the design domain and parameters

Fig. 2.2 is the schematic of the relationship between three dimensional coil configuration

and the design domain in its 𝑥𝑧 plane. The coil consists of plural coil components and

each component is a square-shaped coil which consists of four linear parts and four curve

parts of 90 degrees. With the requirement of B-L product homogeneity, the optimal coil

configuration should has symmetries with respect to each of 𝑥𝑦, 𝑦𝑧, and 𝑧𝑥 plane, thus the

whole coil configuration in three dimension can be determined by setting the shape of coil

cross section in the first quadrant in 𝑥𝑧 plane. Therefore, this is an optimization problem for

two dimensional distribution of the coil material.
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In this study, the desing domain was discretized by rectangular meshes with the size of

5 mm in 𝑥 direction and 10 mm 𝑧 direction. Mesh shape was set to be anisotropic because of

following reasons: Tape-like superconducting cable has a rectangular cross sectional shape

and its width along the winding axis was assumed to be 10 mm. the mesh size to 𝑥 direction

was decided considering the calculation cost, though the mesh size to 𝑥 direction can be

much smaller because the tape thickness is less than 1 mm.

As shown in fig. 2.3, the optimized cross sectional shape can be realized as the stack

of plural square-shaped coil components which are sectioned by meshes. Since the size of

the design domain to 𝑧 direction was 150 mm and the size of the mesh to the same direction

was 10 mm, every optimum solution can be represented by stacking at most 15 layers of coil

components.

Filtering radius to 𝑧 direction 𝑅𝑧 was varied in the range from 1 mm to 100 mm and one

to 𝑥 direction 𝑅𝑥 was set to be the half value of 𝑅𝑧 in each case. The width ℎ of Heaviside

function was always set to be 0.1. 𝑦𝑙 and 𝑦𝑢, which is the lower or upper limit of the

integration range for B-L product, was set to be -1500 mm and 1500 mm, respectively. 𝑥𝑙
and 𝑥𝑢, which is the lower or upper limit of evaluation region for B-L product or averaged

magnetic flux density, was set to be -50 mm and 50 mm, respectively.

The weighting factors of the objective functional were determined as 𝑤1 = 0.9, 𝑤2 = 0.1.

We empirically knew that this ratio of 𝑤1 and 𝑤2 simultaneously bring the B-L product

homogeneity of almost 10−4 and also bring the difference of magnetic flux density from the

target value of almost 1%. Here, the weight for the objective for B-L product homogeneity

was stronger than one for the target value of the magnetic flux density because the absolute

value of magnetic flux density can be adjusted by the coil current and there is at least 1%

design margin considering the critical current of the superconducting coil, while B-L product

homogeneity can be determine only by the coil configuration and there is no other margin.

𝑤3 was varied in three values; 0, 2.7×10−3, and 9.1×10−3 in order to estimate the trade

off between B-L product and cross sectional area. The loop of the flowchart was terminated

after 15000 times update of the scalar function 𝜙 by MMA.

2.3.2 Calculation of magnetic flux density distribution

Fig. 2.4 shows the projection view of the square shaped coil component to 𝑥𝑦 plane. With 𝑧

coordinate, the top and bottom surface of the coil component is at 𝑧1 and 𝑧2, respectively.
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Fig. 2.2 Definition of design region and coil configuration

Fig. 2.3 Manufacturing the coil by stacking slices

The magnetic flux density to 𝑧 direction at the point of interest (𝑥, 𝑦, 𝑧) is calculated by the

following equation[76].

𝐵𝑧 (𝑥, 𝑦, 𝑧)

=
𝜇0𝐽0
4𝜋


2∑
𝑖=1

4∑
𝑗=3

2∑
𝑘=1

(−1)𝑖+ 𝑗+𝑘𝐹𝐿𝑧 (𝑋𝑖,𝑌 𝑗 , 𝑍𝑘 )
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+
4∑
𝑖=3

2∑
𝑗=1

2∑
𝑘=1

(−1)𝑖+ 𝑗+𝑘𝐹𝐿𝑧 (𝑌 𝑗 , 𝑋𝑖, 𝑍𝑘 )

+
6∑
𝑖=5

4∑
𝑗=3

2∑
𝑘=1

(−1)𝑖+ 𝑗+𝑘𝐹𝐿𝑧 (𝑋𝑖,𝑌 𝑗 , 𝑍𝑘 )

+
4∑
𝑖=3

6∑
𝑗=5

2∑
𝑘=1

(−1)𝑖+ 𝑗+𝑘𝐹𝐿𝑧 (𝑌 𝑗 , 𝑋𝑖, 𝑍𝑘 )

+
2∑
𝑖=1

2∑
𝑗=1

(−1)𝑖+ 𝑗
∫ 𝜙1+𝜋/2

𝜙1

𝐹𝑅𝑧1(𝑟𝑖, 𝜙, 𝑍 𝑗 )𝑑𝜙

+
2∑
𝑖=1

2∑
𝑗=1

(−1)𝑖+ 𝑗
∫ 𝜙2+𝜋/2

𝜙2

𝐹𝑅𝑧2(𝑟𝑖, 𝜙, 𝑍 𝑗 )𝑑𝜙

+
2∑
𝑖=1

2∑
𝑗=1

(−1)𝑖+ 𝑗
∫ 𝜙3+𝜋/2

𝜙3

𝐹𝑅𝑧3(𝑟𝑖, 𝜙, 𝑍 𝑗 )𝑑𝜙

+
2∑
𝑖=1

2∑
𝑗=1

(−1)𝑖+ 𝑗
∫ 𝜙4+𝜋/2

𝜙4

𝐹𝑅𝑧4(𝑟𝑖, 𝜙, 𝑍 𝑗 )𝑑𝜙,
 (2.9)

where

𝑋𝑖 = 𝑥− 𝑥𝑖, (2.10)

𝑌𝑖 = 𝑦− 𝑦𝑖, (2.11)

𝑍𝑖 = 𝑧− 𝑧𝑖 . (2.12)

𝑟1 and 𝑟2 is the inner and outer radius of the curved parts, respectively, and has the

following relation.

𝑟1 = 𝑥5 − 𝑥4 (2.13)

𝑟2 = 𝑥6 − 𝑥4 (2.14)

The functions 𝐹𝐿𝑧 and 𝐹𝑅𝑧𝑘 (𝑘 = 1,2,3,4) are defined as follows.
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𝐹𝐿𝑧 (𝑋,𝑌, 𝑍) (2.15)

= 𝑌 ln(𝑍+
√
𝑋2 +𝑌2 + 𝑍2) + 𝑍ln(𝑌+

√
𝑋2+𝑌2+𝑍2) (2.16)

−𝑋arctan
𝑌𝑍

𝑋
√
𝑋2 +𝑌2 + 𝑍2

(2.17)

𝐹𝑅𝑧𝑘 (𝑟, 𝜙, 𝑍) (2.18)

= 𝑍

[
ln(𝑟 −𝑅𝑘 cos𝜙+

√
𝑍2+𝑟2−2𝑟𝑅𝑘 cos𝜙+𝑅2

𝑘
) (2.19)

+1
2
𝑅𝑘 cos𝜙

|𝑍 | ln

√
𝑍2+𝑟2−2𝑟𝑅𝑘 cos𝜙+𝑅2

𝑘
− |𝑍 |√

𝑍2+𝑟2−2𝑟𝑅𝑘 cos𝜙+𝑅2
𝑘
+ |𝑍 |

(2.20)

− 𝑅𝑘cos𝜙
𝑍

arctan
|𝑍 | (𝑟 −𝑅𝑘 cos𝜙)

𝑅𝑘sin𝜙
√
𝑍2+𝑟2−2𝑟𝑅𝑘 cos𝜙+𝑅2

𝑘

 , (2.21)

where 𝑅𝑘 is the distance between the observation point (𝑥, 𝑦, 𝑧) and the rotation center of

the 𝑘-th curved part.

In the eq. (2.9), since the integration by 𝜙 can not be analytically calculated, we used a

numerical approximation by Gaussian quadrature with 16th order Legendre polynomial. The

magnetic flux density distribution at 𝑥𝑦 plane generated by the coil component corresponding

each mesh in 𝑥𝑧 plane in Fig. 2.2 was calculated. The magnetic flux density distribution

generated by the whole coil configuration is

𝐵(𝑥, 𝑦) =
∑
𝑖

𝜌𝑖𝐵𝑖 (𝑥, 𝑦), (2.22)

where 𝜌𝑖 is the density value at the 𝑖-th mesh and 𝐵𝑖 (𝑥, 𝑦) is the magnetic flux density

generated by the coil component corresponding to the 𝑖-th mesh with unit density value.
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Fig. 2.4 Coil component configuration projected to 𝑥𝑦 plane

2.3.3 Results and Discussions

Filtering radius and coil shape

To evaluate the effectiveness of the proposed method, at first, the relationship between

filtering radius and the obtained coil shape with the weighting factor for coil area 𝑤3 in the

objective functional set to be 0. The result is shown in Fig. 2.5 When 𝑅𝑧 = 1mm, the filtering

by PDE seemed to be not effective enough to remove the discontinuity from the solution 𝜌.

The cross sectional shape became much smooth when 𝑅𝑧 was larger. The material region, in

which the density value 𝑟ℎ𝑜 is 1, was integrated into two or one island when 𝑅𝑧 ≥ 15mm
and when 𝑅𝑧 ≥ 30mm, respectively. When the filtering radius 𝑅𝑧 became larger, the shape

became simpler with a smooth boundary between the material region with 𝜌 = 1 and the void
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region with 𝜌 = 0. Fig. 2.6 shows the B-L product homogeneity 𝑓1 of the obtained solutions.

Before binarization, B-L product homogeneity was the minimum at 𝑅𝑧 = 30mm, monotonic

decreasing when 𝑅𝑧 is less than 30 mm, and slightly monotonic increasing when 𝑅𝑧 is more

than 30 mm. Filtering was introduced in order to relax the ill-posed problem and remove

excessively complicated substructure, thus it basically limit the solution space. Nevertheless,

the homogeneity became worth when 𝑅𝑧 is smaller than 30 mm. We consider that there

would be a lot of local minimums in the objective functional with a small value of filtering

radius since a lot of solution with complicated substructure was allowed.

Binarization of the density

In this subsection we discuss the effectiveness of Heaviside function to remove grayscale

from the solution. Fig. 2.7 shows the relationship between filtering radius and the ratio of the

area of grayscale where 𝜌 is intermediate value between 0 and 1 to the area of whole design

domain. In the almost of all cases, except for the case with 𝑅𝑧 = 1mm in which the solution

was discontinuous, the area of grayscale was less than half of that of the design domain. The

grayscale was slightly monotonic increasing when 𝑅𝑧 was increasing more than 30 mm, that

is because the function 𝑝𝑠𝑖 was much smoothed by PDE filter when 𝑅𝑧 is large and the area

where 𝜓 value was in the range of −ℎ < 𝜓 < ℎ increased.

When the real manufacturing of coil structures of these solutions, it is preferred to

completely remove the grayscale because it would be difficult to be precisely realized in

most cases. In this study, the value of 𝜌 was simply binarized into 0 or 1 with the threshold

of 0.5. The comparison between B-L product homogeneity 𝑓1 before binarization and that

after binarization is shown in Fig. 2.6. It was shown that the relatively good B-L product

homogeneity less than 10−4 could be realized by the binarized density value of 0 or 1 when

𝑅𝑧 was 30 mm or more, while the homogeneity became worth after binarization with every

𝑅𝑧 value. Fig. 2.8 shows the magnetic flux density to 𝑧 direction 𝐵𝑧 at the origin of the

coordinate, before and after binarization. The magnetic flux density before binarization

became almost 3 T with every 𝑅𝑧 values of 30 mm or more. After binarization, the values of

𝐵𝑧 changed but the variations were almost within ±1%, which can be adjusted by controlling

the current density at the coil.

Fig. 2.9 shows the ratio of cross sectional area of the coil to the one of design domain.

The value became stable at around 20 % when 𝑅𝑧 is 30 mm or more and there was almost no

difference between before and after binarization. We confirmed that the proposed method
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with Heaviside function projection can suppress grayscale while keeping the continuous

density function with a minimum performance disruption after binarization.

Fig. 2.5 Filtering radius dependence of optimal configuration with 𝑤3 = 0

Cross sectional area term in the objective functional

To reduce an amount of superconducting cable, the third term with a weight coefficient 𝑤3 in

the objective functional of Eq. (2.5) , which is for the cross sectional area, was introduced.

Fig. 2.10 and Fig. 2.11 is the cross section shape of the obtained solution with 𝑤3 = 0.0027
and 𝑤3 = 0.0091, respectively. They showed the same trends to the case of 𝑤3 = 0 in Fig.

2.5 that the discontinuity of the solution was removed and the boundary shape became

simple when the filtering radius became large. Fig. 2.12 (a) and (b) shows the B-L product

homogeneity before/after binarization with 𝑤3 = 0.0027 and 𝑤3 = 0.0091, respectively. They

also show the same trends that the values before binarization became stable when 𝑅𝑧 is

30 mm or larger.
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Fig. 2.6 Filtering radius dependence of BL-product flatness before/after binarization

Fig. 2.7 Filtering radius dependence of area ratio of grayscale in 𝜌

B-L product homogeneity after binarization at 𝑅𝑧 = 30mm was around 6× 10−5 and

2×2−4, when 𝑤3 = 0.0027 and 𝑤3 = 0.0091, respectively. Though these values were worse

than one with 𝑤3 = 0, each values after binarization was less than twice of one before

binarization and satisfied the target of within 0.1%. Fig. 2.13 (a) and (b) shows the ratio

of the coil cross sectional area to the desing domain with 𝑤3 = 0.0027 and 𝑤3 = 0.0091,
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Fig. 2.8 Filtering radius dependence of magnetic flux density at the center before/after
binarization

Fig. 2.9 Filtering radius dependence of cross-sectional area ratio of the material before/after
binarization

respectively, where no significant change between before and after binarization, as similar to

the case with 𝑤3 = 0. when 𝑅𝑧 is 30 mm or more, the ratio became stable around 0.19 and

0.14, with 𝑤3 = 0.0027 and 𝑤3 = 0.0091, respectively, and these values were smaller than

one with 𝑤3 = 0.
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As discussed above, we confirmed a trade-off relationship between the B-L product

homogeneity and coil cross sectional area by controlling 𝑤3 value. This fact means that the

weighting factor in the objective functional works correctly.

In comparison of Fig. 2.5 to Fig. 2.10 and 2.11 at the same filtering radius 𝑅𝑧, the

center of gravity of the coil cross section moved to the negative direction along 𝑥 axis with

increasing 𝑤3. we consider this trend is because of the second term in the objective functional,

which works to enclose the magnetic flux density at the origin to the target value, i.e., the

contribution of an unit area of cross section to generate magnetic flux becomes large when

the cross section locates close to the origin.

Fig. 2.14 shows the number of islands that each coil cross section consist of. The number

of islands decreased with the increase of filtering radius and the simplification of the boundary

shape, and this trends are common in every 𝑤3 values. With these result, we confirmed

that the proposed method can control the shape complexity of the solution by changing the

filtering radius independent of setting of the objective functional.

Fig. 2.10 Filtering radius dependence of optimal configuration with 𝑤3 = 0.0027



36 Topology Optimization of Superconducting Electromagnets for Particle Accelerators

Fig. 2.11 Filtering radius dependence of optimal configuration with 𝑤3 = 0.0091

Fig. 2.12 Filtering radius dependence of BL-product flatness with (a) 𝑤3 = 0.0027 (b)
𝑤3 = 0.0091
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Fig. 2.13 Filtering radius dependence of cross-sectional area ratio of the material with (a)
𝑤3 = 0.0027 (b) 𝑤3 = 0.0091

Fig. 2.14 Filtering radius dependence of the number of islands in the solution

2.4 Summary and future works

In this study, We developed a topology optimization method for superconducting electromag-

nets in particle accelerators, by using PDE filtering based on Heaviside function projection.

We summarize the conclusion as follows.

(1) We set three requirements in designing the superconducting magnet coils for particle ac-

celerators; B-L product homogeneity, flux density at the center and coil cross sectional

area. We formulated three objective functionals corresponding to each requirement,
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and defined a multi-objective optimization problem with weighted summation method

to obtain the optimal solution which satisfy all the requirements.

(2) An optimization algorithm was developed to solve above problem using PDE filter-

ing and Heaviside projection method in order to remove grayscale and excessively

complicated substructures.

(3) We estimated the effectiveness of the proposed method by applying to a coil optimiza-

tion problem. As a result, we obtained a coil configuration which satisfied all the

requirements. We also confirmed that the performance degradation was small when

the grayscale was completely binarized, and that the complexity of the solution was

controlled by setting an appropriate filtering radius.

In this study, we set an objective functional considering magnetic flux distribution and

material cost. When applying to real manufacturing, we should further consider the decrease

of critical current density and electromagnetic stress because of the magnetic field the cable

experiences. Noguchi et al[74] solved parameter optimization problem of the cross sectional

shape for SMES coil designing under constraints of critical current density and Lorentz

force at the cable. We believe we can obtain a higher performance coil configuration with

manufacturability, by combining our proposed method.



Chapter 3

Robust Optimization for Layer-stacking
Method Considering Patient Motion

The layer-stacking method can provide three-dimensional conformal dose distributions to

the target based on a passive scattering method using mini-spread-out Bragg peak (SOBP).

The purpose of this work is to demonstrate the effectiveness of a new weight optimization

algorithm that can enhance the robustness of dose distributions against layer depth variation

in layer-stacking proton beam therapy. In the robustness algorithm, the upper limit of the

layer’s weight was adapted to the conventional algorithm and varied for 620 weight set

evaluations. The optimal weight set was selected by using an analytical objective function

based on Gaussian function with 𝜎 = 3mm for WED variation. Then, we evaluated the

stabilities of the one-dimensional depth dose distribution against WED variation generated

by Gaussian samples. Three-dimensional dose distributions in the water phantom were also

evaluated using the Monte-Carlo dose calculation. The variation of dose as well as dose

volume histograms for the spherical target and the organ at risk (OAR) were evaluated. The

robustness algorithm reduced the change of the dose distribution due to the WED variation by

a factor of almost 3/4 compared to those with the conventional procedure. The rate of 91.8%

in total samples was maintained within 5% change of the maximum dose, compared with the

rate of 64.9% in the conventional algorithm. In the MC calculation, the high dose-volume in

the OAR was reduced around the lateral penumbra and distal falloff region by the robustness

algorithm. The stability of depth dose distributions was enhanced under the WED variation,

compared to the conventional algorithm. This robust algorithm in layer-stacking proton

therapy may be useful for treatment in which the sharpness of the distal falloff along the depth
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distribution needs to be maintained to spare the organ at risk and keep the dose coverage for

the target tumor.

3.1 Introduction

Particle beam therapy can provide a better conformal dose distribution than that with photon

therapy and can spare healthy tissue around the tumor [26, 77]. Based on this idea, a passive

irradiation method was first adapted to particle therapy as a two-dimensional irradiation

technique. In this method, the particle beams are laterally broadened by a pair of wobbler

magnets and scatterers, and the primary Bragg peaks are longitudinally broadened to form a

spread-out Bragg peak (SOBP) using a range modulator or a ridge filter. A range compensator

is used to match the dose distribution to the distal shape of the target volume, and a multi-leaf

collimator (MLC) or a patient specific collimator forms the beam shape laterally. This method

was used safely in treatment with fixed targets as well as those exhibiting respiration motion

practically. However, unnecessary dose to the normal tissue located proximal to the target

is unavoidable in the single field because the size of the SOBP is fixed to the longitudinal

size of the target. Recently, a beam scanning method has become the mainstream as a

three-dimensional irradiation technique, and it can reduce the unnecessary dose to the normal

tissue. A more conformal dose distribution can be formed to even a complicated target

shape compared with the distribution in the passive method. This method can be applied

safely when the static condition of the irradiated region for the patient is maintained within

expected setup uncertainties and internal motion. However, the interplay effect violating

the dose distribution due to patient motion is still a problem [78]. Methods to maintain

the robustness of the planned dose distribution against range and setup uncertainties have

been reported [79]. The layer-stacking method has been developed as a three-dimensional

irradiation technique based on the passive method [29, 30]. In this method, the target is

separated into layers along the depth direction, and a certain amount of dose to each layer

volume is delivered by uniform distributions with the smaller size of SOBP by changing the

beam energy. Simultaneously, the aperture size of a multi-leaf collimator (MLC) is changed

for each layer step-by-step. As a result, three-dimensional uniform dose distribution over the

target volume can be formed by modulating the weighting factor of dose irradiation for each

layer [31], and unnecessary dose to normal tissue proximal to the target is suppressed in a

similar way to the scanning method. To obtain optimum weight for each layer, an iterative
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algorithm which can consider the change of aperture size were developed [31]. In the layer

stacking method, a single layer is almost simultaneously irradiated by the uniform dose

distribution using wobbling magnets or double scatterers, and the irradiation time for a single

layer is typically a few seconds or more. In the same way as the passive method, patient

motion during a single layer irradiation causes no dose variation. Thus, the dose distribution

in the layer-stacking method should have less sensitivity to the motion uncertainties than that

in the scanning method. Nevertheless, the motion uncertainties relative to the beam direction

among adjacent layer irradiations induces the variation of the water equivalent depth (WED),

that causes the disturbance in the summed dose distribution from that planned [78]. A simple

approach for this problem is to use the depth-dose distribution with a broadened Bragg

peak rather than the mono-energetic one, which is called a “mini-spread out Bragg peak”

(mini-SOBP), and is generated by the use of a mini ridge filter (mini RGF) designed for this

purpose. Schaffner et al studied the robustness against beam range error in layer-stacking

irradiation and discussed its dependence on the mini RGF design. [46] However, one should

note that the more broadening mini-SOBP loses the sharpness of the dose distribution around

the distal falloff and leads to increases of unnecessary dosage on organs at risk located behind

the target. In this report, we propose a novel algorithm for determining layer weightings

in the layer-stacking method, which can enhance the robustness against WED variation of

layers, without over-broadening of mini-SOBP.

3.2 Materials and Methods

3.2.1 One-dimensional dose calculation

In actual treatment planning, dose distributions around planning target volumes (PTVs) on

patient CT images are calculated three-dimensionally. Layer-stacking irradiation provides

more conformal dose distributions to the PTV using a pair of wobbling magnets, scatterers,

MLC, and mini-RGF. The mini-RGF forms a mini-SOBP with a length of about 10 mm. In

this irradiation, the PTV is subdivided into several layer volumes along the beam direction,

and the dose at each layer volume is delivered step-by-step with a small SOBP by changing

the thickness of the energy degrader and the aperture shape of the MLC simultaneously. A

relative dose-weighting factor for each layer volume is determined to produce a uniform

dose distribution over the PTV while trimming out a higher dose in front of the target at last.

However, since each layer volume is irradiated sequentially changing the degrader thickness
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with constant steps, the variation of WED from the skin surface to the distal side of each

layer volume during irradiation may disturb dose uniformity in actual treatment. This inter-

layer WED variation is a specific phenomenon to the layer-stacking method and not occurs

in the conventional passive method, where three-dimensional target is irradiated almost

simultaneously. In the following, we discuss a weight optimization algorithm producing dose

distributions with robustness against variations of the WED based on one-dimensional depth

dose distribution. In the layer-stacking irradiation, the summed depth dose distribution over

the whole PTV, 𝐷𝑆𝑂𝐵𝑃 (𝑧), on a one-dimensional basis is expressed by,

𝐷𝑆𝑂𝐵𝑃 (𝑧) =
𝑛∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧), (3.1)

where 𝑧, 𝑑𝑖 (𝑧) and 𝜒𝑖 shows penetration depth, depth dose distribution with the mini-

SOBP, and the weight value for 𝑖-th layer, respectively, and 𝑛 denotes the number of all layers.

Assuming the equivalence on the shape of 𝑑𝑖 (𝑧) among all layers, 𝑑𝑖 (𝑧) can be rewritten by

the depth dose distribution of the first element as

𝑑𝑖 (𝑧) = 𝑑1(𝑧+ 𝑙 (𝑖−1)), (3.2)

where l shows the WED corresponding to constant step size of the energy degrader and

was set to be 5 mm.

3.2.2 Mini-SOBP distributions used in the model simulation

The simulated condition was on a one-dimensional basis, where the size of the PTV along

a beam direction was around 100 mm water equivalent length (WEL) and the distal edge

of the PTV was located at around 125 mm depth in water. In this case, 150 MeV proton

beam energy was practically used in a proton therapy facility based on the passive scattering

method, and the corresponding SOBP length of the summed depth dose distribution was

set to be around 100 mm. The depth dose distributions of the mini-SOBP used in this

work were designed for the layer-stacking system (Hitachi, Ltd., Tokyo, Japan) installed at

Fukui Prefectural Hospital Proton Therapy Center (FPHPTC), and are shown in Fig. 3.1.

The corresponding characteristic parameters are also listed in Table 3.1. These mini-SOBP

distributions demonstrated the difference of the sharpness, in particular, on the length of the

distal falloff. Types A and C show the sharpest and mildest distribution, respectively, and

type B was in the middle between them. In the actual treatment at the proton therapy center,
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the mini-SOBP distribution of type A has been used since 2014 for static targets, mostly

head and neck cancer.

Fig. 3.1 Depth dose distributions of the mini-SOBP used for layer-stacking irradiation.

Table 3.1 Characteristic parameters for each mini-SOBP distribution shown in Fig. 3.1.

Mini- Mini- Mini-

SOBP A SOBP B SOBP C

SOBP length [mm] 10.3 12.1 13.8

Distal falloff [mm] 2.7 5.3 8.5

3.2.3 Weight optimization algorithms

As discussed in the reference [46], weight values of all layers calculated by an optimization

method were principally classified into two groups. In the first group, a few layers contribute

to the summed dose distribution showing a steeper gradient around the distal falloff region,

while those in the second group contribute to more uniform distribution. Weight values of

the layers in the second group are almost balanced with each other; however, the values in

the first group are larger and tend to show more variation than of layers in the second group.
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The layer with a larger weight value has a risk of strongly deteriorating the uniformity of the

summed dose distribution when the WED in the corresponding layer volume changes relative

to the one in other layers. Thus, balancing weight values among layers might be effective to

maintain the robustness of the dose uniformity against the WED variation. Here, we propose

a new robust weight optimization algorithm for layer-stacking irradiation by introducing two

parameters, 𝑋𝑎 and 𝑋𝑏, to limit the maximum of the weight value of layers classified into the

first and second group, respectively, as follows,


𝑋MAX
𝑖

= 𝑋𝑎, 𝑖 = 1,2,

𝑋MAX
𝑖

= 𝑋𝑏, 𝑖 ≤ 3,
(3.3)

where i shows the layer number and the 1st layer corresponds to the layer volume at the

most distal side of the PTV. In the weight optimization algorithm, the maximum limiting

values were varied according to the following conditions,


𝑋𝑎 = 0.4+0.02𝑛𝑎, 𝑛𝑎 = 0,1,2, · · · ,30,

𝑋𝑏 = 0.02𝑛𝑏, 𝑛𝑏 = 1,2,3, · · · ,20,
(3.4)

Here, the weight value for each layer is defined as a ratio of peak value of depth dose

distribution of the layer to objective dose. Ranges of 𝑋𝑎 and 𝑋𝑏 were set to be 0.4 - 1.0

and 0.02 - 0.4, respectively, with a constant step of 0.02. The algorithm could find the best

set of weight values within 620 (31×20) combinations between 𝑋𝑎 and 𝑋𝑏 based on an

objective function for the robustness of the summed dose distribution against the relative

WED variation. Fig. 3.2 shows the flow of the optimization algorithm, and the objective

function is discussed in the next section. The weight values of all layers under the maximum

limitation were iteratively updated by the following,

𝜒𝑖 →
𝐷obj ∑𝑚

𝑗=1 𝑑𝑖 (𝑧 𝑗 )2∑𝑚
𝑗=1 𝐷SOBP(𝑧 𝑗 )𝑑𝑖 (𝑧 𝑗 )2 𝜒𝑖, (3.5)

if𝜒𝑖 > 𝑋MAX
𝑖 , 𝜒𝑖 → 𝑋MAX

𝑖 , (3.6)

where 𝑧 𝑗 shows the depth of dose evaluation point which is discretized with a step size of

1 mm, and the set of 𝑧 𝑗 with 𝑗 = 1, · · · ,𝑚 covers the depth region over the PTV. Since the

width of mini-SOBPs are 10 mm or more as in Table 3.1, the evaluation points are located

enough dense not only on the peak depths of mini-SOBP but also between peaks. 𝐷obj



3.2 Materials and Methods 45

shows the objective dose of the optimization and is set to be 1 in this work. We assume the

prescribed dose also equals to 1, and discuss the dose distribution on the relative dose bases.

Weight values of all layers were calculated according to Eq. (3.5) by an iterative procedure

[31] under the constraint of Eq. (3.6) which is newly introduced in this work, and the set of

converged weight values was determined after 10,000 iterations.

Fig. 3.2 Flowchart of the developed robustness algorithm.

3.2.4 Selection for appropriate sets of 𝑋𝑎 and 𝑋𝑏 values

After the optimization over 620 sets of 𝑋𝑎 and 𝑋𝑏 values, appropriate sets were selected by

the following conditions: dose uniformity < 0.025, SOBP length > the one with conventional

algorithm - 5 mm and distal falloff < the one with conventional algorithm + 1.5 mm, where

the distal falloff corresponds to the depth distance between the relative dose of 0.8 and 0.2
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to the objective dose at the distal side, whereas SOBP length corresponds to the distance

between the proximal and distal side with the relative dose of 0.95. Dose uniformity u is

defined by

𝑢 = max
𝑧∈𝛺

|𝐷SOBP(𝑧) −𝐷obj |
𝐷obj , (3.7)

where 𝛺 shows an evaluation region along the depth, and is defined by the depth region

between 2𝜎shift inside of both of the proximal and distal side of the SOBP region. Here, 𝜎shift

corresponds to one standard deviation of assumed WED variation and was set to 3 mm for

the generation of the optimum weight values based on the robustness algorithm. Since 𝐷obj

is 1 in this work, u is just the maximum dose difference from 1 within the evaluation area.

The schematic depth-dose curve is shown in Fig. 3.3 (a) to demonstrate the corresponding

parameters discussed above.

Fig. 3.3 Schematic depth-dose curve with dosimetric parameters (a) and the definition of
parameter used in 𝑅(𝑤) expressed by Eq. (3.8) (b).

3.2.5 An objective function for the robustness

We introduced the following function evaluating the robustness of summed dose uniformity

against WED variations,

𝑅(𝜒) = max
𝑧∈𝛺

(
max
+,−

�����𝐷mean
SOBP(𝑧) ±

2.0×𝜎1fr
dose(𝑧)√
𝑁 𝑓 𝑟

−𝐷obj

�����
)
, (3.8)
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where 𝐷obj shows the objective dose value and 𝑁 𝑓 𝑟 shows the number of fractions. 𝑅(𝜒)
is defined as a function of one set of weight values and the robustness is stronger as 𝑅(𝜒)
shows smaller values. Following functions used in above Eq. (3.8) are defined by

𝐷mean
SOBP(𝑧) =

1
𝑁

𝑁∑
𝑗=1

𝐷
𝑗

SOBP(𝑧), (3.9)

𝜎1fr
dose(𝑧) =

√√√
1

𝑁 −1

𝑁∑
𝑗=1

(
𝐷

𝑗

SOBP(𝑧) −𝐷mean
SOBP(𝑧)

)2
, (3.10)

where j denotes one event in which the WED of each layer were varied independently

based on a probability distribution, and N shows the total number of events. One can con-

sider 𝐷mean
SOBP(𝑧) and 𝜎1fr

dose(𝑧) as the mean and standard deviation among 𝐷
𝑗

SOBP(𝑧) samples,

respectively, in random samples, as shown in Fig. 3.3 (b). In this work, we analytically

evaluated the function of Eqs. (3.9) and (3.10) using Gaussian distribution accounting for the

WED variation, since the computational time can be reduced in comparison to the one of

random evaluation. In this way, Eqs. (3.9) and (3.10) can be rewritten by

𝐷mean
SOBP(𝑧) =

𝑛∑
𝑖=1

𝜒𝑖

∫ +∞

−∞
𝑑𝑖 (𝑧− 𝑧′)𝐺 (𝑧′)𝑑𝑧′, (3.11)

𝜎1fr
dose(𝑧) =

[
𝑛∑
𝑖=1

𝜒2
𝑖

{∫ +∞

−∞
𝑑𝑖 (𝑧− 𝑧′)2𝐺 (𝑧′)𝑑𝑧′−

(∫ +∞

−∞
𝑑𝑖 (𝑧− 𝑧′)𝐺 (𝑧′)𝑑𝑧′

)2
}] 1

2

, (3.12)

where 𝐺 (𝑧′) = 1√
2𝜋𝜎

exp(− 𝑧′2

2𝜎shift2
) corresponding to Gaussian distribution with 𝜎shift = 3

mm was used commonly for all layers and the analytical evaluation of above equations is

described in supplementary materials.

3.2.6 Validation of the robustness algorithm in one dimension

The robustness algorithm for three mini-SOBP distributions was tested by calculating the

summed depth dose distributions with random variations of WED for each layer. Optimized

weight values were obtained by the robustness algorithm with the constant value of 𝜎shift

= 3 and used for the evaluation of the depth dose variation using random samples, where

10,000 random sets of depth dose distributions with and without the robustness condition
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were generated respectively with WED variations by means of Gaussian probability density

functions with sigma of 3 mm and 5 mm. The dose uniformity was compared between them,

and the fraction number of 𝑁 𝑓 𝑟 was set to be 20 to simulate actual fractionated irradiations.

3.2.7 Validation of the robustness algorithm in three dimensions

The robustness algorithm was also tested on a three-dimensional basis using Monte Carlo

simulations developed for the dose verification system at FPHPTC [80]. The setting for wob-

bling radius, the material geometry of mini-RGF of type A, and the range-shifter thickness

corresponding to the depth of the slice were taken into account according to the planning

parameters generated by the RTP system. The bolus and the aperture shape of the MLC

opening were also designed by the RTP system assuming a spherical target with a diameter

of 60 mm, and the center of the target was placed at the depth of 90 mm in the uniformed

water phantom. The smearing distance of the bolus was set to be 6 mm. Three-dimensional

dose distributions of each layer were calculated with the voxel size of 2×2×2mm3 within

statistical uncertainty of 0.5% along depth direction, and were summed up with the weights

of the conventional and the robust algorithm by considering the positional errors among

slices. The dose distributions of each slice in both algorithms were randomly shifted along

perpendicular directions to the beam direction using two dimensional Gaussian distribution

with 𝜎shift =3 mm. In this case, the proton range variation was generated by the variation of

the bolus thickness due to the positional error of the target, while the error along the depth

direction was not included because of the uniformity of the phantom. The dose volume

histograms (DVH) for the spherical target and OAR were evaluated by these simulations,

where the volume of OAR was placed surrounding the distal side of the target with the

surface distance of 8 mm as shown in Fig. 3.4.

3.3 Results

3.3.1 Selection of the best solution

Fig. 3.5 (a), (b), (c), and (d) shows the value of the dose uniformity, SOBP length, distal

falloff, and R(w) values defined in Eq. (3.8), respectively, over 620 sets of 𝑋𝑎 and 𝑋𝑏 in the

case of the mini-SOBP of type B. In these figures, the dose uniformity (a) became within 2.5

percent over almost of (𝑋𝑎, 𝑋𝑏) plane, although it became worse when 𝑋𝑏 was small. SOBP
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Fig. 3.4 The schematic of geometry settings of water phantom, bolus, target, and OAR for
the Monte Carlo calculation.

length (b) almost always exceeded 100 mm except when 𝑋𝑎 was smaller than 0.46. Distal

falloff (c) showed a significant negative correlation with 𝑋𝑎 and exceeded the appropriate

condition with a small value of 𝑋𝑎. Within appropriate solutions maintaining the conditions

of dose uniformity, SOBP length and distal falloff, a pair of 𝑋𝑎 and 𝑋𝑏 values were searched

with the smallest value of 𝑅(𝑤) shown in Fig. 3.5 (d), and the selected value of 𝑋𝑎 and

𝑋𝑏 was 0.48 and 0.14, respectively, with 𝑅(𝑤) = 0.032. In the conventional algorithm

where (𝑋𝑎, 𝑋𝑏) = (1.0, 1.0), 𝑅(𝑤) value was found to be 0.041 and is larger than that in the

robustness algorithm.

3.3.2 Comparison between conventional and robust solutions

Fig. 3.6 (a) shows a comparison between the weight values optimized by means of the

conventional algorithm and the developed robustness algorithm, respectively in the case of

type B. The weight value of the 1st layer was significantly larger than those of the other

layers in the conventional result, while the weight values of the 1st and 2nd layer were

approximately the same in the robustness algorithm. The weight value of the 3rd to the 9th

layer also had differences in between those of the conventional and the robustness algorithm

although the weight values of 10th and subsequent layers were similar. Fig. 3.6 (b) shows the

depth dose distributions calculated by the optimized weight values in the case of type B. The
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Fig. 3.5 The value of dose uniformity (a), SOBP length (b), distal falloff (c) and R parameter
(d) over the (Wa, Wb) plane in the case of the mini-SOBP of type B. Areas surrounded by
white dashed lines in each variable show the appropriate region.

objective dose was normalized to unity in this figure. Their corresponding dose uniformity,

distal falloff and SOBP length are also summarized for the static condition in Table 3.2.

Dose uniformity was maintained within 2%. Distal falloff was 6.1 mm and 7.2 mm with the

conventional result and the robust result, respectively, thus a slight degeneration in distal

falloff was shown with the robustness algorithm. Similarly, SOBP length was 102.8 mm and

100.9 mm with the conventional result and the robust result, respectively.

3.3.3 Robustness simulation under WED variation in one dimensional
basis

Fig. 3.7 shows the mean, maximum, and minimum values of the total dose distribution

through 20 fractions, in which the WED was varied randomly for each slice each fraction
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Fig. 3.6 The weight values (a) and the depth dose distributions (b) optimized with the
conventional algorithm and the robustness algorithm in the case of the mini-SOBP of type B.

with 𝜎shift =3 mm. The presented calculation was carried out using the mini-SOBP of type

B. The mean dose distribution with the robustness algorithm was almost equivalent to that

with the conventional algorithm except for the distal edge region. On the other hand, the

maximum and minimum dose over 10,000 random events were also close to the objective

dose with the robustness algorithm, compared with the conventional algorithm, at around

110 mm depth. Dose uniformity, distal falloff and SOBP length under the variation of WED

are also summarized in Table 3.2.

Table 3.2 Dose uniformity, distal falloff and SOBP length of the optimized depth dose
distribution in the case of the mini-SOBP of type B. The definition of these characteristic
parameters is described in the text.

Dose Distal falloff SOBP length Distal side depth

uniformity (80%-20%) (95%-95%) of 95% dose

[%] [mm] [mm] [mm]

Conven- Static 1.9 6.1 102.8 122.6

tional WED variation 2.4 (0.8) 7.8 (0.6) 101.6 (1.1) 121.4 (1.1)

Robust- Static 1.9 7.2 100.9 120.8

ness WED variation 2.2 (0.5) 8.6 (0.6) 99.4 (0.8) 119.3 (0.8)

Table 3.2 footnote: Values outside and inside parentheses show the average and standard
deviation, respectively.
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Fig. 3.7 The mean, maximum and minimum value of depth dose distribution under WED
variation for each slice with 𝜎shift =3 mm in the case of the mini-SOBP of type B.

Next, we estimated the maximum dose difference between the static dose distribution

without WED variation and the disturbed dose distribution with WED variation, within the

evaluation region, over each entry of 10,000 random samples. Fig. 3.8 shows the results for

each of three mini-SOBPs with the WED variation of 3 mm and 5 mm. Compared with the

conventional algorithm, all results with the robustness algorithm show smaller peak value

and smaller peak width. The mean value of the maximum dose difference with the robustness

algorithm was 0.033, 0.020 and 0.016, though that with the conventional algorithm was

0.046, 0.026 and 0.022 for the mini-SOBP of type A, B and C, for the WED variation of 3

mm. Table 3.3 shows the path rate so that the maximum dose difference between the static

dose distribution and the disturbed dose distribution within the evaluation region was within

5% and 10,000 random samples were analyzed for each of the WED variations of 3 mm and

5 mm. The analyses showed that the rate with a WED variation of 3 mm was in the range

of 91.8-100% and improved in comparison to the rate of 64.9-99.2% in the conventional

procedure and the robustness algorithm was found to be most effective in the mini-SOBP of

type A, which has the sharpest distal falloff among the three.
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Fig. 3.8 The histogram of the maximum dose difference between with and without WED
variation with 𝜎shift =3 mm and 5 mm for the mini-SOBP of type A, B and C.

Table 3.3 Pass rate for maximum difference between the violated and static dose within 0.05
under WED with 𝜎shift = 3 mm and 5 mm.

𝜎shift Algorithm Pass rate [%]

[mm] Type A Type B Type C

3 Conventional 64.9 96.4 99.2

Robustness 91.8 99.6 100

5 Conventional 25.9 68.3 85.1

Robustness 65.6 81.7 95.5

3.3.4 Evaluation in three-dimensional bases

Fig. 3.9 (a) and (b) shows the static dose distribution over the 𝑥𝑧 plane with the conventional

algorithm and the robustness algorithm, respectively, by the three-dimensional MC simulation.

One sample of the dose distribution generated with a set of random positional errors for each

slice was also shown in Figs. 3.9 (c) and (d) for the conventional and robustness algorithm,

respectively. Fig. 3.9 (e) and (f) shows a two dimensional map of the dose difference between

the static distribution and that with positional errors for each algorithm. The variation of
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the dose distribution around the lateral penumbra region and the distal falloff region was

found to be significantly larger in comparison with that around the center of the target.

This is because of the shape of the bolus used, as shown in Fig. 3.10 (a). Fig. 3.10 (b)

shows the corresponding change of the proton range when protons pass the bolus with the

positional shift of 3 mm, 6 mm, and 9 mm from the original position. Protons passing

through the center of the target region around 𝑥 = ±10 mm have no range variation against

the positional error due to the constant thickness of the bolus while the proton range can

change by between 4 mm and 9 mm around 𝑥 = ±30 mm with a positional error of between

3 mm and 9 mm. Despite this large range variation around the off-center region, the area

of the larger dose deviation, as shown in Figs. 3.9 (e) and (f), can be strongly reduced

by the robust algorithm in comparison to that in the conventional algorithm. Fig. 3.11 (a)

and (b) shows the volume histogram of the dose difference between static distributions and

randomly shifted distributions in the target volume and OAR volume, respectively for each

algorithm. In the target, the shape of the histogram in the robustness algorithm shows a

slightly narrower shape than that in the conventional algorithm. On the other hand, as shown

in Fig. 3.11 (b), the strong deviations of dose difference in the conventional algorithm were

reduced by a factor of two in the robustness algorithm and the width of the histogram in the

robustness algorithm becomes much narrower than that in the conventional algorithm. Fig.

3.12 (a) and (b) shows the maximum, minimum and average of DVHs among 1000 random

trials for the target and the OAR, respectively, for each algorithm. As shown in Fig. 3.12

(a), the target DVH is almost unchanged in two algorithms. The DVH parameters of the

target volume in the static distribution and randomly shifted distribution are summarized

in Table 3.4. In the randomly shifted distribution, the standard deviation of maximum and

minimum dose was reduced to roughly 2
3 with the robustness algorithm compared with those

with the conventional algorithm, which is consistent with the result of one-dimensional

simulation. Fig. 3.12 (b) shows the DVH of the OAR volumes and the DVH parameters

are also summarized in Table 3.5. The dose volume above 50% of the prescribed dose was

reduced in the robustness algorithms in comparison to that in the conventional algorithm. In

particular, the value of V80% in the robustness was 30% smaller than that in the conventional

algorithm and the robustness algorithm could maintain the higher dose volume.
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Fig. 3.9 The upper panel shows calculated static dose distributions for the conventional
algorithm (a) and the robustness algorithm (b). The middle panel shows one sample of
the dose distribution with random positional errors for the conventional algorithm (c) and
the robustness algorithm (d). The lower panel shows the dose difference between the
static distribution and that with positional errors for the conventional algorithm (e) and the
robustness algorithm (f).

3.4 Discussion

In this work, we have developed a weight optimization algorithm for layer-stacking irradiation

to produce a robust depth dose distribution against the variation of water equivalent depth

(WED). Intra-fractional movements of the patient’s body or respirational movements during

each layer’s irradiation cause variations of water equivalent depth along the proton beam
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Fig. 3.10 The shape of the used bolus with the smearing value of 3 mm along the lateral beam
position and the proton range difference when protons pass the bolus with the positional shift
of 3 mm (solid), 6 mm (dashed), and 9 mm (dotted) from the original position.

Fig. 3.11 The volume histograms of the dose difference between static distributions and
randomly shifted distributions for the target (a) and the OAR (b).

direction. We assumed the value of 3 mm used as the standard deviation in this work to

simulate the WED variation due to the intra-fractional movement in the case of head and

neck treatment, where spatial displacements of bony structures were measured for thirty

patients treated at FPHPTC by using kV-X ray images before and after treatment, and the

standard deviation of the displacement along the vertical, lengthwise, and lateral directions

was 0.8 mm, 0.4 mm, and 0.8 mm, respectively. Then, WED value over the target surface
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Fig. 3.12 The average and maximum/minimum envelope of DVH among 1000 trials of
position shift simulation for the target (a) and the OAR (b).

along the beam direction was calculated by integrating the converted water density from

CT volumetric data used for treatment planning. Also, the variation of WED value along

the beam directions due to movement of the patient’s body was simulated by shifting the

position of the beam iso-center on CT data. In the layer-stacking method for proton therapy,

mini-SOBP distributions with a width of around 10 mm are stacked step-by-step along the

beam direction by changing the thickness of the range-shifter with a step of 5 mm, and

the uniform dose distribution can be produced conforming to the shape of the PTV. Since

the practical length of the distal falloff of the mini-SOBP distribution used in the treatment

was less than 1 cm, several millimeters of the WED variation can easily cause about ten

percent of hot/cold spots to the objective dose at the joints of mini-SOBPs. In particular, the

WED variation occurring between the 1st and 2nd layer’s irradiation strongly disturbs the

uniformity and reproducibility of the depth dose distribution around the distal region, since

the delivered dose in these layers dominates that in others. Thus, one needs to pay special

attention to the variation of the dose coverage around the distal side of the PTV, and tolerance

dose of normal tissues placed after the PTV, for example, the brain stem, optic chiasma,

and spinal cord in the case of head and neck treatment. Based on the above discussions, we

subdivided the layers into a group of the 1st and 2nd layers and a group of the other layers,

and the weight optimizations were carried out by setting the maximum limitation of weight

values depending on the group. The maximum limitation makes weights more balanced

among layers in comparison with the conventional method, and disperses the sensitivity



58 Robust Optimization for Layer-stacking Method Considering Patient Motion

Table 3.4 The DVH parameters of the target volume in the static and random distributions.
The values and those inside parentheses for the random distributions show the averaged
values and standard deviations, respectively.

Conventional Robustness

Static Random Static Random

Mean 1.000 0.998 (0.001) 1.000 0.998 (0.001)

Maximum 1.039 1.077 (0.027) 1.035 1.066 (0.017)

Minimum 0.943 0.893 (0.043) 0.944 0.900 (0.031)

D95% 0.976 0.956 (0.009) 0.976 0.961 (0.008)

D80% 0.988 0.982 (0.002) 0.989 0.983 (0.002)

Table 3.5 The DVH parameters of the OAR volume in the static and random distributions.
The values and those inside parentheses for the random distributions show the averaged
values and standard deviations, respectively.

Conventional Robustness

Static Random Static Random

Mean 0.350 0.353 (0.003) 0.349 0.352 (0.003)

Maximum 0.986 1.004 (0.022) 0.991 1.009 (0.021)

V20% 0.557 0.557 (0.012) 0.584 0.601 (0.020)

V50% 0.326 0.328 (0.004) 0.311 0.308 (0.006)

V80% 0.128 0.134 (0.010) 0.107 0.096 (0.016)

of WED variation occurring in certain layers’ irradiation to the summed dose distribution.

Then, the robust algorithm searched for the minimum point of the objective function over all

sets of the maximum limitations for the weight optimization. This objective function was

analytically derived based on the depth dose distribution of the mini-SOBP and Gaussian

distribution with the constant WED variation as an input.
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3.4.1 Depth dose distribution produced by Robustness Algorithm

As shown in Figs. 3.7 and 3.8, the robustness algorithm can reduce the changes of the depth

dose distribution caused by the WED variation with 𝜎shift= 3 mm, compared with those of the

conventional algorithm. On the other hand, the distribution by the robustness algorithm had

smaller SOBP length and larger distal falloff than that by the conventional algorithm, while

both distributions around the proximal region coincided well. Moreover, as shown in Table

3.2 for type B, the depth, 𝑧95
𝑑

, corresponding to 95% of the objective dose at the distal side

in the robustness algorithm was 1.8 mm shallower than that in the conventional algorithm,

since the robustness algorithm balanced the weight value of the 1st and 2nd layer while the

weight value was concentrated in the 1st later in the conventional algorithm, demonstrated in

Fig. 3.6 (a). In practical treatment, the difference of 1.8 mm in the depth of 𝑧95
𝑑

should be

compensated by tuning the thickness of the energy degrader in order to maintain the dose

coverage for the distal edge of the target.

3.4.2 Approach to the robust dose distribution in the layer-stacking
method

The shape of the partial depth dose distribution of each layer (mini-SOBP) is also an important

factor to determine the robustness. In the case of carbon ion therapy, the layer-stacking

method was also used in their treatment and Gaussian shaped mini-SOBP was proposed to

enhance the robustness against the WED variation among layers [46]. Here, the original

shape of the Bragg peak was blurred to a Gaussian shape and the overlap between each of

the dose distributions among layers was also increased to reduce the magnitude of hot/cold

spots. In this work, we also examined the robustness algorithm based on each of three types

of mini-SOBPs where the sharpness of the depth dose distributions are varied as shown

in Fig. 3.1 and Table 3.1. As shown in Fig. 3.8 and Table 3.3, the variations of the dose

distribution are suppressed for all types of mini-SOBPs in the robustness algorithm compared

with those in the conventional algorithm. In particular, the reduction of dose variation by

introducing the robustness algorithm was the most significant in the mini-SOBP of type A,

which has the sharpest distal falloff. On the other hand, in the case of the mini-SOBP of type

C, which has the most relaxed shape of depth dose distribution, the robustness is better but

the improvement of the robustness by the robustness algorithm was smaller than for type A

or B. This is because the mini-SOBP of type C has the largest value of distal falloff and it
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is large compared with the range of WED variation: 3-5 mm. Therefore, we consider that

the developed algorithm is much more suitable for enhancing the robustness against WED

variation while maintaining the sharp distal edge to reduce the unnecessary dose to normal

tissues. On the other hand, simply using a very blurred shape of mini-SOBP is more effective

than the developed algorithm when the range of target motion is much larger (e.g., a lung

tumor).

3.4.3 Evaluation in three-dimensional bases

Based on each weight optimization algorithm, three-dimensional dose distributions in the

water equivalent phantom were evaluated by the Monte-Carlo proton dose calculation system

developed at FPHPC. As shown in Fig. 3.9, larger dose variation due to the positional error

along the lateral direction was found around the lateral penumbra and distal falloff region,

and was caused by the gradient of the thickness of the used bolus. Since the OAR volumes are

often placed behind the target volume along the beam direction or beside the volume along

the lateral direction, in particular, for head and neck treatment, the robust dose distribution

against the positional error is strongly desired to carry out the treatment safely. As shown by

Fig. 3.12 and Tables 3.4 and 3.5, while averaged DVH parameters for the target are almost

equivalent in the two algorithms, the minimum/maximum dose deviation in the target volume

and the high-dose volume of the OAR in the robustness algorithm were found to be smaller

than that in the conventional algorithm Therefore, applying the robustness algorithm to the

weight optimization in layer-stacking radiation may provide safer treatment.

3.4.4 Comparison between the layer-stacking method and the scan-
ning method

Generally speaking, the scanning method is weak against patient motion compared with the

layer-stacking method, because not only inter-layer correlation in the depth direction but

also three-dimensional intra-layer motion disturbs the dose distribution in the beam scanning

method. This so-called “interplay effect,” can be reduced by the repainting technique [81]

and a sufficient number of repaintings make the robustness of dose distribution by the beam

scanning method almost equivalent to that of the layer-stacking method, though the large

number of repainting results in long treatment time. Inaniwa et al. [79] developed an another

algorithm which made relaxed dose distribution in the boundary of overlapping fields to
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enhance the robustness of the dose distribution of multi-field against setup errors in intensity

modulated particle therapy. This may have a similar effect to relaxing the mini-SOBP in

layer stacking method, rather than limiting the weight. However, relaxing mini-SOBP in

later-stacking method leads to larger distal fall-off as already discussed, while beam scanning

method can simultaneously realize relaxed dose in overlapped region and sharp edge at

the target boundary because of its higher degree of freedom in in determining the weight

values of a lot spots. Inaniwa et al. [82] also developed the robustness weight optimization

algorithm for the beam scanning method where penalty conditions considering risk factors of

dose to OARs due to set-up errors and beam range errors were accounted for . Our proposal

is similar to their method at the point that the weight values in a certain region area are

reduced, while they set the penalty term to weight values in the cost function instead of

setting upper limit of the weight. They evaluated the effectiveness of reducing unwanted

dose to OARs. however, while they did not discuss the relationship between controlling

limiting the weight set and keeping dose uniformity homogeneity in the target volume.Since

their optimization algorithms made use of the large degree of freedom in determining the

weights of spots in the beam scanning method, a similar scheme cannot be applied to the

layer-stacking method with a smaller degree of freedom in weights of layers. On the other

hand, The way of limiting the maximum value of the weight which we developed for the

layer-stacking method can be applied to the beam scanning method and is expected to have

an effect of obtaining three-dimensional robust dose-distributions against WED variations

and motions in the lateral direction by redistributing large spot weights to neighboring spots.

3.4.5 The limitations of the developed method

The robust solution obtained by the developed method is often found on the boundary of the

appropriate region of the condition space, as shown in Fig. 3.5. In particular, the value of

𝑋𝑎, which is the maximum limitation of the weight values for the layers at the distal side,

usually has a strong correlation with distal falloff and 𝑅 value defined by Eq. (3.8); thus, a

stronger constraint for distal falloff results in a solution with less robustness. Therefore, the

selection condition of the distal falloff for appropriate sets of 𝑋𝑎 and 𝑋𝑏 values may need to

be carefully considered, and sometimes have to be tuned, in 3D proton treatment planning

using the patient’s CT-images with simulating dose changes due to WED variations, although

we demonstrated the effectiveness of the robust algorithm based on the 3D uniformed water

phantom using MC proton dose calculation. However, the work for 3D dose evaluation in the
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proton treatment planning system is beyond the scope of this research within our materials,

and we will study this in the future.

3.5 Conclusion

We developed a new optimization algorithm for the weight values of mini-SOBPs in layer-

stacking proton therapy, which can enhance the robustness against WED variation of the layer

depth. In the developed algorithm, we introduced the maximum limitations of the weight

values. We searched for the best set of limitation condition based on the evaluation function

of robustness, which is defined by assuming random Gaussian probability density function of

depth shifts of layers. The depth dose distribution optimized by the developed algorithm was

stable under the random position shifts of the layers in the depth direction, compared to the

conventional weight optimization algorithm, while SOBP length and distal falloff become

worse. The developed algorithm was more effective when the shape of the mini-SOBP was

sharp, and was also demonstrated by 3D dose calculation in the water phantom with an

aspherical target. Thus, this algorithm in layer-stacking proton therapy may be useful for

treatment where the sharpness of the distal falloff along the depth distribution needs to be

maintained to spare the organ at risk.

Supplementary Materials

In this section, the derivation of Eqs. (10) and (11) is shown and the expectation value of

variable 𝑥 is defined by ⟨𝑥⟩. We introduced 𝑧′
𝑖

as a deviation of depth value on 𝑖-th layer and,

in this case, the summed depth dose distribution is expressed as,

𝐷𝑆𝑂𝐵𝑃 (𝑧) =
𝑛∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧− 𝑧′𝑖) (3.13)

The probability density of depth deviations for all layers is defined here by the function

of 𝑃(𝑧′1, 𝑧
′
2, · · · , 𝑧

′
𝑛) and the expectation of 𝐷𝑆𝑂𝐵𝑃 (𝑧) can be expressed by,

𝐷mean
𝑆𝑂𝐵𝑃 (𝑧) = ⟨𝐷𝑆𝑂𝐵𝑃 (𝑧)⟩ =

∭
· · ·

∫ (
𝑛∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧− 𝑧′𝑖)
)
𝑃(𝑧′1, 𝑧

′
2, · · · , 𝑧

′
𝑛)𝑑𝑧′1𝑑𝑧

′
2 · · ·𝑑𝑧

′
𝑛,

(3.14)
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where the operator of
∫
𝑑𝑧′

𝑖
means the integration on the depth deviation of 𝑖-th layer with

the range of (−∞,∞). Considering that depth deviations among all layers are independent

and the provability density follows Gaussian distribution, Eq. (3.14) can be rewritten using

by

⟨𝐷SOBP (𝑧)⟩ =
𝑛∑
𝑖=1


∭

. . .

∫
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)

𝑛∏
𝑗=1

𝐺

(
𝑧′𝑗

)
d 𝑧′𝑗

 , (3.15)

where we used the relation of 𝑃
(
𝑧′1, 𝑧

′
2, . . . , 𝑧

′
𝑛

)
=

∏𝑛
𝑖=1𝐺

(
𝑧′
𝑖

)
. In addition, all of Gauss

distributions follow the normalization condition of
∫ ∞
−∞𝐺 (𝑧′) d 𝑧′ = 1 and the integration of

Eq. (3.15) can be further reduced to the one with 𝑖 = 𝑗 as the form of Eq. (10) like,

⟨𝐷SOBP (𝑧)⟩ =
𝑛∑
𝑖=1

{∫ +∞

−∞
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑖
)
𝑑𝑧𝑖′

}
. (3.16)

Next we shows the derivation of Eq. (11). The dispersion of the summed dose distribution

can be calculated based on statistics by

𝐷𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
SOBP (𝑧) = ⟨𝐷SOBP (𝑧)2⟩ − ⟨𝐷SOBP (𝑧)⟩2. (3.17)

The analytical calculation of the first term in the right side of Eq. (3.17) is followed by

⟨𝐷SOBP (𝑧)2⟩ =
∭

. . .

∫ (
𝑛∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)
)2 𝑛∏

𝑘=1
𝐺

(
𝑧′𝑘

)
d 𝑧′𝑘

=

∭
. . .

∫ (
𝑛∑
𝑖=1

𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)
) ©­«

𝑛∑
𝑗=1

𝜒 𝑗𝑑 𝑗

(
𝑧− 𝑧 𝑗′

)ª®¬
𝑛∏

𝑘=1
𝐺

(
𝑧′𝑘

)
d 𝑧′𝑘 . (3.18)

The integrations in Eq. (3.18) are further reduced to those with 𝑖 = 𝑘 or 𝑗 = 𝑘 and, thus,

written by

⟨𝐷SOBP (𝑧)2⟩ =
𝑛∑
𝑖=1

{∫ +∞

−∞
(𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′))2𝐺

(
𝑧′𝑖
)
𝑑𝑧𝑖′

}
+

𝑛∑
𝑖≠ 𝑗

{∬ +∞

−∞
𝜒𝑖𝜒 𝑗𝑑𝑖 (𝑧− 𝑧𝑖′) 𝑑 𝑗

(
𝑧− 𝑧 𝑗′

)
𝐺

(
𝑧′𝑖
)
𝐺

(
𝑧′𝑗

)
𝑑𝑧′𝑖𝑑 𝑧′𝑗

}
, (3.19)
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where
∑

(𝑖≠ 𝑗) means the summation of n(n-1) samples on 𝑖, 𝑗 = 1,2, · · · , 𝑛 without the combi-

nation of 𝑖 = 𝑗 . In addition, the second term in the right side of Eq. (3.19) can be factorized

by the individual integration over 𝑧′
𝑖

and 𝑧′
𝑗

as

𝑛∑
𝑖≠ 𝑗

{∫ +∞

−∞
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑖
)
𝑑𝑧′𝑖

} {∫ +∞

−∞
𝜒 𝑗𝑑 𝑗 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑗

)
𝑑𝑧′𝑗

}
=

{
𝑛∑
𝑖=1

∫ +∞

−∞
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑖
)
𝑑𝑧′𝑖

}2

−
𝑛∑
𝑖=1

{∫ +∞

−∞
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑖
)
𝑑𝑧′𝑖

}2

. (3.20)

By using relations of Eqs. (3.17), (3.19) and (3.20), the dispersion can be derived as

𝐷𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
SOBP (𝑧)

=

𝑛∑
𝑖=1

{∫ +∞

−∞
(𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′))2𝐺

(
𝑧′𝑖
)
𝑑𝑧𝑖′

}
−

𝑛∑
𝑖=1

{∫ +∞

−∞
𝜒𝑖𝑑𝑖 (𝑧− 𝑧𝑖′)𝐺

(
𝑧′𝑖
)
𝑑𝑧′𝑖

}2

. (3.21)

The standard deviation of 𝜎1fr
dose(𝑧) is obtained by the squared root of 𝐷𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

SOBP (𝑧) in Eq.

(3.21).



Chapter 4

Spot Arrangement Optimization for
Pencil Beam Scanning in Particle
Therapy

Pencil beam scanning technique can provide good dose distribution which is conformal to a

complex shaped tumor in particle beam therapy. In this chapter, we present an optimization

method to derive the non-lattice spot arrangement pattern with a smaller number of beam

spots, compared with the conventional lattice pattern, for the purpose of shortening the

treatment time. In the developed algorithm, a large enough number of spots were located

densely in every layer at the initial state, and then the spot with the smallest contribution was

removed one by one through iterations. For the selection of the spot to be removed, a weight

optimization process with an objective function was employed. The developed algorithm

was tested by numerical examples of spherical targets with a radius of 30 mm surrounded

by the organs at risk. The dose quality with the obtained spot arrangement and that with

the lattice spot arrangement were compared, with both conditions of a nominal number of

spots and reduced number of spots. With the proposed algorithm, the number of spots was

significantly reduced while the dose quality was kept within a tolerance level, compared to

the cases with the lattice spot arrangements. Further, in the obtained spot arrangement, the

spots were located on the closed lines which were concentric to the target contour.
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4.1 Introduction

Particle beam therapy [7, 8] has attracted increasing interest as a less-invasive cancer treat-

ment compared with other therapies such as surgery, chemotherapy or X-ray radiotherapy.

When the charged particles such as protons or carbon ions with high energy are irradiated into

the patient, the kinetic energy of the particles is transferred to the body through the ionization

effect and the cells in the cancer tumor are destroyed. The radiation dose, which is the energy

absorption from the particle beam, becomes maximum at the certain depth from the patient

skin where the particles stop in the patient’s body. This feature of the dose distribution in the

depth direction is called the Bragg peak, and the peak depth can be controlled by changing

the initial beam energy. To generate a high energy particle beam, a particle accelerator such

as a cyclotron or synchrotron is used. After acceleration, the particle beam is administered to

the patient in the treatment room.

For the clinical purpose, the dose should be as ideally homogeneous within the tumor

and simultaneously as low outside the tumor as possible. The pencil beam scanning (PBS)

technique is currently a very popular irradiation method to form a three dimensional dose

distribution which precisely matches the target shape [83, 77] With PBS, many beam irradia-

tion points, which are called spots, are located in the patient’s body and a particle beam is

administered to each spot. After the dose is given to one spot, the beam is moved to the next

spot. The beam sequentially irradiates all the spots which are arranged inside and around

the target volume, as if painting it out by a pencil. The beam motion is controlled by the

magnetic field generated by a pair of electromagnets called scanning magnets [37] which are

installed in the beam irradiation nozzle. In order to determine the operation pattern of the

scanning magnets, both the positions of all the spots and the number of particles given to

each spot must be determined by using the optimization technique.

In many prior studies in PBS, the positions of the beam irradiating spots are set to be

basically lattice patterns and are unchanged through optimization, although the number of

particles to each spot is optimized to form an ideal dose distribution [34]. In addition, short-

ening the treatment time is also an important criteria for the physical burden of the patient,

and decreasing the number of spots directly contributes to the treatment time reduction.

By using heuristic approaches such as simulated annealing, several researchers addressed

proposing the scan path optimization technique to find the best order of spots to be irradiated

for minimizing the total path length of the beam motion [49–51]. In these studies, however,
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the spot positions were still fixed with the lattice pattern and the number of spots was also

fixed.

Contour scanning technique [84, 85] was proposed as a non-lattice spot layout, in which

spots are located on the enlarged contour of the target cross section and its concentric curve

with a constant spacing. It was found that the contour based spot layout leads to a better

dose distribution than the conventional lattice spot laypiy especially with the point that the

unnecessary dose outside the target could be reduced. In their method, however, the spot

positions were determined on a rule-base and the mathematical optimality of the spot layout

was not discussed.

On the other hand, in the research field of mechanical engineering, many position

optimization techniques were studied for various purposes.

Fukushima et al. [86] proposed an optimization method of engine mounting layout in a

vehicle, using the Most Probable Optimum Design (MPOD) method. Similarly, Nishiura et

al. [87, 88] proposed an optimization of the stator pole arrangement of a spherical actuator

by a genetic algorithm. In these methods, the locations of multiple objects were optimized

while the number of the objects never changed through optimization. Matsumoto et al. [89]

proposed a method to determine the optimal placement of solar arrays that maximize the

total amount of received light. With this method, the layout of the solar arrays was kept to a

lattice pattern while the number of solar arrays was optimized by changing the interval of the

solar arrays and the relative position of the lattice coordinate to the site boundary.

For optical apparatus, as another example, several techniques for layout optimization

have been studied in order to design actuator locations for deformable mirrors. For example,

Haftka et al [52] have reported optimal actuator locations for space antennas based on the

surface control method. On the other hand, Yamaki et al. [53] proposed an actuator layout

design method for deformable mirrors in fundus imaging modality. Their method can obtain

the optimal layout of a minimum number of actuators while keeping the error of mirror

surface deformation small enough. In their approach, many actuators were located at the

initial step and then an actuator was removed step by step based on the contribution of each

actuator. For proton beam scanning, Van de Water et al [90] employed a similar method of

layer reduction and spot reduction in the treatment planning while they didn’t discuss the

relationship between the optimum spot locations and the target geometry.

In this research, we construct a heuristic method in determining optimum spot locations

in PBS, which can realize acceptable dose distribution with a smaller number of spots than
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the conventional lattice pattern. First, we formulate the dose optimization problem with

fixed spot locations. Then we present the algorithm to obtain optimum spot locations by

iteratively removing the spot with low contribution to form the dose distribution. Unlike the

method of Yamaki et al. which optimizes the two-dimensional locations of several tens of

actuators, the spots in PBS are located in three-dimensions, and usually more than thousands

of spots should be removed. Therefore, we also propose the improved method to accelerate

the optimization process by introducing a multiple spot reduction scheme and confirm its

effectiveness.

4.2 Methods

4.2.1 Pencil beam scanning overview

Figure 4.1 shows a schematic of PBS. The target volume is divided into plural layers which

are perpendicular to the beam direction and spots are located in each layer. Each spot in the

layer is sequentially irradiated, as it is painted by a moving pencil beam. After every spot in

one layer is irradiated, the beam energy is shifted to change the layer. Here, we define the

coordinate in which the beam direction is along the 𝑧 axis and the layers are parallel to the

𝑥𝑦 plane. The spots are located mainly inside the target 𝑇 . A small number of spots are also

located outside and close to the target boundary, in order to enhance the dose sharpness at

the target edge.

Figure 4.2 (a) shows a schematic of the irradiation nozzle for PBS. A pair of scanning

magnets are installed in the nozzle and each of them generates a magnetic field to the 𝑦 and 𝑥

directions. Since the particle beam is a positive charge, the beam direction is slightly bent to

the 𝑥 and 𝑦 directions by the Lorentz force. The 𝑥𝑦 position of the beam at the patient can be

controlled by adjusting the current to the scanning magnet which correlates to the strength of

the magnetic field and the beam bending angle. The nozzle also contains the beam position

monitor and the dose monitor which enable the feedback control of the beam position and

the beam dose, respectively. Figure 4.2 (b) shows an example of the operation pattern of the

scanning magnets and Fig. 4.2 (c) shows the path of the beam position in the 𝑥𝑦 plane. The

beam position stays at a spot when the magnetic fields of both magnets are fixed, and the

beam position moves to the 𝑥 or 𝑦 direction when the corresponding magnetic field changes.

The time length of staying at a spot corresponds to the number of particles to be irradiated to

the spot.
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Fig. 4.2 (a) Schematic of the beam irradiation nozzle and the scanning magnets in PBS.
(b) Example of the scanning magnet operation. (c) Example of the beam position motion
corresponding to the scanning magnet operation in (b).
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4.2.2 Formulation of dose distribution calculation

We assumed the two-dimensional Gaussian as the dose distribution of a single spot in the 𝑥𝑦

plane, as follows.

𝐷𝑥𝑦:𝑖 (𝑥, 𝑦) =
1

2𝜋𝜎2 exp
(
− (𝑥− 𝑥𝑖)2 + (𝑦− 𝑦𝑖)2

2𝜎2

)
, (4.1)

where (𝑥𝑖, 𝑦𝑖) denotes the position of the 𝑖-th spot, and 𝜎 is the beam spot size. Here, we

consider the spot shape is approximately isotropic, while the actual beam spot shape is an

ellipsoid represented by using 𝜎𝑥 and 𝜎𝑦.

Depth dose distribution along the 𝑧 direction was obtained by Monte-Carlo simulation

[91, 80].

Figure 4.3 shows the simulated depth dose distribution 𝐷𝑧:𝑖 (𝑧) of proton beam with the

energy of 130 MeV. Three-dimensional dose distribution of a single spot is calculated by the

multiplication of two-dimensional dose and depth dose distribution as

𝐷𝑖 (𝑥, 𝑦, 𝑧) = 𝐷𝑥𝑦:𝑖 (𝑥, 𝑦) ×𝐷𝑧:𝑖 (𝑧). (4.2)

Fig. 4.3 Simulated depth dose distribution of the particle beam.
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The total dose distribution 𝐷𝑡𝑜𝑡𝑎𝑙 is calculated as the weighted sum of contribution from

each spot as

𝐷𝑡𝑜𝑡𝑎𝑙 (𝑥, 𝑦, 𝑧) =
𝑁∑
𝑖=1

𝜒𝑖𝐷𝑖 (𝑥, 𝑦, 𝑧), (4.3)

where 𝜒𝑖 stands for the number of particles delivered to the 𝑖-th spot and 𝑁 stands for the

number of spots.

4.2.3 Requirements for the dose distribution

In particle beam therapy, the dose distribution is required to be homogeneous inside the target

while it should be as small as possible outside the target. In this study, we set the objective

function 𝑓 as follows.

𝑓 = 𝑤1 𝑓1 +𝑤2 𝑓2 +𝑤3 𝑓3. (4.4)

𝑓1 =

∫
𝑇

(
𝐷𝑡𝑜𝑡𝑎𝑙 (𝑥, 𝑦, 𝑧) −𝐷𝑜𝑏 𝑗

)2
𝑑𝛺∫

𝑇

𝑑𝛺

. (4.5)

𝑓2 =

∫
𝑇

(𝐷𝑡𝑜𝑡𝑎𝑙 (𝑥, 𝑦, 𝑧))2𝑑𝛺∫
𝑇

𝑑𝛺

. (4.6)

𝑓3 =

∫
𝑂

(𝐷𝑡𝑜𝑡𝑎𝑙 (𝑥, 𝑦, 𝑧))2𝑑𝛺∫
𝑂

𝑑𝛺

. (4.7)

Here, 𝑓1, and 𝑓2 stand for the square of the dose difference from the objective dose 𝐷𝑜𝑏 𝑗 in the

target region, 𝑇 , and the square dose in the region outside the target, 𝑇 , respectively. Besides,

particularly important organs where it is strongly desired to avoid the dose irradiation, such

as the heart or the esophagus, are called as organs at risk (OARs) and 𝑓3 stands for the square

of the dose in the OAR region, 𝑂. Figure 4.4 shows a general, simple schematic of the

regions 𝑇 , 𝑇 , and 𝑂. The symbols 𝑤1, 𝑤2, and 𝑤3 are the weighting factors for 𝑓1, 𝑓2, and 𝑓3,

respectively. Each of 𝑓1, 𝑓2, and 𝑓3 was normalized by the total volume of the region. In this

objective function, the first term 𝑓1 makes the dose distribution close to the ideal one inside
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the target. The second term 𝑓2 and the third term 𝑓3 reduce the total amount of unnecessary

dose outside the target and in the OAR, respectively. The region 𝑂 is usually included in 𝑇

and 𝑤3 is set to be a larger value than 𝑤2 to reduce the OAR dose more strongly than the

dose at general volume outside the target.

Target OAR

Target: 𝑇 OAR: 𝑂

Outside the target: 𝑇#
(Including 𝑂)

Fig. 4.4 Relationship among the target, outside the target, and the OAR

4.2.4 Particle number optimization with a fixed spot layout

The objective functions in Eqs. (4.4-4.7) can be transformed as follows. The integration in

the target 𝑇 was calculated as

∫
𝑇

(
𝐷𝑡𝑜𝑡𝑎𝑙 −𝐷𝑜𝑏 𝑗

)2
𝑑𝛺 =

∫
𝑇

(
𝑁∑
𝑖=1

𝜒𝑖𝐷𝑖 −𝐷𝑜𝑏 𝑗

)2

𝑑𝛺

=

∫
𝑇

©­«
𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝜒𝑖𝜒 𝑗𝐷𝑖𝐷 𝑗 −2𝐷𝑜𝑏 𝑗

𝑁∑
𝑖=1

𝜒𝑖𝐷𝑖 +𝐷𝑜𝑏 𝑗
2ª®¬𝑑𝛺

=

𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝜒𝑖𝜒 𝑗

∫
𝑇

𝐷𝑖𝐷 𝑗𝑑𝛺−2𝐷𝑜𝑏 𝑗

𝑁∑
𝑖=1

𝜒𝑖

∫
𝑇

𝐷𝑖𝑑𝛺

+𝐷𝑜𝑏 𝑗
2
∫
𝑇

𝑑𝛺. (4.8)
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The integration outside the target 𝑇 was calculated as

∫
𝑇

(𝐷𝑡𝑜𝑡𝑎𝑙)2 𝑑𝛺 =

∫
𝑇

(
𝑁∑
𝑖=1

𝜒𝑖𝐷𝑖

)2

𝑑𝛺

=

∫
𝑇

𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝜒𝑖𝜒 𝑗𝐷𝑖𝐷 𝑗𝑑𝛺

=

𝑁∑
𝑖=1

𝑁∑
𝑗=1

𝜒𝑖𝜒 𝑗

∫
𝑇

𝐷𝑖𝐷 𝑗𝑑𝛺. (4.9)

The integration in the OAR 𝑂 was also calculated the same as Eq. (4.9). Therefore, the

objective function 𝑓 was represented as

𝑓 = 𝑿𝑇𝑯𝑿 +𝐷𝑜𝑏 𝑗𝜦
𝑇𝑿 +𝐷𝑜𝑏 𝑗

2, (4.10)

where the matrix 𝑯 and the vectors 𝑿 and 𝜦 are defined as follows.

𝑯 =

©­­­­­­«
ℎ11 ℎ12 . . . ℎ1𝑁

ℎ21 ℎ22 . . . ℎ2𝑁
...

...
. . .

...

ℎ𝑁1 ℎ𝑁2 . . . ℎ𝑁𝑁

ª®®®®®®¬
. (4.11)

𝜦 =

©­­­­­­«
𝜆1

𝜆2
...

𝜆𝑁

ª®®®®®®¬
. (4.12)

𝑿 =

©­­­­­­«
𝜒1

𝜒2
...

𝜒𝑁

ª®®®®®®¬
. (4.13)
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ℎ𝑖 𝑗 = 𝑤1

∫
𝑇

𝐷𝑖𝐷 𝑗𝑑𝛺∫
𝑇

𝑑𝛺

+𝑤2

∫
𝑇

𝐷𝑖𝐷 𝑗𝑑𝛺∫
𝑇

𝑑𝛺

+𝑤3

∫
𝑂

𝐷𝑖𝐷 𝑗𝑑𝛺∫
𝑂

𝑑𝛺

. (4.14)

𝜆𝑖 = −2𝑤1

∫
𝑇

𝐷𝑖𝑑𝛺∫
𝑇

𝑑𝛺

. (4.15)

Since 𝜒𝑖 corresponds to the number of particles delivered to each spot, it must be 0 or a

positive value at every spot. Finally, the optimization problem was represented as follows.

minimize 𝑓 , with respect to 𝜒𝑖

subject to 𝜒𝑖 ≥ 0, for 𝑖 = 1,2, ..., 𝑁. (4.16)

Strictly speaking, this should be an integer problem because 𝜒𝑖 is the number of particles.

However, we treat it as a real number because the number of particles per spot should be

typically at the order of 104 or more while the requirement of dose accuracy is around 1%,

thus a fraction of 𝜒𝑖 less than one is negligible. Since the objective function 𝑓 is a quadratic

form of 𝜒𝑖 as shown in Eq. (4.10), this optimization problem was solved with a quadratic

programming approach. We used an interior-point algorithm provided by MATLAB, which

is suitable to the convex optimization problem as Eq. (4.16)

4.2.5 Spot layout optimization

Method of single-remotion

Figure 4.5 shows a basic flowchart of the proposed method. In this algorithm, only a

single spot is simultaneously removed per iteration. A large number of spots are at first placed

densely in each layer of the target as the initial state. Then, the particle number optimization

process and the spot removing process are alternately repeated and the number of spots

decreases step by step. In the spot removing process, the spot with the smallest number of

particles is selected as the first candidate to be removed. After one spot is removed, the
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particle number optimization for the remaining spots is performed and the objective function

𝑓 is evaluated. If 𝑓 value exceeds the tolerance level 𝑓 ∗, the removed spot is restored and

then the next candidate spot is removed.

The algorithm proceeded by the following steps.

Step 1. 𝑿 is optimized with the initial spot positions and the initial value of the objective

function 𝑓 is calculated. The tolerance level 𝑓 ∗ is set. The value 𝑘 is set to be 1.

Step 2. The spot with the 𝑘-th smallest value of 𝑿 is removed.

Step 3. 𝑿 is optimized again with the new spot layout and the objective function 𝑓 is calculated.

Step 4. When 𝑓 ≤ 𝑓 ∗, reset 𝑘 = 1 and return to Step 2. When 𝑓 > 𝑓 ∗, the removed spot is

restored and 𝑘 is incremented as 𝑘 = 𝑘 +1. Return to Step 2.

Step 5. The iteration is terminated when 𝑘 exceeds the number of remaining spots.

In this study, the tolerance level 𝑓 ∗ of the objective function is set as 1.3 times 𝑓 value at the

initial state. At the initial state spots are located dense enough and the dose distribution is

considered to be almost ideal. Therefore, the value 1.3 indicates the level of deterioration

from the ideal dose distribution. So this value should be set as small as possible while

avoiding an accidental stop of the optimization process caused by a negligible small uplift

during the spot elimination steps. We empirically determine this value as 1.3 in which the

final dose distribution keeps still acceptable quality enough. Actually, the increase of 𝑓 value

at the near-final steps in the optimization iterations, which is shown later in the section 3.3,

and then the termination timing of the optimization process is considered to be less sensitive

to the setting of 𝑓 ∗

Method of multiple-remotion

In a three-dimensional case, the number of spots at the initial state and the number of

spots to be removed through optimization is expected to be significantly larger compared

with a two-dimensional case, and that leads to a long computation time. On the other hand,

in typical particle therapy facilities, new patients come almost every day and the staff must
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Optimize 𝛸 with the initial 
spot arrangement.

Set k = 1.

Start

End

Remove the spot with k-th
smallest value of	𝛸

Optimize 𝛸 with reduced 
spot arrangement.

𝑓 ≤ 𝑓∗?

𝑘 < 𝑁	?
Restore the 

removed spot.
Set k = k+1

Yes

No

No
Reset k = 1.

Yes

Restore the 
removed spot.

Fig. 4.5 Flowchart of the algorithm with the method of single-remotion.

make patient-specific treatment planning on a daily basis. Therefore, a faster optimization

process for the spot layout is desired in particle beam therapy.

In the proposed method, most of the computation time are spent for the process to create

the matrix 𝑯 in Eq. (4.10) and to solve the quadratic problem in Eq. (4.16). Besides, the

quadratic problem is repeatedly solved every time the spot is removed. Therefore, reducing

the number of steps of spot remotion is very effective to shrink the computation time.

Figure 4.6 shows the flowchart of our proposal for an improved method where multiple

spots are simultaneously removed to speed up the optimization process. 𝑛𝑟 stands for the

number of spots to be removed per iteration. After the optimization of 𝜒𝑖, the spots with the

1st, 2nd, · · · , 𝑛𝑟-th minimum number of particles are removed and the optimization of 𝜒𝑖 with

the remaining spots is carried out again. If 𝑓 value exceeds 𝑓 ∗, the spot remotion is canceled
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and the next spots with the 𝑛𝑟 +1-th, 𝑛𝑟 +2-th, · · · , 2𝑛𝑟-th minimum number of particles are

removed, then the process continues similarly. When there is no set of 𝑛𝑟 continuous spots to

be removed without violating 𝑓 value, the 𝑛𝑟 is decreased to the half value. Here, fractions

less than 1 are rounded down. Finally, the optimization process is terminated when 𝑛𝑟 = 1
and there is no single spot to be removed without violating 𝑓 value.

Optimize 𝛸 with the initial 
spot arrangement.

Set k = 1.

Start

End

Remove the spots with 
𝑘𝑛!− 𝑛! +1 -th through 
𝑘𝑛! -th smallest value of 𝛸

Optimize 𝛸 with reduced 
spot arrangement.

𝑓 ≤ 𝑓∗?

𝑘 < 𝑘#$%
?Restore the 

removed spot.
Set k = k+1

Yes

Yes
No

No
Reset k = 1.

Yes

Restore the 
removed spot.

Set 𝑛! = 𝑛!/2
𝑛& ≥ 2 ?

No

Fig. 4.6 Flowchart of the algorithm with the method of multiple-remotion.

4.2.6 Target geometries and parameter setting

Two-dimensional targets
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In order to evaluate the effectiveness of the proposed method, we set several test cases on

both two-dimensional and three-dimensional bases. Figure 4.7 shows the test cases for the

two-dimensional target: (a) is a square target of 50 mm × 50 mm, (b) is a circular target with

a radius of 30 mm, (c) is a concave target where a 30 mm × 30 mm square region is cut out

from a 50 mm × 50 mm square, and (d) is a square target of 50 mm × 50 mm with a circular

hole with a radius of 15 mm. The beam size 𝜎 is set to be 4 mm. The algorithm of single

spot remotion, which is shown in Fig. 4.5, is applied to each target. With every target, the

optimized spot layout is compared to a lattice pattern with a similar number of spots. No

OAR is set in two-dimensional cases.

50 mm

50 mm 50 mm

50 mm

30 mm

30 mm

30 
mm

15 mm50 mm

50 mm

20 mm

20 mm

(a) (b) (c) (d)

Fig. 4.7 Geometries of the two-dimensional targets with the shapes of (a) square, (b) circle,
(c) concave, and (d) square with a hole

Three-dimensonal targets

We also consider a three-dimensional spherical target as shown in Fig. 4.8. In order to

test the effectiveness of the proposed algorithm taking advantage of the Bragg-peak of the

particle beam in the depth direction, an OAR is placed very close to the target. The target

has a spherical shape with the radius of 30 mm and a center depth of 90 mm. A hollow

hemisphere-shaped OAR is located as surrounding the half of the target at the opposite

side from the beam direction with 8 mm spacing from the target surface. We set this target

geometry because of following reasons.

• The spherical shape of the target is one of the typical assumption in particle beam

therapy, as shown in the prior research, for example, [30]
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• The OAR dose not usually exist at the upstream of the target along the particle beam

trajectory, because there is a degree of freedom in deciding the beam irradiation angle

and such angles are not selected.

• Filling all the region surrounding the rear half of the target with the OAR should be

one of the most difficult setting in sparing the OAR from unnecessary dose.

The setting of parameters

For two-dimensional cases, we set the weighting factors as 𝑤1 = 0.99 and 𝑤2 = 0.01
in the objective function in Eq. (4.4). For three-dimensional cases, we set 𝑤1 = 0.950,

𝑤2 = 0.003, and 𝑤3 = 0.047. The maximum dose value outside the target is more than half

of 𝐷𝑜𝑏 𝑗 because of the so-called penumbra structure [92], which is the dose drop around

the target edge, with the width of typically around 10 millimeter. On the other hand, the

dose fluctuation in the target is less than 10 percent of 𝐷𝑜𝑏 𝑗 . Since 𝑓1, 𝑓2 and 𝑓3 have a

dimension of square of the dose, 𝑓2 and 𝑓3 often have one or two order larger values in a

decimal digit compared with 𝑓1. In order to correct the balance and to put closer order of

penalty on each objective function, the value of 𝑤1 should be larger than 𝑤2 and 𝑤3. Besides,

in three-dimensional cases, 𝑤3 is set to be larger than 𝑤2 because the OAR dose should be

reduced with higher priority than a general volume outside the target. The balance among

𝑤1, 𝑤2 and 𝑤3 can be arranged case by case, considering the importance of the requirements

of each corresponding objective function. As the initial state in the spot layout optimization

process, the spots are located in the lattice layout with a spacing of 2 mm, which corresponds

to 0.5𝜎, both along the 𝑥 and 𝑦 directions in two-dimensional targets and in every layer in

three-dimensional targets. The initial spots are located not only inside the target but also

outside the target where the distance from the target boundary is within a margin of 1𝜎. With

the three-dimensional target, the depth of layers is set with a spacing of 4 mm. For every

cases in two-dimensional and three-dimensional targets, we set 𝐷𝑜𝑏 𝑗 = 1.
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30 mm

50 mm

8 mm

Target(T)

OAR (O)

90 mm

beam 
direction

Water phantom

Fig. 4.8 Geometry of the three-dimensional spherical target

4.3 Results and Discussions

4.3.1 Two-dimensional cases

Figure 4.9 shows the initial states of spot locations for two-dimensional targets (a), (b), (c),

and (d). Figure 4.10 shows the optimized spot layouts for each target. Here, the blue small

circles and red solid lines stand for the spot locations and the target contours, respectively.

The numbers of spots at the optimized solutions were 76, 84, 54, and 55 for the targets (a),

(b), (c), and (d), respectively. On the other hand, we also tested the lattice spot patterns which

have a similar number of spots to the optimized ones as shown in Fig. 4.11. In the optimized

spot layouts, more spots were located on the contour of the target, compared with those in

the lattice layout. Figure 4.12 shows the dose distribution with the optimized spot layouts

and Fig. 4.13 shows the dose distribution with the lattice spot layouts for targets (a), (b), (c),

and (d). A similar dose distribution which matches the target contour was confirmed for each

shape of target. Table 4.1 shows the comparison of the number of spots and values of the

objective function between the optimized spot layout and the lattice spot layout with each

target. With every target, the total objective function 𝑓 with the optimized spot layout was

smaller than that with the lattice spot layout. With targets (a) and (b), the objective function

𝑓1, which corresponds to the dose uniformity in the target, with the optimized spot layout was

larger than that with the lattice spot layout, while the objective function 𝑓2, which corresponds

to the unnecessary dose outside the target, with the optimized spot layout was smaller than
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that with the lattice spot layout, With targets (c) and (d), on the other hand, both 𝑓1 and 𝑓2

with the optimized spot layout were smaller than those with the lattice spot layout. We can

conclude that the proposed method is effective especially in reducing the unnecessary dose

outside the target by adjusting the spot locations close to the target contour. Furthermore,

these results imply that the proposed method is also effective in forming homogeneous dose

distribution in the target when the target contour shape is complicated, as in targets (c) and

(d).

(b) (c) (d)(a)

Fig. 4.9 Initial state of spot locations with two-dimensional targets.

(b) (c) (d)(a)

Fig. 4.10 Optimized spot layout with two-dimensional targets.

(b) (c) (d)(a)

Fig. 4.11 Lattice spot layout with two-dimensional targets.

4.3.2 Three-dimensional case

Figures 4.14 (a) and (b) show the optimized spot layouts with the proposed method of single-

remotion and that with the method of multiple-remotion, respectively. With the method of
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(a) (b) (c) (d)

Fig. 4.12 Dose distribution for the optimized spot layout with two-dimensional targets.

(a) (b) (c) (d)

Fig. 4.13 Dose distribution for the lattice spot layout with two-dimensional targets.

Table 4.1 Number of spots and value of the objective functions with optimized and lattice
spot layouts for the two-dimensional targets.

Target Spot layout Number of spots 𝑓 𝑓1 𝑓2
(×10−3) (×10−4) (×10−2)

(a) Optimized 76 0.93 3.49 5.88
Lattice 96 1.03 0.97 9.36

(b) Optimized 84 0.95 2.93 6.57
Lattice 88 1.04 2.12 8.12

(c) Optimized 54 1.20 4.02 8.04
Lattice 60 1.64 4.91 11.5

(d) Optimized 55 1.33 4.24 9.11
Lattice 56 1.52 5.34 9.95

multiple-remotion, the initial value of 𝑛𝑟 , the number of spots to be simultaneously removed

per iteration, was set to be 5. On the other hand, Fig. 4.14 (c) shows the lattice spot layout

where the spot spacing was adjusted so that the number of spots became similar to those in the

optimized layouts. The numbers of spots were 652, 688, and 724 in the spot layouts which

were optimized with the methods of single-remotion, multiple-remotion and the lattice layout,

respectively. In both optimized spot layouts in Figs. 4.14 (a) and (b), many spots were located

on the contour of the target in each layer, similar to the two-dimensional results shown in

Fig. 4.10. Figures 4.15 (a) and (b) show the dose distributions in the 𝑥𝑧 cross-sectional plane
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with the optimized spot layout for the methods of single-remotion and multiple-remotion,

respectively. Here, the white dashed lines show the target contours. On the other hand, Fig.

4.15 (c) shows the dose distribution with the lattice spot layout. The envelope of the dose

distribution around the target edge shows mismatches to the circular shaped contour, while

the dose distribution with the optimized spot layout shows a smoother dose distribution

conformal to the target as in Figs. 4.15 (a) and (b). Table 4.2 shows the comparison of the

number of spots and values of the objective function among the optimized spot layouts and

the lattice spot layout. Each of the objective functions 𝑓 , 𝑓1, 𝑓2, and 𝑓3 shows quite similar

values in both optimized spot layouts. The objective function 𝑓 with both optimized spot

layouts was reduced to almost half of that with the lattice spot layout. Both 𝑓1 and 𝑓3, which

correspond to the dose uniformity in the target and the unnecessary dose to the OAR behind

the target, respectively, were smaller with the optimized spot layouts compared to those

with the lattice spot layout. The second term 𝑓2, which corresponds to the unnecessary dose

outside the target, was almost the same value in every spot layout. This is because the largest

contribution to 𝑓2 is the dose in the front region of the target, which is the upstream of the

beam trajectory and inevitable to be irradiated regardless of the spot layout. From this result,

we consider that the proposed method is effective especially in avoiding an unnecessary dose

to the OAR near the target while keeping the dose homogeneity within the target.

Table 4.2 Number of spots and value of objective functions with optimized and lattice spot
layouts for the three-dimensional target.

Spot layout Number of 𝑓 𝑓1 𝑓2 𝑓3
spots (×10−4) (×10−4) (×10−2) (×10−3)

Optimized (single-remotion) 688 4.64 1.54 9.55 0.66
Optimized (multiple-remotion) 652 4.64 1.51 9.61 0.67
Lattice 724 9.01 5.76 9.51 1.45

4.3.3 Effectiveness of multiple-remotion method

Figure 4.16 shows the history of changes in the objective function 𝑓 through iterations

with each method of single-remotion and multiple-remotion. With the method of multiple-

remotion, the cases in which the initial 𝑛𝑟 values were 5, 10, 20, 40 were compared. The

horizontal axis is the total number of removed spots from the initial state through the

optimization process. With every case, 𝑓 value was almost unchanged at the beginning of the
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Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 Layer 8 Layer 9

Layer 10 Layer 11 Layer 12 Layer 13 Layer 14 Layer 15 Layer 16

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 Layer 8 Layer 9

Layer 10 Layer 11 Layer 12 Layer 13 Layer 14 Layer 15 Layer 16 Layer 17

(a)

(b)

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 Layer 8 Layer 9

Layer 10 Layer 11 Layer 12 Layer 13 Layer 14 Layer 15 Layer 16

(c)

Fig. 4.14 Spot locations in each layer with (a) optimized spot layout with the method of
single-remotion, (b) optimized spot layout with the method of multiple-remotion, and (c)
lattice spot layout with the three-dimensional target.

(a) (b) (c)

Fig. 4.15 Dose distribution at the 𝑥𝑧 cross-sectional plane with (a) optimized spot layout
with the method of single-remotion, (b) optimized spot layout with the method of multiple-
remotion, and (c) lattice spot layout with the three-dimensional target.

optimization process and suddenly increased toward the end of the optimization process. That

is because the spots removed at the early phase in the process have very small contributions,
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while every spot has a certain contribution to form the acceptable dose distribution at the

final phase. With the cases of multiple-remotion with 𝑛𝑟 = 5 and 𝑛𝑟 = 10, the increase of

𝑓 came at similar timings to that of single-remotion. On the other hand, with the cases

of multiple-remotion with 𝑛𝑟 = 20 and 𝑛𝑟 = 40, the increase of 𝑓 came at earlier timings

than that of single-remotion and also multiple-remotion with 𝑛𝑟 = 5 and 𝑛𝑟 = 10. Table 4.3

summarizes the comparison of the initial/final values of the number of spot and the objective

function 𝑓 , and the total computation time. Through this study, we used a Windows computer

with Intel Core-i5 1145G7 CPU (2.6GHz) and 16GB RAM. It is shown that larger value of

𝑛𝑟 could make computation time much shorter, therefore, there is a trade-off between the

solution quality and the computation time in the setting of 𝑛𝑟 value. For our problem setting

of the three-dimensional target, we consider it is appropriate to set 𝑛𝑟 value around 5 to 10,

because it can accelerate the optimization process without any significant deterioration in the

quality of obtained spot layout.

Fig. 4.16 Changes in the objective function 𝑓 in the optimization processes with the method
of single-remotion, the method of multiple-remotion. The right side figure shows the enlarged
view.

4.3.4 Initial state dependence

The computation time of the optimization process depends not only on 𝑛𝑟 values but also on

the number of spots at the initial state. In order to clarify this dependency, the computation

time and the objective function was investigated by varying the spot spacing of the initial

lattice from 1.6 mm to 6.0 mm along both 𝑥 and 𝑦 direction. Figure 4.17 (a) shows the
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Table 4.3 The number of spots and the objective function at the initial and the final state, and
the computation time, with single-remotion and multiple-remotion methods with initial 𝑛𝑟
value of 5, 10, 20 and 40.

Initial value Initial number Initial value o Final number Final value Computation
of 𝑛𝑟 of spots of 𝑓 of spots of 𝑓 time

(×10−4) (×10−4) [sec]
1 11128 3.57 688 4.64 36073
5 11128 3.57 652 4.64 7461

10 11128 3.57 684 4.64 3697
20 11128 3.57 776 4.64 2094
40 11128 3.57 772 4.64 1078

relationship between the 𝑓 values and the number of spots at the initial spots depending on

the initial spot spacing. Larger value of the initial spot spacing leaded to larger value of 𝑓

and smaller number of spots. Changes in the objective function 𝑓 through the optimization

processes are shown in Fig. 4.17 (b). The horizontal axis is the total number of remained

spots at each step. For all of the cases, the method of multiple-remotion were applied and the

initial 𝑛𝑟 were set to be 10. Table 4.4 shows the summary of the initial and the final values

of the number of spots and the objective function 𝑓 , and the total computation time. There

was a trend that larger value of the initial spot spacing resulted in larger value of 𝑓 not only

at the initial state but also at the final state. The final number of spots were similar values

around 700 for all the cases while there was a small fluctuation depending on the initial spot

spacing. Regarding 𝑓 at the final state, the cases with the initial spot spacing of 1.6 mm, 2.0

mm, 2.4 mm, 3.0 mm, 4.0mm reached similar values. On the other hand, the final 𝑓 values

with the initial spot spacing of 5.0 mm and 6.0 mm were apparently larger than those with

1.6-4.0 mm. The computation time was obviously shorter when the initial spot spacing was

larger. From these results, we conclude that the initial spot spacing can be determined by

considering the trade-off between the computation time and the objective value, but it should

be at most 4.0 mm which corresponds to just the same value to the beam spot size 𝜎.

4.4 Conclusion

In this chapter, we proposed an optimization method for the spot position layout to determine

the scanning magnet operation in particle therapy. We achieved the following:
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(b)

(a)

Fig. 4.17 (a) The objective function 𝑓 and the number of spots at the initial state depending on
the initial spot spacing. (b) Changes in the objective function 𝑓 in the optimization processes
with various values of the initial spot spacing, with the method of multiple-remotion with
𝑛𝑟 = 10. The right side figure shows the enlarged view.

1. We formulated the objective function to evaluate the spot layout and the dose distribu-

tion considering the dose homogeneity within the target and the dose reduction outside

the target.

2. The spot layout optimization algorithm was constructed, where the spots were densely

located at the initial state and removed step by step through iterations based on the

contribution of each spot.
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Table 4.4 The number of spots and the objective function at the initial and the final state, and
the computation time, among various initial state settings. For all the cases initial value of 𝑛𝑟
were 10.

Initial spot Initial number Initial value Final number Final value Computation
spacing of spots of 𝑓 of spots of 𝑓 time

[mm] (×10−4) (×10−4) [sec]
1.6 17572 3.54 700 4.61 12564
2.0 11128 3.57 684 4.64 3697
2.4 7824 3.57 732 4.64 1413
3.0 4904 3.65 676 4.73 402
4.0 2832 3.71 724 4.83 162
5.0 2832 4.13 736 5.36 110
6.0 2832 4.70 664 6.11 93

3. The algorithm was confirmed and the effectiveness was shown by examples of the

two-dimensional and three-dimensional targets. With the optimized spot layout, the

objective functions showed better values than those with the conventional lattice spot

layout with similar numbers of spots. We also found that many spots were located on

the contour of the target with the optimized spot layout.

4. Furthermore, we confirmed the method of multiple-remotion could effectively accel-

erate the optimization process with very small degradation in the dose quality in the

solution.
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Summary

This dissertation has focused on optimization methods which were proposed to reduce the

size of the particle therapy system and to provide more effective cancer therapy for patients.

With each study of charged particle accelerators and beam irradiation systems, the spatial

distribution of physical quantities such as magnetic field or beam dose distribution was

formulated and the optimization methodology was constructed, considering the requirement

for therapy system. Main findings in the obtained results are as follows:

In Chapter 1, the issues in particle therapy systems and the proposal approaches to them

were introduced and the purpose of this research was addressed.

In Chapter 2, a topology optimization method of superconducting coil for compact size

synchrotron accelerators and rotational gantries was constructed. In the proposed method,

filtering based on Helmholtz type partial differential equation and the projection based on

Heaviside function were applied to the density function. In the numerical example, cross-

sectional shapes of the coils, which fulfill all the requirements for accelerator coils, were

obtained.

In Chapter 3, a robust optimization method for layer stacking irradiation was reported.

In the proposed method, the upper limits of the beam amount to each layer was introduced

and combinations if the limit setting were searched. The best limit setting was selected

based on the robustness evaluation using standard deviation of the depth dose distribution

assuming Gaussian probability of the layer position error. Finally, the effectiveness of

the developed algorithm was shown through the one-dimensional and three-dimensional

numerical simulations using random trials.

In Chapter 4, a layout optimization method of the beam spots in the pencil beam scanning

was reported. In the proposed heuristic algorithm, enough large number of spots were
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densely located at the initial state and the spot with the smallest contribution to form the dose

distribution was removed one by one through iterations. The objective function to determine

the spot weights and the error function to judge the removable spot, at each step in algorithm,

was formulated. The algorithm was applied to numerical examples with two-dimensional and

three-dimensional targets, and good dose distribution was realized with the reduced number

of spots.

These results can contribute size reduction of particle therapy equipment and improvement

of treatment precision. Combining a compact accelerator with less-invasive beam irradiation

will benefit much a larger number of cancer patients. In addition, as future research theme,

more practical and combined problems should be addressed: For example, very strong

magnetic field generated by superconducting coils may have impacts on hoop stress and

critical current density. Therefore, multi-disciplinary design optimization considering those

effectiveness is desired. Regarding beam irradiation, beam port angle, i.e. an angular position

of the rotational gantry is also a tunable variable as well as beam amount of layer/spot and

spot arrangement. Considering beam angle may significantly enlarge the solution space of

the optimization problem, and we will need a breakthrough in optimization methodologies.
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