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                           PREFACE 

     During the past ten years, considerable interest has arisen in 

the subject of modern control theory. This body of theory is a direct 

growth  of the desire to place the theory of automatic control on a 

firmer mathematical background. Much of the work done in this area 

is derived from the theory and the design of optimum control, and the 

problems are usually formulated and solved in the time domain using 

the concepts of state matrix theory. Numerous contributions have 

been made in this pursuit, unfortunately with considerable difficulties 

in practical solutions of such a mathematical problem as a two point 

boundary value problem, or an initial value problem which describes 

the necessary conditions for optimality. The solution of these 

problems is in general very complicated. Except for very simple 

cases, it cannot be done without the aid of a modern high-speed digital 

computer. As a result, although many of the techniques are very 

useful and are often necessary in applications, the language and con-

cepts of optimal control are often beyond the comprehension of practic-

ing control engineers. 

      In this paper, the author proposes from an engineer's point of 

view various methods of designing pseudo-optimal control systems 

without the direct solution of these rather complicated mathematical 

problems mentioned above and much attentions are emphasized upon the 

relationship between concepts and the evolution of ideas rather than 

upon mathematical rigor. This paper is divided into three main parts. 

     In Part I, the fundamental concept of sub-interval optimization 

and its applications to the synthesis of bounded control systems with 

deterministic inputs are presented. 

     In Chapter 1, the fundamental concept of a pseudo-optimization 

which is named as a sub-interval optimization is described to obtain 
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the quasi-optimum structure of control system with bounded control. 

      The purpose of Chapter 2 is to show that the present concept of 

sub-interval optimization applied to a final-value control problem 

provides us a physically meaningful optimum solution. 

      The description in Chapter 3 is concerned with the quasi-optimum 

control of a second order vibratory system with bounded control. A 

few extensions of the sub-interval optimization technique is carried 

out to derive the quasi-optimum switching line . An experimental 

study on the derived switching line by a digital computer is also 

presented in this chapter. 

      Part II deals with the near-optimum approaches to the synthesis 

of control systems under random environments. 

      An analytical method for synthesis of a near-optimum control 

system with random inputs is described in Chapter  4 by introducing 

the Taylor-Cauchy transformation. Discussions on the proposed 

numerical procedure from mathematical viewpoints are also developed 

in detail with digital simulation studies in this  chapter. 

     The presentation in Chapter 5 is concerned with stochastic syn-

thesis of an optimum final-value control system with control energy 

constraint under random environments. Detailed descriptions on 

control characteristics of the final-value control system are also 

carried out. 

      Part III concerns with an on-line computer optimization approach 

to non-linear control systems. 

     The description in Chapter 6 is devoted to establish the funda-

mental concept of an on-line computer utilization. This serves an 

extension of the concept of sub-interval optimization cited in Chapter 

1 to the more complicated design problem of non-linear control systems. 

Two illustrative examples provide the detailed aspects of the present 
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concept. Further discussions are also carried out, emphasizing the 

exploration of the concept to the design problems of adaptive, or 

 self-optimalizing systems. 

     In every stage of this work, the author has benefited from many 

invaluable suggestions and stimulating discussions with many indi-

viduals. First of all, he wishes to express his sincere appreciation 

to Dr. Yoshikazu Sawaragi, Professor of Kyoto University, for his 

helpful suggestions, criticism, and guidance. To Dr. Yoshifumi 

Sunahara, Assistant Professor of Kyoto University, the author is very 

grateful for his help in reviewing this manuscript and for making 

numerous constructive criticisms. 

     The author wishes to express his heartfelt gratitude also to Dr. 

Takashi Soeda, Professor of Tokushima University, and Dr. Takayoshi 

Nakamizo, Lecturer of the Defence Academy of Japan for their encourage-

ment, and to the many individuals of Professor Yoshikazu Sawaragi's 

Laboratory in Kyoto University for their constructive criticism and 

invaluable discussions. 

     The author wishes to acknowledge the assistance he received from 

Mr. Koichi Inoue, Mr. Yoshiharu Matsui, Mr. Toshiaki Ito and Mr. 

Koichi Ito, graduate students of Kyoto University, in the preparation 

of the manuscript. 
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                               Introduction  

     The mathematical description of the design problems of optimum 

control is shown in various text books in detail .(35)(47)(48) The 

author reviews it briefly through a short discussion about some of the 

problems which are related to the present work, and the fundamental 

concept of the methods of attack is outlined. 

1. Review of Optimum Design Problems  

     Most of design problems of optimum control are developed in the 

time domain using the concept of state and matrix  theory. 

In general, the basic approach to the problem is as follows: 

(1) Define a cost function or performance index (some precise 

        mathematical measure of "goodness11) of the control system to be 

        designed. 

  (2) Determine the dynamical characteristics of the controlled system 

       or plant in differential or difference equation from relating 

        the state variables and control variables. 

  (3) Specify certain equality or inequality constraints in the state 

        variables or control variables, or both. 

     The objective is as follows: Given (2), optimize (1) subject to 

(3). To make the idea more precise, let us consider the case that 

the dynamical characteristics of the controlled system as shown in 

Fig. 1 may be well-described by 

         z—d
tf(x,w, I) ,(1) 

where s=--z(t) and 1=L6(t) are the system state vector and the control 

vector, respectively, and they are defined by 

                     .at(t)= x1(0- and uz(t)= - ui(t) -' 
x2 (1)U2(t) 

(2) 

xn(t) -
-  1 ^_II _



 U, ..~--°'411,6.°.                                                                             ,,: Xa 
                       ControlledX2 

                           System 
UrX

n 

(a) 

...............
.......... 

if -----------                          Controlled -------- 
                           System  

(b) 

              Fig. 1 Block diagrams of a controlled system 

The control vector consists of 'r control variables. At each moment, 

both the control variables uiand the state variables xi must satisfy 

the inequality constraints 

(z) S 0 and h(x) <0(3) 

which reflect the restrictions imposed upon the control system. For 

instance, when the control variables are bounded in magnitude, the 

first inequality in Eq. (3) becomes 

a1> ui .> -bi 0=71,2, ...... , r)(4) 

The control vector which satisfies the constraint conditions is refer-

red to as an admissible control vector. 

     The form of a cost function or performance index yields the many 

types of optimum control problems. Among them, three basic modes of 

optimum control are of fundamental importance. They are the minimum-

                                   - 2 -
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time control problem, the final-value control problem
, and the minimum-

integral control problem. 

      The minimum-time control problem may be stated as the determi-

nation of an admissible control vector  , , so that the system is taken 

from a specified initial state  Ito to a desired final states in the 

shortest possible time. 

     The final-value control problem may be stated as the determi-

nation of an admissible control vector m such that, in a given time 

interval T, the system is taken from an initial state xjo into a state 

in which one or a combination of the state variables (for example , 

x,) becomes as small as possible or as large as possible, and the re-

maining state variables have fixed values within physical limits. 

In other words, for example, it is stated as the determination of the 

admissible control vector which minimizes or maximizes the functional 

Jf=x,(T~F 3 (xo , x , u, t) I ,(5) 

                                   

• t=T 

or 
            k 

//11        ~1---- A•xti(r)=F(xo,x-,+4,t)lt7,.(6) 
In Eq. (6), k<n , and xi(T) denotes the t-th state variable evalu-

ated at the end of control operation. A final-value controller is 

then designed to achieve a desired response at one instant only, the 

response at the earlier instant being arbitrary within physical limits. 

     The minimum-integral control problem involves the optimization 

of a system with respect to an integral. This optimum-control 

problem may be stated as the determination of an admissible control 

vector w in such a manner that the integral 

   1= i f F , p) dp(7) 

reduces to a minimum during the time of movement if-co. 

   In a general formulation, the design problem of optimum control 
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stated above is usually viewed as a variational  problem. There are 

many possible variational methods for minimizing or maximizing a 

functional. The commonly used methods in control system design are: 

(1) The calculus of variations.(4) 

(2) The Maximum Principle of Pontryagin!42) 
(3) Dynamic Programming.(2) 

     The application of these variational methods to design problems 

gives us two types of difficult mathematical problems which describe 

the necessary conditions for optimality. That is to say, the method 

of the calculus of variations or the Maximum Principle provides a two 

point boundary value problem.(42) The method of Dynamic Program-

ming, on the other hand, formulates an initial value problem(3) with 

respect to a partial differential equation. The solution of these 

problems are often very complicated and except for very simple cases 

it normally requires lengthly preliminary computations which are 

unwieldy for present-day computers. 

2. Fundamental Concept of a Pseudo-Optimization

     As the author has already stated in the previous paragraph, the 

solution of these difficult and rather unfeasible mathematical problems 

is inevitable to obtain an optimum solution which minimizes or 

maximizes the performance index. Even if such an optimum solution 

could be found, the resulting control u would very likely be dif-

ficult to realize if it is impossible to instrument. Furthermore, 

an approximate solution to the exact optimization problem may have 

serious convergence difficulties and expensive to instrument. Hence 

we may abandon the hope of finding either the exact or the approxi-

mate solution to optimum control problems. The scope of these 

problems has increased to the point where the solutions may not be 
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economically feasible unless some valid formulation of a sub-optimal 

or pseudo-optimal problem in such a way that the solution will be 

reasonably simple and feasible to instrument . Several approximation 

techniques for sub-optimal solution are already described in the 

 literature.(49)(44)(30)(6) This paper developes a new concept which 

is directly based on approximating the optimization problem by intro- 

ducing the concept of one-line control schema ,(30)instead of basing 

the control law either on a simplified or approximate set of model 

relations describingthe controlled41)(49)              gproces,or on approximating 

the minimumerformance functional.(6)(44)The latter approaches                                                                 pproaches 

are often undesirable because the resulting approximate problem may 

still be a very difficult optimization problem, especially under the 

situation of bounded control variables. In contrast, however, the 

concept of a suitable approximation to the original optimization 

problem through on-line control features yields a pseudo-optimal 

control policy very quickly. That is to say, in the formulation of 

the optimization problem, a time interval for performing optimization 

(optimization interval) is of considerable importance. This must be 

an appreciable portion of the time interval over which the control is 

performed (operation interval), since one is usually interested in the 

performance over the entire operation interval, for instance, if-t. 

in Eq. (7). However, if a few restrictions on a duration of the 

optimization interval is suitably assumed, the solution of a restrict-

ed problem may be simplified and carried out analytically. Thus, to ease 

the required calculation for the original optimization problem , a 

shorter fictitious sub-interval into the future from any given time 

can be taken as a tentative optimization interval. The duration of 

a fictitious sub-interval depends upon the state of the system. 

The optimization over the whole operation (control) interval is car-
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 ried out through an on-line scheme which recomputes, utilizing 

information available at present, the simplified optimization 

at discrete intervals of time . Such a philosophy leading to 

optimal policies will be explored in the following chapters .

 the best 

problem 

pseudo-

-6 -



 PART I

CONCEPT OF SUB-INTERVAL OPTIMIZATION 

AND ITS APPLICATIONS TO THE SYNTHESIS 

OF BOUNDED CONTROL SYSTEMS WITH 

DETERMINISTIC INPUTS



CHAPTER  1SYNTHESIS OF QUASI-OPTIMUM CONTROL 
           SYSTEMS WITH BOUNDED CONTROL 

 1.1 Introductory Remarks 

     The majority of theoretical studies(18)(25) on the problem of 

designing the optimum control with bounded control has been concerned 

with problems of the minimum-time control which minimizes the time 

required for the system from the initial state to the desired state. 

     In recent years, by using such concepts of modern optimization 

techniques as R. Bellman's Dynamic Programming(2) and L. S. Pontry-

agin's Maximum Principle,(42)much attention has been focused on 

solving problems of the optimum control with, more general performance 

criteria. A. T. Fuller(22)(23) has calculated the optimum switching 

line minimizing the integral-error-squared value for the control 

system whose transfer function of the controlled element with the 

magnitude constraint on its input is k/V . L. N. Fitsner(17) has 

also considered the same problem and derived an approximate solution. 

Subsequently, J. D. Peason,(4o) P. J. Brennan and A. P. Roberts(9) 

have respectively showed that one of the exact solutions established 

by A. T. Fuller was in close agreement with the digital and analog 

computations of a two point boundary value problem obtained by L. S. 

Pontryagin's Maximum Principle. W. H. Wonham(50) has verified the 

optimum system of A. T. Fuller's by solving the Gellman-Hamilton- 

Jacobi partial differential equation.A. T. Fuller(24) has also 

discussed the fact that his optimum solution satisfies the Maximum 

Principle. Although the analytical method established by A. T. Fuller 

provides the solution in the closed form, this is not applicable to 

other types of controlled systems owing to their specialized features.
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     In this chapter, from a slightly different point of view,  an. 

analytical method of designing the quasi-optimum control system with 

bounded control is described by introducing the concept of sub-interval 

optimization based upon the restricted-optimal control law which gives 

us the best possible strategy in a certain restricted control situ-

ation. The present attention is directed to determining the optimum 

switching function of restricted-optimal control by using R. Bellman°s 

Dynamic Programming.(2) A new graphical technique for the determi-

nation of quasi-optimum switching lines is also presented by applying 

the optimum switching function of restricted-optimal control. 

1.2 Formulation of the Problem and Definition

of  the Restricted-Optimal Control

Desired Signal 
    v(/)

Control 

 Signal

a) (s +

Controlled 

Signal

Error 

Signal

Fig. 1.1 Block diagram of the system to be considered

 -g_



     We consider a system as shown in  Fig. 1.1, in which the dynamical 

characteristic of the controlled system is represented by a transfer 

function of the form k/(S'-}-a) (S+b) between the control signal u(t) 

and the controlled signal x(t). The desired input v(t) is assumed 

to be a step signal with the magnitude d l. The control signal is 

subjected to a magnitude constraint as 

1u(t) < L,(1.2-1) 

where L is a pre-assigned positive constant. 

     The principal problem considered here is to design the control-

ler so that the integral-error-squared value for a finite control 

interval, namely, 

             Jz= OTe(p)Zciao(1.2-2) 

is minimized, for any initial state of the system at the time ( 'O. 

In Eq. (1.2-2), T is also a pre-assigned constant which expresses 

the final instant of control operation. 

     Another problem to minimize the integral-error-squared value for 

an infinite control interval, 

Mz=fe (p)2dp(1 .2-3) 

is simultaneously treated as the special case of the former problem 

shown by Eq. (1.2-2). 

     Let the state variables of the controlled system be expressed 

by xz(t) and x.(t). The system dynamics can be expressed as 

                xl(t) _ -b x, (t) d' x 20), xi(0)=ci 
                                                         (1.2-4) 

                  x2(t)— -a xz (t)--F' ku(t), x2(0)=C2 

where x2(t)=x(t) and "." expresses the symbol representing the dif-

ferentiation with respect to the time variable t. By using the 

corresponding state variables of the error signal, e1(t) and e2(t), 

— 9 —



and considering the fact that the desired input is a step 

 (1.2-4) becomes 

ei(1)=-b e1 (1) e2(t) , el(0)= 1,=d,-c1 
e2(1)=-ae2(11-F-abdr..k Egg) , e2((=1, bda -C2  

     Let us define the new variables as* 

e,,/u, 
22=2e2 /kL 
u /L' 

     Eqs. (1.2-1), (1.2-2) and (1.2-5) become 

                          lu4)f<1, 

                                             T J2= (k L)2 /as •,f e(p)Zdp , 

el(1~-Q el (1)+ez(1), e, (0)=1, 
e2(I) —ez(i}i-Adx-u(1), ez(0~ Viz)' 

where f=b/ a,7_aT,d,_a2di/kL, 11=a21,/kL and 12-a12/kL, 

     From Eq. (2.2-8), we obtain a relation; 

min J2= (k L)2 a' min J2 
u' 

I I<L IIS1 

where 

                                         A 

          J.==Te,(0)2dp.(1 . 

     The problem is therefore reduced to find the normalized 

signal ia(r) which minimizes the functional JZ given by Eq. (1 

taking the constraints shown by Eqs, (1.2-7) and (1.2-9) into

signal,

_.2-5)

.2-6)

.2-7)

.2-8)

2-9)

2-10)

Eq.

2-11) 

control 

.2-11) 

 account

This transformation ceases to be valid in

The treatment 

Appendix-A.

for this limiting case will 
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 case where a=be0. 

presented in



For the simplicity  of present description, we shall omit the chapeau 

"." henceforth , unless it is necessary. 

     By applying the concept of Dynamic Programming,(3) the problem 

is reduced to solve the following partial differential equation; 

ao 
            ~~mLin{ell —(/~e~—e2)ae_(e2rfids+u)ae2},(1.2-12) 

1u l< Y 

with the initial condition; 

0=0 (z=0) ,(1.2-13) 

where 4=¢(e,. ,e., ; r) and this is defined by 

(e,, e2 ; T ) =min.foei(pf dp,(1.2-14) 
IuI< Y 

and r expresses an auxiliary time variable which is introduced for 

the convenience of present discussion and is called the reversed 

time variable, i.e., T_T- S. 

     From the right hand side of Eq. (1.2-12), the optimum control 

signal u(t) which makes Eq. (1.2-11) minimum can be obtained as 

u(l)=sgn (z(r)J 
         (r)=atb/ae2 )(1.2-15) 

where 

            sgn 1zJ = 1 ( z> 0)(1
.2-16) —1(z<0)I • 

From Eq. (1.2-15), the configuration of the optimum control system 

with bounded control becomes a relay control system as shown in 

Fig. 1.2, where the on-off state of the relay element depends upon 

the sign of the function z(e) in Eq. (1.2-15).*

r In the 

used to

later discussion, 

 express x(r)

the terminology "switching

- 11 -

function" is



 v(t)+  ~e(I) z(t)

~-L

u(/) k I x(/
(s+a) (s+b)r

Optimum

Generator
Switching Function

     Fig. 1.2 Optimum configuration of the control 

                   system with bounded control 

     In order to obtain the switching function, we substitute Eq. 

(1.2-15) for  u(i) into Eq. (1.2-12), the following non-linear partial 

differential equation is derived; 

ao =ei- (fre3 —e2)a~— (e2—•fld,+sgn (x))7ao                                               (1.2-17)     o fae,ae2 

As the solution of Eq. (1.2-17), if we assume that the following 

quadratic form;(34) 

(e1, e2 ,T)=ko(T)+ki(T)e,+ks(T)e2 
+k3(T)ele2±ka(T)e12 +ks (r) el ,(1.2-18) 

then Eq. (1.2-17) with the initial condition Eq. (1.2-13) becomes 

the following set of non-linear simultaneous differential equations; 

k: (r)=- (flda—sgn (r(T))) ks(T) 

ki(T)=—fiki(T)-f". (A— gn, (zr~) ) ks(T) 

         14(r)=--- ki(T)— k2(T)+2 (Pds-- sgn (x(r)])ks(T) 

ka(T)=2 Ica (T)- (fl-1-1) ks(r)(1.2-19) 

-2pka (r) 

k5(T~k3(r)-2k6(r) 

with the initial conditions; 
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 ki (U)=0 0=0, 1,2, ...... .5) ,(1 .2-20) 

where "." expresses the differentiation with respect to the reversed 

time variable T and the switching function z(T) is expressed by 

z(r)= k2(r)+k, (T) e,+2k6 (r)e2(1.2-21) 

     On the other hand, changing the variable t. by the reversed time 

variable T and substituting u.(t) for O.) into Eq. (1.2-9), we have 

ei(r) = fie,(r) — e2(r),e,(T)=l, 1 
               e;M= e,v)`fd, s gn (z (s)) , ea=l2(1.2-22) 

     The design problem for a finite control interval is therefore 

reduced to a two point boundary value problem which consists of Eqs. 

(1.2-19) and (1.2-22). Because of the difficulty in solving a two 

point boundary value problem the following assumption is made. 

   Assumption: The final instant, T, of the control operation is 

                 suitably chosen beforehand so that the optimal control 

                 might be performed by no more than one switching 

                operation within this control interval, (O,T), which 

                 depends on both the initial conditions and the 

                   system parameters. 

Furthermore, the terminology, "restricted-optimal control", is 

defined as follows: 

   Definition: The terminology, "restricted-optimal control", is 

                 introduced to define the restricted control situation 

                  satisfying the assumption mentioned above.*

The importance of this specialized 

discussed in section 1.4. 
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1.3 Determination of  Switchin Functions realizin

      the Restricted-Optimal Control  

    We express the time instant of the switching operation with 

respect to the reversed time by r—r
s. This time instant is equiva-

lent to is in the real time, t. 

     Assuming that the sign of relay output at r= Ois negative, Eq. 

(1.2-17) can be replaced by the combination of the following two 

linear partial differential equations; 

 Ns+80 
Or=e~—(fie,—e,)--—(e2-8dl-1)8e2(1.3-1)1 

                                     for- < 0 , 
e2 

Or— (fie'—e28e— (e2—(1'+1)8e(1.3-1)2 

2 

                             foraez>0. 
By using the relations; 

0+1 =0 
r=o 

sr _c+1 
r=TSr=rs 

           aeI=aeI(1.3-2)                             zr
=rsx r=rs 

the solution of Eq. (1.2-17) is obtained as 

0=0+ for rs> rZ 0 
                                                      (1.3-3) 

_0- for TZr>rs^ 

     The two-point boundary value problem stated in the previous 

section can therefore be converted into the initial value problem 

as follows;

-  14 -



 ko'+(r) (ftdi +1) ka(r), 
ki+(rte—~kz+(r) 1-(Rdi+1 ) k3(r), 
k2r+(rki+(r)—kz(r)-1-2 (Pdi+i) k6 (r), 
k,'+—(r2 ki+(r) — (19+1) ks(r), 

—2,Bk,(r), 

k,`+ —2k.54-(r) ,

koN)=U 
ki+(U) = tl 

1c2+(0)=--- 0 

k2+(U)= 0 

k44-(0)=-- 0 

k6+(U)= 0
 (1.3-4)1

and

ko-(r)=(gds -1)k7 (r), 

ki (r)= (ft di- 1)ks (r), 

k8 (r)= ki (r)-k2 (r)+2 (fld1-1) ks (r). 

k;- (r)= 2k;-(r) - (fl+1) ka (r) 

k4 (r)= 1-2fikq (r), 

ks (r)=k3 (r)-2k5—(r) , 

ko (*5)=1; Cr 5)' 

k, (r)=ski (rs) 
k2 (DO= kz (rs) 
k, (rs)=.ka (rs) 

k, (rs)= ki (rs) 
kb (r5)=k6+ (rs),,

(1.3-4)2

where ka (r) and kil- (r) (i=0, 1, o ... , 5) express respectively the 

coefficients in the quadratic forms of solutions; 

+(ei. e ; r)=ko(r)-}-ki (r)ex-f-k2(r)e2
V34-(r) eie 2 k 4±(r)et+ks(r)e22 ,(1.3-5)1 

and 

r (0,, e2 ; r) (r)el+k(r)e2 

                        +k3(r)ele2+k;(r)e3+k5(r)e22.(1.3-5)2 

     By a similar procedure presented in Appendix-A, from Eqs. 

(1.3-4)1 and (1.3-4)2, the optimum switching functions of restricted-

optimal control for positive trajectories of the system response 

become as follows*; 

(1) In the case where a=b=d), the switching function is

el2e2 
            x+1r2+—+3rkL(1.3-6) 

      RES4.

* The optimum switching functions for negative trajectories can 

   easily be obtained by considering the symmetric property of the 

  switching line with respect to the origin of the phase coordinate, 

   except for the case where a 0 and b*0, 
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(2)

(3)

 where 

1.4 

1.4-1 Basic Concept of a Sub-Interval Optimization Technique 

      As the author has already stated, since there is no items to be 

mentioned here in the case where the restricted-optimal control can 

be realized during the time interval (o,T), then the technique intro-

duced here is to provide a pseudo-optimization strategy for the 

control interval which does not satisfy the assumption realizing the 

restricted-optimal control. 

     The fundamental idea may be stated along the illustration of. 

Fig. 1.3 as follows: 

(1) By taking into account of both initial conditions and system 

parameters, determine the fictitious final instant Tsub-1 of 

      sub-interval which satisfies the assumption realizing the 

      restricted-optimal control. 

(2) Solve the fictitious restricted-optimal control problem where 

                                  - 16 -

In the case where ayi and b=o, the switching function is 

                                                                            2 

 Z~-RES—(ar+exp (-ar) -I]2+2 (ar--exp(-ar)-1.)ae, 
kL 

        + (2 {ar-{-exp (-ar) -1} (1
.3-7) 

                                                     e 

                      - {1- exp (-ay) }21
kL 

                                                      a2 

In the case where a/o and b 1, the switching function is 

ZRES— #2 (1-'9) 2 (1-exp (- br) -ft{ 1- exp (-ar) }? 

+ (11 exp (- 2br)+2 exp{- (b+a) r})a2LkL 

+ (fg-------(1+fl) (1.1,8) 2 ------- exp (-2a0+  (1-------------+P) (
1-~ 2exp{-  (b+a) r} 

1  exp (-2br)J Qe2 R C1-p) 2kL' 

(1.3-8)



    The 2nd 

 Interval 

Optimal 

Initial Instant 

of Control 
Operation 

t=o

         The nth 

IntPrvil 

Optimal 

Optimization 

by the Restricted-

Control Law

 Tsub-2

Optimization 

by the 1-,),:;stricted-

Control Law

 Tsub-  n

0t=T              Tsub-iTsub-i ----- Final Instant 
     The 1st Optimization)f Control 

      Interval by the Restricted- Operation 

     Optimal Control Low 

  Fig. 1.3 Translation of the sub-interval with respect to time 

Tsub-1is tentatively considered as the final instant and decide 

     the control law for the optimization of the first fictitious 

      sub-interval. 

(3) Compute the system states at the terminus of the first fictitious 

     interval Tsub-1 and examine whether the rest interval satisfies 
     the assumption with respect to the computed system states or 

     not. 

(4) If the terminus of the first fictitious interval Tsub-1 does 

     not satisfy the assumption, then compute the value of el--

     coordinate corresponding to e2=0 after the first change over. 

     Determine the second fictitious final instant Tsub-2 by consider-

     ing the values of el, calculated above and e,==.0 as the initial 

     conditions for the given optimization problem and decide the 

     control law for the second fictitious interval. 
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 (5) Continue the iterative procedure listed above  until  the n -th ex-

      tension involves the final instant of time T . 

      Fig. 1.4 shows the logic flow chart of the pseudo-optimization 

procedure. Since the necessary condition realizing the restricted-

 optimal control is expressed as an inequality which is described by 

system initial conditions, system parameters and the final instant of 

 control operation, then the necessary condition is assumed to be ex-

pressed by the relation, f (l„ l2 ; A; T) < 0 , in Fig. 1.4. However, 

it is in general difficult to derive the relation T <F( l„ l2 ;A ) from 

f( 11 , 12 ; A ; T) <0 because it is a transcendetal inequality . So the 

following graphical method is applied to determine the final instant 

of a fictitious optimization interval without using the function 

f( 11,12 ;# ; T)4O. 

1.4-2 Geometrical Interpretation of the Necessary Condition 

         realizing the Restricted-Optimal Control 

      As a preliminary consideration, let us calculate numerically the 

intersections of the system response trajectories with the switching 

line expressed as zRES=0in the phase plane.* For simplicity, we 
consider the limiting case where the system parameters, aand b in Eq. 

 (1.2-5), become zero. From Eq. (1.3-6), the normalized switching 

line of restricted-optimal control for positive trajectories in this 

case is 

       4zz+3rez+el=0,(1.4-1) 
 where

A 
r = r 

A 
e1= el/ kL 

I' 
e2= e2/kL

(1.4-2)

* Strictly speaking, the two dimensional state space must be used 

  for this term.(27) 
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f=b-0 
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(1.4-3)

as



     By using Eqs.  (1.4-1) and (1.4-3) and considering the value of 

T as a parameter, we calculate the intersections stated above and the 

results are plotted as the solid curves in Fig. 1 .5, in which we can 

A set the initial condition 4 to be zero without any loss of general-

ity. In Fig. 1.5, as well in the following figures showing the 

switching lines of restricted-optimal control, it must be noticed 

that only the switching lines for positive trajectories are illustrat-

ed. The switching lines for nagative trajectories are easily plot-

ted from the symmetric property of a switching line. 

     In order to explain the role of restricted-optimal switching in 

detail, we consider the particular value of i=1.1 and shows schemati-

cally the figure of switching line as shown in Fig. 1.6 by extract- 

                                            A ing the curve corresponding toT1.1 from Fig. 1.5. In Figs. 1.5 and 

1.6, the dotted line expresses the envelope of the plot of the inter-

sections, which indicates the right boundary region of the restricted-

optimal switching. In other words, this means that the plots of the 

point of restricted-optimal switching do not locate in the hatched 

area of Fig. 1.6. The left boundary region is obtained as the e2 — 

axis from the consideration of taking the limit of the variable r 

to zero in Eq. (1.4-1). Furthermore, from the definition of the 

restricted-optimal control, it is evident that the effective(optimal) 

switching line of restricted-optimal control becomes the part of the 

curve running downward from the point of tangent to the envelope Q if 

we fixed the final instant of control operation 7 to be 1.1. Since 

we can draw a positive trajectory so as to run across at the point Q, 

we express the point of intersection between this positive trajectory 

and thee, -axis by Q'. Since we can also calculate the el-coordinate 

of the intersection Q, if we represent this by the symbol l,. , then 

the relation1,>lio has the equivalent physical meaning of the neces-
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sary condition realizing the restricted-optimal control in the case 

where  T=1.1, in Eq. (1.2-2) and l2=0, a= ,b= OinEq.(1.2-5) . Since 

envelope means a set of the critical point for the fixed T like Q, 

it is concluded that the envelope gives the boundary switching line 

of the restricted-optimal control. It is revealed from the

the
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discussions presented above that , by obtaining the envelope of the 

restricted-optimal switching line  in the phase plane through the 

graphical method, we can get the necessary condition realizing the 

restricted-optimal control in a geometrical sense . 

1.4-3 Geometrical Interpretation of the Sub-Interval Optimization 

         Technique 

     As the author has already mentioned , the basic concept of the 

sub-interval optimization technique is introduced to give a pseudo-

optimization rule for the control interval which does not satisfy the 

assumption realizing the restricted-optimal control . This means 

that the concept provides a pseudo-switching rule for a smaller 

initial condition l thanlio in case of a fixed control interval. 

     In this paragraph, let us consider the geometrical meaning of 

sub-interval optimization technique. 

     Fig. 1.7 shows schematically the basic concept of sub-interval 

optimization technique from the graphical point of view. In Fig. 

1.7, let us consider the optimization problem with respect to the 

A A 

initial state F(l,,l )from which the response trajectory will across 

the ; 1-axis at the point R'nearer to the origin than the point Qom, 

In this case the response trajectory meets the boundary line for the 

realization of restricted-optimal control at the point R. The inter-

section of the response trajectory withthe restricted-optimal switch-

ing line derived for the given control interval will be, on the other 

hand, occurred at the point R". Then we must introduce the sub-

interval optimization technique for this problem. The procedure 

stated in 1.4-1 can be interpreted as follows: Firstly we considerthe 

fictitious sub-interval 10, Tsub-1) of which the critical point 

of restricted-optimal switching will be occurred at R. Then the 

response trajectory switched at R will run toward the point R, 

- 23 -



 R,

e2

I,

R;

N.
Region of the Initial Point which does not satisfy 

the Assumption realizing the Restricted-Optimal 

Control for the given Interval

 n A 

F(  11,

Q,

0 

,

R

System 
Response 

Trajectory

 'I tR 
`\

0

:a

R'

/ • Envelope 

 Lines of 

 Control i

a
a

A e
,

of the Switching 

Restricted-Optim al

'
.-.

/Switching Line of Restricted-Optimal    Control for the given Control Interval 

 T=Tgiven and t=0 
Appropriate Switching Line of 

Restricted-Optimal Control to the 

First Fictitious Sub-Interval 

T =Tsub-i and 92=0

Fig. 1.7 Illustration of 

of sub-interval

 the geometrical meaning 

 optimization technique 

-2+-



Since the time duration  ti which the response changes the states from 

these of the point F to these of R,"can easily be obtained, then we 

can calculate both the rest of control interval TZ=T-t, and the ei-

coordinate of the point R1. Secondly, we must examine if the rest 

of control interval satisfies the assumption realizing the restricted-

optimal control regarding to the newly computed system states, i.e., 

the e3-coordinate of R,". By considering the results of examination 

mentioned above, we may carry out either the determination of switch-

ing time by using the restricted-optimal switching rule, or the 

further computation deriving the second fictitious sub-interval. The 

procedure presented above have to be continued until the final step. 

1.5 Quasi-Optimum Stationary Switching Lines

     From discussions stated in the previous paragraph, it turns out 

that the envelope of switching lines of the restricted-optimal control 

provides a pseudo-optimal switching rule for the infinite-control-

interval problem which minimizes the functional M2 given by Eq. (l.2-3). 

   Definition: A switching line which realizes a pseudo-minimization 

                  of the functional M. is referred to as a quasi-optimum 

                  stationary switching line. 

     This section is devoted to show the plausibility of using the 

envelope of switching lines of restricted-optimal control as a quasi-

optimum stationary switching line. 

1.5-1 In the case where a=b=0. 

     It is in general difficult to derive the analytical form of the 

envelope stated above. Fortunately, however, it can be done in this 

limiting case. 

A 
     Letting 12=0 in Eq. (l.4-3) and substituting Eq.(1.4-3) into 

Eq.. (1.4-1), Eq.(1.4-l) becomes 
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           4(^2+T)2-}-3 (2+)e2-1-e1==0.  (1.5-1) 
Differentiation of Eq. (1.5-1) with respect to the parameter T gives us 

1 n n2 

2(e2+T)-}-362==0.(1.5-2) 

From Eqs. (1.5-1) and (1.5-2) , we obtain the quasi-optimum stationary 

switching line for positive trajectories of the system response as 

                 A 4 A 2       e2-9e2==0.(1 .5-3) 

By considering the symmetric property of the switching line , the 

quasi-optimum stationary switching line can be derived as 

                 e, -}- 0.4444e2,e2~ = 0 .(1.5-1+) 

     On the other hand, Since the optimum solution derived by A. T. 

Fuller(~3) is 

             el+ 0.4440 e2~e2 =0 (1 .5-5) 

then the plausibility of our proposal is analytically verified. 

1.5-2 In the case where a#0 and b-0 

     From Eq. (1.3-7), we can derive the normalized switching line 

as 

{ exp (—t) —1 }2+2 { r~'+exp (—z)-1 } el 

± [2 { e x P (4) —1 }—{ 1—exP (—T) }2) e2=0 

(1•5-6) 

where', ;and e2 are the normalized variables respectively expressed 

by 

r= ar 

A 
e1= a2e1/kL              t• 

                                                           

(1.5-7) 

                e2= ae2/kL 

By integrating the second relation in Eq. (1.2-22), the following 

relation holds; 
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                z=12  exp{-(T-T) } - [1-exP{ - (7'-T) }J .(1.5-8) 

A By letting/2=0 in Eq. (1.5-8), and performing a similar procedure 

described previously, we can obtain numerical plots as shown in Figs. 

1.8 and 1.9. In Fig. 1.8, the quasi-optimum stationary switching 

line is plotted by the dotted line. It is also interestingto compare
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our result with the switching line obtained by P. J. Brennan and A. P. 

Roberts which is also shown by the boldfaced solid line. Fig. 1.9 

shows the quasi-optimum stationary switching lines with the value of 

a as a parameter. 

1.5-3 In the case where  6  0 and b#0 

     In this case, from Eq. (1.3-8), the normalized switching line 

becomes 

      A2(119)2 (1kLl)(1—exp(—/3i)—fl{1—exp(—r) }]2 
±(a (i+-------X) (1_0 exp ( (1 -1604+,8) exp { — (p+1) C:1)  e, 

          1 +C
9 (1-})(11/9)2exp (-2z) 

          (1+/~j(1-,B)2 --------------- exp{— (p+1) z }—/ (1.-./9)2exp(-2fl)]e2=O. (1.5-9) 

where T e, and i are the normalized variables given by Eq. (1.5-7). 

By a similar way the results are obtained as shown in Figs. 1.10 and 

1.11, where we set d, = U ,  1, for simplicity. 

In Fig. 1.10, the quasi-optimum stationary switching line is 

plotted by the dotted line. Fig. 1.11 shows the quasi-optimum 

stationary switching lines with the value of # as a parameter. 

     In the cases where system parameters are not equal to zero 

simultaneously, it is difficult to derive analytically the equation 

of the envelope. In order to perform it, we shall make the use of 

a curve-fitting procedure.(10) However, our discussions are confined 

to show the plausibility of the substitution of the quasi-optimum 

stationary switching line for the optimum stationary switching line. 

1.6 Quasi-Optimum Non-stationary Switching Line

     In this section, we consider the 

optimum switching line for the finite 

switching functions, Eqs. (1.3-6), (1 

optimal control cease to be optimal. 
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     Our attention is directed to utilizingthe optimum switching line 

of restricted-optimal control with the quasi-optimum stationary switch-

ing  line, and to provide a pseudo-optimal switching rule for an infinite-

control-interval problem which minimizes the functional J, given by Eq. 

(1.2-2). 

   Definition; A switching line which realizes a pseudo-minimization 

                 of the functional J2 is referred to as a quasi-optimum 

non stationary switching line.
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              and (1.5-9) 
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  control for a4.0 and bX0 (d1-0)

     In order to examine the possibility of using a quasi-optimum 

stationary switching line as a quasi-optimum switching line in a 

longer control interval than that of restricted-optimal control, , we 

evaluate the difference of the control performances between the system 

with the quasi-optimum stationary switching line and that of the 

optimum one with the restricted-optimal switching line. The compar-

ison is numerically carried out under the most undesirable situation 

where two switching lines yield the most different feature. Figs. 

1.12, 1.13 and 1.14 show the graphical comparison of these control 

performances in the case where a=b=0, In Figs. 1.12, 1.13 and 1„14,
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    Fig. 1.12 Graphical comparison of performance indices 

(1,=0.6, 12=0) 

J2 denotes the performance index of the optimum system with the re-, 

stricte&optimalswitching line. On the other hand, js expresses the 

performance index of the system with the quasi-optimum stationary 

switching line. It is evident from Figs. 1.12, 1.13 and 1.14 that, 

since the maximum discrepancy between J, and j;is only limited to 

1 1.1, percent of the value of Jt , and furthermore since it occurs 

in the most undesirable usage of a quasi-optimum stationary switching 

line, then from the viewpoint of practical engineering the instanta- 

neous difference between fand J2 with respect to time in the range 

 of a longer control interval than that of restricted-optimal control 

may thus be neglected. This means that the quasi-optimum stationary
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switching line may be used for a pseudo-optimum non-stationary switch-

ing line in the time range stated above. The quasi-optimum non-

stationary switching line for an arbitrary finite control interval 

can, therefore, be obtained by connecting the restricted-optimal 

switching line with the quasi-optimum stationary one. The graphical 

procedure is illustrated by an example as shown in Fig. 1.15. Fig. 

1.16 shows an example of the response of the system subjected to a 

step input for the finite control interval, 
                                             A

1.3 and I= o . In 

Fig. 1.16, the points indicated by C11 , C12 and c1. show initial 

points of trajectories and the points represented by E,1 , E0 and Et, 

indicate their termini respectively. 

     The discussions developed for the case where a =ba,0, are also 
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extendable to the cases where a and b are not equal to zero.

1.7 Confi uration of the uasi-Optimum Control S stem

     with Bounded Control 

     From the discussions given in the previous sections, 

diagrams of the quasi-optimum control system for a finite 

interval and the one for an infinite control interval can

the block 

control 

respective-
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ly be shown in Figs. 1.17 and 1.18. 

    The quasi-optimum switching function generators in both Fig. 1.17 

and 1.18 mean the physical realization of the switching lines obtain-

ed by the procedure stated above. Although it is important to 

consider the practical realization of switching lines given by the 

author, this will not be discussed in this chapter. 

 1,8 Concluding Remarks  

     In this chapter, an analytical technique for the synthesis of 

quasi-optimum control systems with bounded control is developed. 

     The principal line of attack is directed to convert the two 

point boundary value problem formulated by using the method of 

Dynamic Programming into an initial value problem providing the neces-

sary condition for optimality in a certain restricted control situ-

ation, which is referred to as a restricted-optimal control. A new 

concept of sub-interval optimization based upon the restricted-

optimal control is introduced to provide a pseudo-optimum control 

strategy. By applying the concept, the quasi-optimum stationary 

and non-stationary switching lines are obtained by a graphical 

procedure. 

     The quasi-optimum switching lines are to be constructed as the 

non-linear function of the state variables of the error signal. It 

will be expected that the method proposed here can be extended to any 

system with two state variables even if when performance index is the 

integral of the modulus of the error signal raised to a positive 

power not equal to zero.
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 CHAPTER 2
SYNTHESIS OF AN OYI'IMUM FINAL-VALUE 

CONTROL SYSTEM WITH BOUNDED CONTROL

2.1 Introductory Remarks  

     The author has already proposed in the previous chapter an 

approximate method of designing the optimum control system with bound-

ed control which minimizes the integral-error-squared criterion. In 

this chapter, the previous method is extended to the case of a final-

value control problem. A linear second-order dynamical system with 

bounded control is considered as a controlled plant. 

     Our present attention is directed to showing that the concept of 

sub-interval optimization technique provides a physically meaningful 

optimum solution without solving a two point boundary value problem.(3)

Control 

Variable

Controlled 

Variable

 u(t) I k
VI)

s + a s+b

Controlled Plant

 Fig. 2.1 Block diagram of the system to be considered
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 2.2 Statement of the Problem 

     We consider a linear second order controlled plant as shown in 

Fig. 2.1, of which the dynamical characteristic is represented by a 

transfer function of the form k/ (s-f-d) 0+b) between the control varia-

ble u(t) and the controlled variable x(t). The control variable is 

subjected to a constraint on its magnitude as 

u(t) I < L ,(2.2-1) 

where L is a pre-assigned positive constant. By using the state 

variables of the controlled plant, the plant dynamics can be expressed 

as 

(t) _ - b x2 (t)+ x, (t) , x;s(0)= c, (2
.2-2) 
                                                                            x:(t) _ —aX2(t)+ku(t),x,(0)=cz 1 

where the symbol "." expresses the differentiation with respect to a 

time variable. In Eq. (2.2-2), c, and c2 denote the initial states 

of the controlled variables respectively. 

     The problem considered here is to design the controller which 

minimizes the performance functional 

J1 (x,d —x1(7))2+,t, ix 2d—x2(T)) 2(2 .2-3) 

for any initial states of the controlled plant at the time 1-0. 

In Eq. (2.2-3), x,4 and x,d respectively express the desired values 

corresponding to the state variables x,(4) and x,(t) of the controlled 

plant at f=T, where T is also a pre-assigned constant which expresses 

the final instant of control operation. For the convenience of our 

discussion, we assume xid11x,,1=0 in Eq.(2.2-3) without any loss of 

generality. 

     The design problem is therefore to find the control variable u(t) 

which minimizes Eq. (2.2-3) under the constraints given by Eqs. 

(2.2-1) and (2.2-2), 
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 Eqs.

Let us

(2.2-1)

define the new variables as* 

A t at 
                ex,/ kL 

x2= axz /kL 
A = u/L 

, (2.2-2) and (2.2-3) become 

I u() I .< z 

Jf=(k L)2/a'• (x(T)'--xz(?)

 

z  ) J

(2.2-4)

(2.2-5) 

(2.2-6)

and

where

(I)=-/92(i)+2(3) 

iz (2) =-xz(t) +u (i)

A

    b/a

  xi (0) ='i azc,/kL 

 n_    i'''''2 (0)=.cz= acz/kL I 

J and T = aT.

(2.2-7)

From Eq. (2.2-6), we obtain a relation; 

A min Jf= (kL)z/a' • min J> 
    uu(2.2-8) 

l u 1<i,f u~<1 

where 

x, (T                       -)z-~axz (T):     -(
2.2-9) 

The problem is therefore reduced to the one which minimizes the 

functional Jf , given by Eq. (2.2-9), taking the constraints shown by 

Eqs. (2.2-5) and (2-2-6) into account. For simplicity of the present 

description we shall omit the chapeau "." henceforth, unless it is 

necessary.

This transformation ceases to be valid in the

parameters a 

to treat the

and b become zero simultaneously. 

case where a=b=0 separately. 
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2.3 Configuration of the Optimum Final-Value Control System

     By applying the well-known concept of Dynamic Programming
, the 

problem is reduced to solve the following partial differential equation; 

   a0 /
q0080    .'a=min1 

                t{(—flx1-{-x2)ax+(—x,+u)axJ, 
     luI<i1s                                                            (2 .3-1) 

with the initial condition; 

 0=x1(T)2--ux2(T) ,(2 .3-2) 

where c/..1.-4)(x,,  x ,, r) is defined by 

(x1 , x2 ; r)=min { x1 (T) 2 ±g xz(T) 2 }9 
u(2.3-3) 

Iu+<1 

and r ̂ T-t denotes an auxiliary time variable which is introduced for 

the convenience of the later description and is called the reversed 

time variable. 

     From Eq. (2.3-1) the optimum control variable u(t) can be obtain-

ed as 

u(t)=— sgn [z (r)) 

             (s)=am/axeJ}(2.3-4) 

where the function d is the solution of the non-linear partial 

differential equation; 

amam ao aoao 

                    at1=—(fix1-xz)ax1-xzaxe-ax,SgnLax2~(2.3-5) 

with the initial condition given by Eq. (2.3-2). 

     Thus the optimum configuration of control system subjected to the 

constraint on its control variable becomes a bang-bang control system 

with an optimum switching function as shown in Fig. 2.2.

* sgn (z) =1 (z>0) , -1 (z<o)
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    In Eq.  (2.3-5)1 if we assume the solution 0 is of a quadratic form; 

0=k,(11-Fic1(r) k2(r) xz 

-Fk,(2-)x1x2+k4(T)x1-F-k6(T)x! ,(2.3-6) 

then the following set of non-linear simultaneous differential 

equations can be derived as 

ko (r)= -k 2(r) sgn (z (r) 
ki (r)= —fik,(r)-ka(r) sgn (z(r)J 
kz(r)= k1(r)-k2(r)-2k6(r) sgn (z(r)J 

(2.3-7)1 ka (r)= 2 k4(r) - (9+1) k, (r) 
ki (r)= —2,B k. (r) 
kb (r)= k3(r)-2 k5 (r) 

with the initial conditions; 

                     k1(0)=0(1=0, 1, 2, 3) 1
(2.3-7)2 k

4(0)= 1 , k5(0)=uJr 

where "." expresses the differentiation with respect to the reversed 

time variable r and the switching function s(r) is expressed by 

z (r) = kz(r)--ka(r)x1 +2k,(r) x2 . (2.3-8) 

     On the other hand, replacing the time variable 1 by the reversed

 Optimum 

Control Variable

 J   ~r k X

s+a s+b

x2
Z Opt. Switching

Function
Genera tor

r

xi

 Fig, 2.2 Configuration of the optimum control system 
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time 

have

The 

the 

and 

 2.4 

the 

a si 

sary

variable r and substituting u(t) for u(t) into Eq.

401 = fix, (r) - x2 (r) 
xz (r) = x2(1) + s g n [k2(l)+k3(r)x1 + 2 k. (r)x2 J 

X$ ($ — C1 , x2(79= C2 

determination of awitching function is therefore 

two point boundary value problem which consists 

(2.3-9). 

Switching Functions realizing the Restricted-0

 (2.2-7), we

 reduced 

of Eqs.

timal

(2.3-9)

to solve 

(2.3-7)

Control

     Assuming that the final instant of control operation T satisfies 

the assumption realizing the restricted-optimal control and performing 

a similar derivation presented in Appendix-A, the coefficients nece-

sary for the switching function of restricted-optimal control can be 

obtained from the following set of equations; 

k; +(r. -19 k;4-(r) - k s (r) ,+(0) = 0 
                 kZ+(r4+111-kz(r)-2k5(r) ,k:+(0)=0j(2.4-1)1 

for the positive relay output at t=0, and for the negative relay output 

at ta0, 

ki -(r)= -fi k; (r) d- k, (r) , ki (0)= 0 
l 

k= (r)= ki (r) - k ;-(r)-+-  2 k 5 (r) , k, (U)= 0 ( (2.4-1) 
2 

where the functions k,(T) and k5(r) are respectively derived from the 

last three equations in Eq. (2.3-7)ias 

                  2                  k9(r)=
1-fl{ exp (-2fT) -exp H (Q+1) T)} , (2.4-2) 

and 

                   k5(r)1~)Z { exp (-r) -exp (-fir) }2-}-u exp (-2r) . 

(2.4-3) 
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From Eqs.  (2.4-1)1, (2.4-1)2, (2.4-2) and (2.4-3), the switching function 

of the restricted-optimal control can be expressed as 

z R ES(r)._._ka09-1-ks(r)xi +2 k0 (r)x2(2.4-4) 

where 

          k2(r)=Tf2 ( exp (— fir) — exp (—r) }                ( 
                         1—#)2 

                           X ({ 1— exp (—fir) }—f{ 1—exp (—fir) }) (
2.4-5) 

2 u exp (—r) {1—  exp (—r) } 

In Eq. (2.4-4), ZRES Cr) expresses the switching function for positive 

trajectories corresponding to the positive sign of the relay output .at 

1=0, and z RES(r)denotes the one for negative trajectories. 

     Since Eq. (2.4-4) with Eqs. (2.4-2), (2.4-3) and (2.4-5) expresses 

the switching function with respect to the normalized variable de-

fined by Eq. (2.2-4), the switching function with respect to the 

original variables is expressed as 

      zR s--h#(li-----------R)2{exp (—br)—exp (—ar) }X 

[1—exp(—br) —/9{1—exp(—ar) }J+2,u exp (—r){ 1—exp (—r) } 

1a2x, 
1—~{exp (-2br)—exp[— (b+a)r) }------kL 

              + [2{exp (—ar) —exp (—br) }24-a2Jexp (-2ar))kL 

where fl== b/a . 

     From Eq. (2.4-4), we can also derive the switching functions of 

restricted-optimal control for the other cases where a or b , or both 

are equal to zero as follows*: 

(1) In the case where a*0 and b=0, the switching function is

* The detailed procedure of derivation is presented in Appendix B.
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(2)

 2,5

t _-4'RES —I+ { 1— exp (—a r) } 1{ a r+exp (—ar) — 1 } —a2# exp (—a1')) 

+{ 1— exp (—ar) }QZx1                     kL 

         +({1-exp(—ar) 12+a2uexp(-2ar))axe 
kL 

In the case where a=b-0 , the switching function is 

 XRES =(r3±2ur)+2rxL+2 (r2+u)x2 
kL . 

A..lication of the Sub-Interval Optimization Techni

(2.4-7)

(2.4-8) 

ue

      to a Final-Value Control Problem 

     It is evident from the exposition of sub-interval optimization 

technique in 1.4 that the pseudo-optimization rule is based upon the 

restricted-optimal control. Then, the behaviors of the restricted-

optimal switching line must be investigated before the introduction 

of pseudo-optimization procedure. 

2.5-1 Restricted-Optimal Switching Line 

     As a preliminary discussion, let us calculate numerically the 

intersections of the system response trajectorieswith the switching 

lines expressed as zRES=0 in the phase plane. For simplicity, we 
consider the case of a double-integrator plant where system parameters 

a and b in Eq. (2.2-2), become zero. From Eq. (2.4-8), the switch-

ing line of restricted-optimal control for negative trajectories in 

this case is expressed as 

r3±241-F2r2x2+2u (1'42) =0 .(2.5-1) 

where both ~ and x. are the normalized state variables respectively 

defined by 

                  x1=1x/kL andx2.— x, /kL .(2.5-2)
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     On the other hand, by  substituting  the condition a^b= 

(2.2-2) and integrating with respect to the reversed time r 

system response corresponding to the negative relay output 

obtained as 

CO= c, c2( T— r )—(T—r)2/2 
n ,. x2(r)=c2— (T — r) 

where r1.=.r,1/kL and Ai.'2 =r2/kL.

0 into Eq. 

, the 

at t=O are 

 (2.5-3)

A
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By using Eqs.  (2.5,-1) and (2.5-3) and considering the value of T ors 

as a parameter, we calculate the intersections stated above and the 

results are plotted as the solid curves in Figs. 2.3, 2.4, and 2.5 in 

which we can set the initial condition c, to be zero without loss of 

generality. Fig. 2.3 shows the loci of intersections with respect 

to the initial conditionel and the control interval T, where u =0. 

Fig. 2.4 illustrates, on the other hand, an example of the loci of 

intersections where i y0, and the behavior of the loci of intersec-

tions is plotted in Fig. 2.5 considering the value of it as a para-

meter, where T=3.0,

X,

00

-1 .0 

 N tx

2.0

1.0 2.0

 Envelope 

Lines of 

Control

=1 .3 

1.55 

1.8 
2.1 

2.63 

3.n 

3.4

Fig, 2,4 Plot of the switching lines of restricted-

optimal control in the case where / = 1,0 
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2.5-2 Envelope of the Restricted-Optimal Switching Lines for  u =0 

     In the problem presented in Chapter 1, the switching lines of 

restricted-optimal control have always the envelope which plays an im-

portant role in the sub-interval optimization technique. In this 

problem, on the contrary, the existence of an envelope depends upon 

the value of u . In other words, there exists an envelope in the 

case where u = 0. In the case where u* 0 , no such an envelope 

exists. However, there is no problem in application of the sub-

interval optimization technique. For, it turns out from Fig. 2.5 the 

envelope of switching lines for u=0 gives a set of critical point 
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for the fixed  T,  like Q in Fig. 1.6 or 1.7, even if in the case where 

µ'-e 4 . Mathematical verification of the above presentation is as 

follows: In order to perform the verification, it is enough to show 

that the u-free relation satisfies the equation expressing the en-

velope of switching lines for u=0• 

     By eliminating the parameter u from Eq. (2.5-1), it-free re-

lation is expressed as 

r3-1-2r i +2 r` x2— 0 

r+A2=0 (2 .5-4) 

where r is a parameter-

Elimination of the parameter r from Eq. (2.5-4) gives us the relation 

            2x1—2=0(2.5-5) 

On the other hand, setting A=0 in Eq. (2.5-1), the elimination of the 

variable r from Eq. (2.5-1) provides us an equation expressing the 

envelope of switching lines for u=0 as 

2 xi - xz =0 .(2.5-6) 

Since Eq. (2.5-6) coincides with Eq. (2.5-5), then the verification 

is over. 

2.5-3 Physical Meaning of the Sub-Interval Optimization Technique 

     According to the presentation developed in 1.4-3, the envelope 

of switching lines realizing the restricted-optimal control gives a 

pseudo-optimal switching rule for the control interval which does not 

satisfy the assumption realizing the restricted-optimal control. 

On the other hand, it turns out in Eq. (2.5-6) that the equation 

expressing the envelope coincides with the optimum switching line for 

a minimum-time control problem.(i8) In other words, this fact means 

that the point corresponding to R, in Fig. 1.7 coincides with the
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origin. In general, as concerns a relay control system with time-

minimum switching function, it can be considered that the origin 

becomes a stable equilibrium point. Then the response trajectory 

once reached the origin should be stayed there during the rest of 

control interval. In that control situation, there exists the region 

of initial points, any point of which can be transferred to the origin 

within the time duration  of T. This region is expressed as the 

intersection of two regions defined by the following inequalities; 

           i < _ 4(+T)2 _i-2T2 ,(2.5-7)1 
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and 

          CI>4(c2-T)2-GT' (2.5-7)2 

Then, the switching rule obtained by the sub-interval optimization 

technique is as follows: If the initial states of the system satisfy 

Eqs. (2.5-7)1 and (2.5-7)
2 simultaneously, we use the minimum-time 

switching function, Eq. (2.5-6). If not, then we use the switching 

function given by Eq. (2.4-8). An example of response trajectories 

of the system with such a switching logic cited above is illustrated 

in Fig. 2.6, where both cases of u=0 and u *0 are simultaneously 

shown. In Fig. 2.6, points expressed by CA, Cg and CC are initial 

points and points indicated by EA, Eg and EC are corresponding final 

points of trajectories. Since the switching lines for u *0 as shown 

in Figs. 2.4, 2.5 and 2.6 are meaningful only for negative trajectories, 

then there never occurs a sliding or chattering mode(18)along the 

switching line of restricted-optimal control. An example of reali-

zation of such a switching line is illustrated in Fig. 2.7. As shown 

in Fig. 2.7 the optimum switching function generator consists of 

three parts, i.e, the minimum-time switching function generator, the 

restricted-optimal switching function generator and the switching 

rule selector. The former switching function generator is reali-

zation of Eq. (2.5-6) and the latter is instrumentation of Eq. (2.4-8). 

The switching rule selector corresponds to a channel selector based 

upon Eqs. (2.5-7)1 and (2.5-7)2_ 

     It is emphasized that the sub-interval optimization technique in 

this case does not provide a pseudo-optimal switching rule but an 

physically meaningful optimum switching rule. It is also examined 

that these properties of the sub-interval optimization technique 

applied to the final-value control problem are independent of the
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mathematical form of controlled systems of second order with real poles. 

2.6 Concluding Remarks  

     In this chapter, a method of designing the optimum final-value 

control system with bounded control is described. The controlled 

plant of linear second order  dynamics  with  bounded control is treated 

directly, without assigning any penalties on the performance criterion. 

A physically meaningful optimum solution is obtained by applying the 

concept of sub-interval optimization technique. 
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CHAPTER 3

CONSIDERATIONS ON THE  QUASI-OPTIMUM 

CONTROL OF A SECOND ORDER VIBRATORY 

SYSTEM WITH BOUNDED CONTROL

3.1 Introductory Remarks  

     In the previous two sections, the author shows several examples 

in which the proposed concept of pseudo-optimization is effectively 

applied to derive a physically meaningful quasi-optimum solution for 

the original control problem. However, the presentation has been 

confined to the control of second order systems except for a vibratory 

one. The purpose of this chapter is to obtain the corresponding 

quasi-optimum switching line which minimizes the functional J2 or M2 

in Chapter 1 for a second order vibratory system. An experimental 

study by a digital computer is also carried out to examine the derived 

quasi-optimum switching line. 

3.2 Statement of the Problem 

     Let us consider the controlled system as shown in Fig. 3.1, of 

which dynamical characteristic is described by using the state 

variables of the error signal as 

e1(t)=— e2 (t) ,e1(0)=11 

ea(t)= —u?e1(t) -ku(t) , e2(0)=0(3.2-1) 

where e1=e , e= e , and "." denotes the differentiation with res-

pect to t. The control signal u(s) is bounded as 

1 u(t) I < L ,(3.2-2) 

where L is a pre-assigned positive constant. 

     The problem considered here is to design the controller which 

- 54 -



Control 

Signal 

 u(i)

s2+ Wf

Controlled

Xx(t )

System

      Desired 

     Signal 

v(t)=0 

Controlled Error 

Signal Signal 

X,(t) + e(t)

     Fig. 3.1 Block diagram of the system to be considered 

minimizes the performance functional J2 or M2 in Chapter 1, for any 

initial states of the controlled system at t=0, i.e. e,(0)= d,. 

     By performing a similar consideration as presented in Chapter 1, 

the original problem is reduced to solve a partial differential 

equation and to determine the optimum switching function for the relay 

type control element. That is to say, the necessary condition for 

optimality in regard to the minimization of j2 is expressed by the 

following partial differential equation; 

             a~=min {e;-}-e2ae—w,~eaee..kua~2                                          }

t                                                        (3.2-3) I u'< 

= (•=0) 
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 where 

(e1 , e2 i r) = min f el(o)2dp,(3.2-4) 

Iui<L 

and r=T- c . 

From Eq. (3.2-3), since the optimum control signal 2 becomes as, 

u= .L sgn [z )                                                        (3
.2-5) 

z = a~/ae2, 

in order to determine the optimum switching function r,then, we must 

solve the partial differential equation as follows: 

                8¢ —eaa~-we8o-kL80 
                  ar—i2+28e,niae2 0e2 

                                                        (3.2-6) 
                           (r=0) 

3.3 Switching Function realizing the Restricted-Optimal Control 

     Let us consider the solution of Eq.(3.2-6) from the view point 

of the restricted-optimal control. Assuming that the final instant 

of control operation T satisfies the assumption realizing the rest-

ricted-optimal control, by following the procedure of derivation 

presented in Chapter 1, we can calculate formally the switching 

functions for positive and negative trajectories as follows: 

                 ZRES=k(r)+k2(r)e1+2ka(r) e2 i(3.3-1) 
where 

kL k
2 (r)=fwa(1-cos wnr)2 ,(3 .3-2)1 

                                             n 

                    ka(r)=ate(1-cos 2wnr) 
      n(3.3-2)2 

and 

1 k
,(r)= - j (2 wnr -sin 2wnr) (3.3-2)3 

w 
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Hence zRES  denotes the switching function for positive trajectories 
and zRES does for negative trajectories respectively. 

3,4 Envelope of the Switching Lines of Restricted-9 timal Control

     Let us calculate numerically the intersection of positive trajec-

torieswith the corresponding switching line of restricted-optimal 

control. 

     The equation expressing positive trajectories is described as 

eI(r)=-kL I- (l,--kL) cos tun (T r) 

                   e2(r)=-(1,-I-kL) wn sinwn(T- r)(3.4-1) 

By using Eqs. (3.3..1) and (3.4-1), we get the loci of the intersection
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as shown in Figs. 3.2 (a) and 3.2 (b) where e, _ wn e, /kL e2 = wn e2 /kL,. 

A and TE wnT is taken as a parameter. In both figures the broken line 

is the envelope of switching lines of restricted-optimal control. 

Fig. 3,3 illustrates the behavior of envelope affected by increasing 

the final instant T. In Figs. 3.2 (a), (b) and 3.3, the point Q 

expresses a stationary point on OA, at which the relation between the 

envelope and switching lines is essentially changed. That is, in 

Fig. 3.2 (b), while the part of envelope 0 expresses the right 

boundary line of restricted-optimal switching as well as the envelopes 
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              of restricted-optimal control 

in Chapter 1, the part of envelope 0A denotes the apparent left 

boundary line of restricted-optimal switching for T= 3.5 and 4 .0. 

     It is evident from Figs. 3.2 (b) and 3.3 that the envelope of 

the switching lines of restricted-optimal control shows a strange 

feature from the envelopes illustrated in Fins. 1.5, 1.8 and 1.10. 

In other words, for the controlled systems discussed in Chapter 1 

there exists a continuous envelope uniquely and it gives us the 

corresponding geometrical meaning to the necessary condition realiz-

ing the restricted-optimal control without regarding the value of 

control duration;. On the contrary, in this case the envelope has 

several discontinuities as shown in Fig. 3.3. It seems to be natural
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to consider that the occurrence of the strange phenomenon concerning 

the envelope is related to the fact that the controlled system has no 

real poles. In such a controlled system, if we pre-assign a larger 

value than a certain critical one to the final instant  T, the pre- 

assigned T does not satisfy the assumption realizing the restricted-

optimal control whatever large values may be tentatively assumed for 

the initial state l,= wn ll / kL , Therefore, the physical interpretation 

of the envelope in this case should be considerably changed from what 

we have discussed in 1.4-2. Then it is necessary to find the critical 

value of T, or the corresponding phase point. 

     In order to derive a critical point, let us consider the time-

dependent characteristics of the switching function given by Eq. 

(3.3-1). Since Eq. (3.3-1) is a time-variant linear switching line, 

then it is enough to examine the time-dependent characteristics of its 

gradient and intersection to the e2-axis. 

     For simplicity, let us consider the switching function for positive 

trajectories. The corresponding switching line is rewritten as 

                       ./\2 (1-cos i) 21-cos 2=                                                           (3
.4-2)                        e2---

2r- sin 2r2r-sin2re 

where "/T\'-=---  war 

By using Eq. (3.4-2), we can calculate the time-dependency of both 

gradient and intersection to the is-axis,  and the results are plotted 

in Fig. 3.4. In Fig. 3.4 the solid line shows the time-dependency 

of gradient and the broken line illustrates that of the intersection. 

     Fig. 3.4 emphasizes that the switching line becomes parallel to 

the e1-axis at the time s= n,r (n=1,2 , ...) . On the other hand, since 

it is evident from Eq. (3.4-1) that the phase trajectory is a circle 

and it revolutes in time 2r , then the only meaningful time interval 
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for the restricted-optimal switching is confined to 0</z\-‹  2n • 

By considering the behavior of the switching line, it is concluded 

that there should exist a stationary point along the line e2—- n • 
This is the very point expressed as Q in Figs. 3.2 (a), (b) and 3.3. 

Since the ei -coordinate of Q is obtained numerically as e'1 =2.085, then 

we can calculate the corresponding final instant TS by using Eq. (3.4-1). 

That is since the normalized form of the second relation in Eq. 

(3.4-1) becomes 

7 e                                   AA                2=-(1,+1) sin (T-r) ,(3.4-3) 

then we get the relation as
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 A h 
                      T=i-sin-                 '{t

1+ } ' (3.4-4) 

Onthe other hand,by eliminating atime variable r from Eq. (3.4-l) we 

have the equation of phase trajectories; 

               (e,+1)2+(,)2= (1,+1)2 •(3.4-5) 

Since by eliminating d, from Eqs. (3.4-4) and (3.4-5), we derive the 

relation 

A 

        A

r-------                  T=s- sin-'{4
e1+1)2+(E2)2 )(3.4-6) 

then by setting 

A e2= — 4/X 

          A= 2.0850(3.4^7) 
T = 

in Eq. (3.4-6), we obtain the corresponding final instant 

Ts= 3.543(3.4-8) 

On the other hand, the corresponding e -coordinate, 11, , of initial 

point Q' can be calculated from Eqs. (3.4-5) and (3.4-7) as 

              110 = 2.256 .(3.4-9) 

     It is evident from Fig. 3.2 (a) that as concerns the part of 

envelope OQ the circumstance is quite similar to the derived envelopes 

in Chapter 1. Then it is of no doubt to use the part of envelope 0Q 

as the geometrical expression of the necessary condition realizing the 
A -

restricted-optimal control for the range of initial state l< 1, • 

On the contrary, no rigourous informations on the switching rule for 

A n 

a larger control interval T>719  will be expected from the switching 

function of restricted-optimal control. However, it comes from Fig. 

3.2 (b) that the line QQ"(a tangent at Q) seems to play the role in 

an apparent boundary for formally calculated switching lines of 
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restricted-optimal control with respect to  ll  > 110, Then, let us 

make an adventurous supposition on the quasi-optimum stationary switch-

                ^ ing line for 1,;>110 

   Supposition: The compound curve which is synthesized by using the 

                  curves pQ and QQ" may be used for the quasi-optimum 

                  stationary switching line for positive trajectories. 

3.5 Experimental Considerations on the Quasi-Optimum

     Stationary Switching Line  

    This section is devoted to show the plausibility of the supposi-

tion cited above. The method of attack is application of L.S. Pont-

ryagin's Maximum Principle(42) and solution of the derived two point 

boundary value problem is carried out by a digital computer. 

3.5-1 Formulation of a Two Point Boundary Value Problem 

     According to the Maximum Principle, the Hamiltonian function in 

this case has the form 

H= p1 e2-f-p2 (-wn, e1 ku)+p3 e; .(3.5-1) 

Furthermore, we obtain the system of equations 

R=w p2-2p,e1, Rffl= 0 

P.2 = -p1 ,P2 = 0 

          A= 0 ,p3 Q,=-1(3.5-2) 

By taking the maximization of Eq. (3.5-1) with respect to u , we get 

the optimum control variable u as 

u=-L sgn (A)(3.5-3) 

Then, substitution of Eq. (3.5-3) into Eq. (3.2-1) gives us the 

equation of optimum trajectories 

el =e2el (0)=l1 ) 

                  e2 = —wn ei+kL sgn [p2) ,e, (0)=0 I (3.5-4) 
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     It is evident from Eq. (3.5-3) that solution of a two point 

boundary value problem which consists of Eqs. (3.5-2) and  (3.5-4) is 

inevitable to obtain the explicit form of optimum control variable. 

3.5-2 Solution of the Two Point Boundary Value Problem by a 

       Digital Computer 

     First let us normalize the problem. By using the relations 

                                    t = wnt 

                           e1=w;t e, / k L 

               ez=wn e2/kL(3.5-5) 

in Eqs. (3.5-2) and (3.5-4), we get the following system of normalized 

equations 

             el =e2 ,e,(0)_/ , 
                    e2=—e1-I-sgn(pz),e2(0)=0       • A en(3 .5-6)                 = p2+21 ,P 16= 0 

P2 = —RP2 =.0 

whereP1 = w,~P/kL, andPZ=wn PZ/kLFor the convenience of 
computation, we replace a time variable i by the reversed time variable 

A A n 
1.=T-6.Then Eq. (3.5-6) becomes 

         e1=—eenl        1z1=1 

         ., n n ln              ez=el— sgnCPez = 0(3 .5-7) 
p1= -p2 -2e1 ,Pi (0) = 0 

             PZ = P,P2 (0) = 0 

Then, the next step is to solve Eq. (3.5-7). 

It is a difficult problem even though we use a computer. However, 

since the author's desire is to check the quasi-optimum stationary 

switching line, then we set suitably small arbitrary values to the 

-64-



initial conditions of  e; and et, and we only solve a set of simulta-

                                                        n neous equations without assigning the value of T and 1, . For this 

purpose an analog computer seems to be suitable(9) because the solution 

is given by a chart of trajectories. From the vievpoint of accuracy, 

however, the author uses a digital computer. Fig. 3.5 shows the 

result of the computation, where two trajectories are plotted by solid
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curves, and the broken curve is the quasi-optimum  stationary switching 

line. It is reasonable to consider that the points expressed by B' , 

Bs and B, are corresponding to switching points which provide us a 

stationary switching rule. Furthermore, since the ea-coordinate of 

these points have the same value of magnitude 1.275, then. it is con-
                                                                           e 

eluded that the switching line for a large initial condition of11 

becomes parallel to the e,-axis. On the other hand, since the quasi-
                                                                  n _ 

optimum switching rule for a large initial coordinate11>710 supposed 

4 by the authoris,=± =± 1.273,then it turns out from Fig. 3.5 

that the supposition cited above may be concluded to be plausible. 

3.6 Further Discussions  

3.6-1 On the Sub-Interval Optimization Technique 

     As the author has presented in 3.4, the switching lines and their 

envelope of restricted-optimal control are only meaningful in the case 

     A A 
where T< T Furthermore, this switching rule is free from the 

initial value of 11. In other words, the sub-interval optimization 

technique based upon the restricted-optimal switching rule is only 

                   A A 
meaningful for the case where 1 < T, On the contrary, for the case 

    A A 
where T > TS some modifications should be necessary to the sub-interval 

optimization technique described in 1.4. The modified part of pro-

 cedure is concerned with the determination of fictitious sub-interval 

          and is•expressed as follows: T
sub-i' 

 (1) Check whether the control interval T is .Less than 3, 5 4 /wn or not. 

     If not, jump to the step (4 ). 

 (2) Switch a relay at the timeti (i=1.2 ..... ) 

            1 1 4kL(3.6-1)                      d
i= wsin {(2v2 1-~-kL)                                         WTI 1, b-1
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where  l, ,i_y denotes an el-coordinate of the intersection of a 

trajectory to the v.-axis, i.e., 11,•i-i=e1(t') • e,(i')=u. 

(iii) Compute the traveling time 41 which is defined in 1.4-3, and 

check whether the rest of control interval, ..T1 — .T.- , is larger than 

TS or not. If so, repeat from the step (ii). 

(iv) Apply the procedure presented in 1.4. 

    The physical interpretation of the above procedure is that the 

length of sub-interval is supposed to be equal to is/wn . 

3.6-2 On the Quasi-Optimum Non-Stationary Switching Line 

     Since the definition and the synthesizing method of the quasi-

optimum non-stationary switching line are presented in 1.5, then no 

further discussions seem to be necessary on the quasi-optimum non-

stationary switching line which minimizes the functional Agin Chapter 

1, i.e. Eq. (1.2-2). 

3.7 Concluding Remarks  

     In this chapter, the problem of determining the quasi-optimum 

stationary and non-stationary switching lines is treated for a second 

order vibratory controlled system. The method of attack is appli-

cation of sub-interval optimization technique presented in 1.4. 

A supposition is made to derive a quasi-optimum stationary switching 

line, which is used to determine the length of a sub-interval 

(fictitious optimization interval) in the case where both the initial 

value of error 11 and the control interval T are larger than the 

corresponding critical values. The derived quasi-optimum stationary 

switching line is examined by an experimental study, and is found to be 

reasonable.
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             ANALYTICAL METHOD FOR THE SYNTHESIS OF A NEAR-
  CHAPTER  4 

              OPTIMUM CONTROL SYSTEM WITH RANDOM INPUTS 

 4.1 Introductory Remarks 

     During the past decade, design problems of optimum control 

systems have received widespread attention owing to the increasing 

demand for control systems of high level control performance . 

Design techniques of optimum control systems have also been developed 

by various research workers, based upon such mathematical approaches 

as R. Bellman's Dynamic Programming,(3)L.S. Pontryagin's Maximum 

P.rinciple(42) and others.(21) 

     Recent investigations by C. W. Merriam, 111, 34) J. D. Kramer, 
Jr.,Jl)J. J. Florentin,(20)S. Katz(28) and J. D. Pea.rson(41)have 

presented the design problem of optimum control systems from the 

viewpoint of Dynamic Programming. All of these works have provided 

the equations of optimum control for machine computations to determine 

the configuration of optimum control systems. That is, using concepts 

of Dynamic Programming, the synthetical problem on the optimum control 

system with random inputs can be reduced to solve the partial differ-

ential equations whose solution yields the value of performance index. 

Especially, in the case of problems with linear plant dynamics, 

generalized quadratic performance indices, random signals, all with 

time-varying parameters, the partial differential equations which 

must be treated are reduced to a set of non-linear ordinary differential 

equations whose form is well suited to machine computation.
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     In this chapter, from a practical viewpoint, an analytical method 

for the  synthesis of near-optimum control systems with random inputs is 

developed without the direct usage of a digital computer. Our prin-

cipal line of attack is made by using the method of Taylor-Cauchy 

transform by A. A. Wolf, et al,(32) which is effective for the solution 

of non-linear ordinary differential equation of higher order. A 

numerical procedure which provides an approximate solution of a set of 

non-linear ordinary differential equations cited. above is developed. 

Use is made of conceptual extension of the concept of sub-interval 

optimization. 

4.2 Mathematical Formulation of the Problem

     As shown in Fig. 4.1, we consider that the controlled system or 

the plant which is to be controlled is adequately represented by a set 

of known differential equations; 

1-7=-4(01-1-J0(012
(4.2-1) 
                  x (0)cx°, x°, ...... ,x°            o(zn~} 

where x=x(t ) (an n-column vector, i.e.,x_ col. (xi, x, , ..... , xn 

and u=u (t) (an.r_column vector, i.e., w_col. (u3 , u2 ,....., 14) 

represent the state of the controlled signal and the control signal to 

the system respectively. In Eq. (4.2-1),A(t) (an n x n time-dependent 

matrix) and D(') (an r- X r time-dependent matrix) are the state matrix 

and the driving matrix of the system respectively. 

     It is also assumed that there is a random desired signal v r(t) 

(an n-vector valued function of time, i.e., = col. [V1 , v, , ..... 0113)) 

with known statistical properties. The performance index of the 

system is given by a performance functional;
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Random Desired Signal

Control 

 u
gnal

 X

Controlled 
Signal

 AX+DU

v 

ji Error Signal 

e

                 Controlled System 

    Fig. 4.1 Block diagram of the system to be considered 

I (e(0),0;u (if )_l{fT(te0)(2 Go) e(P)+U(P)R(p)+4o)J dp} 

(0<t' �:T)(4.2-2)* 

where e= e(t) is the system error (an n-column vector , i.e., 8 =col. 

(e,t e, , ..... , e„J ) defined by 

e(t)=,u(t) _(t) •(4.2-3) 

In Eq. (4.2-2), Q(t) and /R(t) express n X n and r X r symmetric time.. 

dependent matrices respectively. Furthermore , E denotes the ensemble 

average of what appears to its right under the condition of observing 

the present state variables of the system. 

     In order to present the statistical properties of the random 

desired signal, it is convenient to rewrite the system equation, Eq. 

(4.2-1), in terms of the error signal e(t) and the desired signal 

v(t). That is , by substituting Eq. (4.2-3) for %(t) into Eq. (4.2-1), 

the following equation can be derived;

* to
denotes the transpose of a matrix A . 
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 e=4(c)e-D(t)w+8 1 .(LF.2-4) 
                            e(0)= e°= col . (e2 , e2 •••••••••, en° ' 

where ,g = 8(t) (an n-column vector, i.e., s col. (e,•e2 ......,en) )is 

                                                                                                                                                          • the apparent random disturbance to the system described by Eq. (i+.2-4) 

and it is defined by 

,3=n-A(t) ar • (4.2-5) 

     We assume that the apparent random disturbance,  , is a multi-

dimensional Gaussian white noise process with mean value m= m (t) 

(an n-column vector, i.e.,m=col. (m„ m, ,.......mm) ) and variance- 

covariance'=Z(t) (an n X n positive definite matrix, i.e.,3=~~°sj°~~ ). 

The desired signal is thus assumed to be equivalent to the output signal 

of the system, which is expressed by Eq. (4.2-5), subjected to the 

Gaussian white noise process g mentioned above. The optimum control 

problem is to determine the control signal u, which minimizes the per-

formance functional, Eq. (4.2-2). We observe that the optimum control 

signal w depends upon such important factors as (a) the initial state 

of the system output x (O =x0 (or the initial state of the system error 

“0) 0, (b) the statistical properties of the desired signal '1,(t) and 

(c) the description of a performance functional. 

4.3 Equations of Optimum Control 

     With the help of Appendix-C, the following partial differential 

equation of the optimum control can be obtained; 

00                80i n(cgQe+wRur -Ft(Ae-mw-i-mc) 
ar isa 

                       +.2`(aee)X(a¢)} (4.3-1) 

where : denotes an auxiliary time variable defined by VET--; and refer-

red to as a reversed time. As the optimum control signal u which 

 minimizes Eq. (4.3-1), from Eq. (4.3-1), we have 

            ut—2R-1cDae (4.3-2) 
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If  I? is singular, then iC1 is to be taken in the sense of the general-

ized inverse of matrix,(39) which roughly means that a suitable set 

of linear equations can be described by this expression. By substi-

tuting Eq. (4.3-2) for w in Eq. (4-.3-1), it follows that 

            ao= 1 t~ae) ~~-1tD iTe) +taQe      ar-4ae 

               +t[A++m)—+2t(a1Cae)9(4.3-3) 

No special conditions on state of the system have to be met at the 

final instant, r=O (i.e., t=T), and the boundary conditions are 

            (e ; p) =0 for any a(4.3-4) 

We assume that 

(e ; r) =ko(r)+ tK1(r)a±teK2(r) e ,(4.3-5) 

where ko (r) is a scalar,t/K2 (r) is a vector (an n-row vector, i.e., 

tf( E+row (k
1 , k, , ......, kn J) , and K(r ) is a matrix (an n x n 

positive definite symmetric matrix, i.e.,  K{2=0 k,~ II , kv=ki; ) 

and all k-coefficients depend only on the reversed time . 

     Substituting Eq. (4.3-5) for sd(e;r) into Eq. (4,3-3), and making 

extensive use of the properties of symmetric matrices, the following 

non-linear differential equations can be obtained for the coefficients 

in expanded series Eq. (4.3-5); 

ko-1 k1 /DR-1 t0/[(f i.2 k  1 
4.-1 j_1 

                  t 
1=_'Ji DR-1 t®K2+K,A+2 ;rnt(2 

          ?l////~~v~p/,~~'I~(4.3-6 )                  112=Q-2(D/R-1tD/K+tAK+(K2A 

with boundary conditions ko (0) = tom, (o) °K, (0)=0.Therefore, using the 

coefficients satisfying Eq. (4.3-6), we can rewrite Eq. (4.3-2) as 

follows; 

                       =--
2-;(K,+2 K2 e) .(4.3-7) 
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Optimum

Controller

0
Controlled

System
I

U = +R"D[KI+2K2.e]

   Fig.  4.2 Configuration of the optimum control system 

The structure of the optimum control system with a Gaussian random 

signal can be described by a typical feedback system with time-varying 

control elements as shown in Fig. 4.2. 

     The design problem of optimum control systems can thus be reduced 

to solve a set of simultaneous non-linear differential equations; 

K,= -K1 DI'`.19K2+ IC, A+2 `in K2 . 'K,(0)= 0 
   •t(4 .3-8)               K

2=Q-KzDR-'`!Xi+AK2+4.1,K2(0) = 0 

The following discussions are, therefore, focused on providing an 

analytical technique for the solution of Eq. (4.3-8). Use is made of 

an extension of the method of Taylor-Cauchy transform introduced by 

A.A. Wolf, et al.(32) 

4,4 Taylor-Cauchy Transformation 

     The direct form, /tr io, , of Taylor-Cauchy transformation of a 
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function  10)(c) , where ' corresponds the order of the highest deriv-

atives of the system equation, is defined by 

                 `Jc(H(")(C))=hn,v=2~f11(11C)dC,(4.4-1) 
                          jC 

and its inverse form is 

                                                                                 n 

                 °lc1(h n,vj=H(v)(C)= h,,,vC(4.4-2) 
n=o 

where n is a running discrete positive index taking values o, 1, 2,.... 

In Eqs. (4.4-1) and (4.4-2), #9(C) and c respectively express the 

v-th derivative of a function H(C) with respect to a complex variable 

( and a closed contour enclosing the singularities of H(v)(() in the 

 c-plane. 

     With the help of Appendix D, the author summarizes several useful 

formulae for the present discussion in the following: 

(1) A formula of the direct transformation for the product, Fp(C )• 

Hq(C ) of two complex functions is presented by 

7, (-Fp (011q (C) j h n rc(4.4-3) 

where 

                  ~=p forn=U 
                   t f

ph               ,u9,"~u_1>1(4.4-4)1 
for n 

u=o n-u 

hq_Hq(o) ,(4.4-4)2 

      o~F)            fpn'—JC(FA))=-JJ--------, d , (4.4-4)3 

and 

                   h q, n.Jc7                    C (Hq (C)) =JHen-----f 1 d C             zrzj c C(4.4-4)4 

(2) A formula of the direct transformation for the triple product, 

Hp (C ) F (C )14(C ) , of three complex functions is described by 
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 (IIp(Cfq(C)Hr(C)  J 

        =h
phr f F

9, r 

n- 
  En  ±D2,p,r 

r re,Un , W

(4.4-5)

where

and 

H 

4.5

h 

(C

     ID 9,,r=0for n=0 , 1 
n,,, 

                           n— 2 

:=1  fq,wCn for nz2(4.4-6) 
W =0r u 

                     ,r 
    ~pn`=for n=0 , 1 

                    n-2 hp
,u hu-2 _ 

=o (u+1) (n—u-1)for n2 2 (4.4-6) 

hp=Hp(0) andhr = Hr(0). (4.4-6) 

pn,handifr,r,express the direct transformations ofHp( C         Qsn 

) and F (C) respectively. 

The Method of solving the Equations of Qtimum Control

 1

2 

 3 

 ),

     We consider the equations of optimum control described by 

rwK2+`tc,A+2 ̀ n K2 , 11:,(0)=(:) 

   g~}(4.5-1) 

                                                                                                      , 

         ~`2=Q-Kp'K2+`AK,+K2A , K2(0)=0 

where Irk/ denotes an nC                        y(n time dependent matrix equivalent to ,~R-'D 

in Eq. (4.3-8). 

     In order to apply the Taylor-Cauchy transformation to Eq. (4.5-1) 

we extend the real time functions IC1(z), K2(z) , A(z) , rm (z) , W(z) 

and Q(z)to complex time functions Kin , K2(C) , A(C) ,'(C) .!D 

and Q(C), respectively, by using the principle of analytical con- 

tinuation.(1) Thus, Eq. (4.5-1) becomes 

ti t = - , (C)W(C) K2 (C)+ K, (C) A(C)+2 Yn(C)K2(C),IKi(0)= 0          --(4 .5-2) 

K2(C) = Q(C) - K2(C)W(C)K2(C)+ IA OK2  (C) +t (04 (C) , K2(0)= 
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where both 

 t ions  , IK,(C) 

and i (C) 

9C2 (C) , W(c) ,

and

where

~~
^ (C) and K2(C) express the derivatives 

  and K2 

are complex

A(C) ,

           i&2%-) express the derivatives of 

5-2) 

ex functions of vector form. On 

and Q (C) are matrices defined 

'K
1 (C) = r ow (K, (C) , K2 (C) , ...... , Kn (C) ] 

to (C) = row [ M, (C) , M2 (C) , ...... , M it(C)  ] , 

K2 (C) = l i K: j {C) I I (i , j =1, 2, ...... n) , 

'(C)=lIW.j(C)II,(i,j=1, 2, .......n) 

          4(C)= II A.j(C) II ,(ti, X1,2,...... , n)

By performing the 

~c(l (C))=-Tc 

+ c 

TcVia)) — [Q 

+ 

°Tc (tIK,(C)]

Q (C) _ I I Q, j (C) I I , (i , j= 1 , 2 , 

  direct transformation on 

n (C) T (C) 2 (C) ) 

f, (0 A(0 ] + 2 Tc [ '?a (C) K2 (C) ) 

-°Tc (K2 co (0 '2(C)) 
4 (C) K2 (C) ) +°Tc [ /2(C) AD)

row(~c[Ki(C)) • (k2 (C)

• 7c, ) 

kn , ) ,

complex func-

, both `C(C) 

the other hand, 

by 

(4.5-3)1 

(4.5-3)2 

(3.5-3)3 

(4.5-3)4 

(4.5-3)5

...... , n) . (4.5-3)6 

Eq. (4.5-2), we have

 row (k1,,,,k2 ,,1,

(4.5-4)

(4.5-5)~

J c (ttc, (C) A (C) row ( 'ye 1ICr(C)Ar1(C)3 , 
               r=7.1 

    ~c (Kr(C)Ar2(C)J 
  r =1 

                 • n c~ J r. (K+(C)Arn(C)) ) 
r —1

(4.5-5)2
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 n 

      7c  (l (C) K2 CO)= row (I 
i,Jc (Mr (C) K,,(C)) 

n 

                          CMr(C)Kr2(C)) , ......... 
                                 r =1 

                                   n 
^/ 

                     • XiC [M,(C)Krn(C)) ) ,(4.5-5)
3 

               tn 
~cCi(C)L(C)K2(0 ] =row ( c [Kp(C) Wp,(C)K!1(C)) 

p=1 y_1 
                 n n 

                   2 L .7c CKp(QWp,(C)K,2(C)),......... 
     p=1 7=1(4.5-5)4 

...... , 7 C [KPIC)WC/p9(C)Kyn(C)) ) 
p=1 g=1 

;1c (K2(0) = II :7c (kg (C)11=II k1j, ,.II(4
.5-5) 
             (i,j=1,2, .........,n)5 

,7c[O(C))= I Ijc (Q ij (C)) II
(4.5-5) 6 

(i,j=A,2, ........., n) , 

n c (IC 2(C) A (C)) = II .` ,
1,'c [K r (C) A r1 (CO II (4 .5-5)7 

                              (i , 1=1 , 2 , ........., n) , 

n c [111(C) K2 (c)) = I I £ :Jr; [A r i (C) Kr f (C)) II 
                        (i , 1=1 , 2 , ...... , n) ,(4.5-5)8 

and 

[1K2(0W(C)K2(0)= II 2 £ ,fc [Kpi(C)Wpq(C)K,;(C)) II 
p=1 g=1 

                            (1 , j =1 , 2 , ........ , n)(4.5-5)9 

By applying the direct transformation, Eqs. (4.4-3) and (4.4-5), to 

Eqs. (4.5-5)21 (4.5--5)
3, (4.5-5)4, (4.5-5)7, (4.5-5)8, and (4.5-5)9, a 

set of recurrence relations with respect to coefficients ki ,m and 

                                                                             (1,1=1, 2, ... , n) with mi, ~~ , Q'ij• m, 4i1 , m and wi j, m can be 

derived, where 

       mi,m=^r, [Mi(C))=f2~jM,(C)1dC (i=1,2, ......... ,n) (4.5-6)1 
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.  e

          a ii,m=,.~r,(Ai j(C))= i) cA,+idC(~,j.1,.2.••••.• • n) • (4.5-6)2. 
C 9ij, m=mac (Qij(C))=2n~jfe`~1 dC (i , j=1 , 2 , ......n) , (4.5-6)3 

and 

         wij,m=J~ (iij(C)) = 2'c fpm+1 dC (i,j=1•,2.•....,n)•(4.6)                                          5L 

By applying the inverse transformation to ki ,m and ki jam (i ,j=1,  2, .. 

.., n) £K1(C) and K,(C) can be obtained as 

                               W 

                owk1,.,cm-f-ikz,m tK1(C)= r( C m-{-1 ...... 
         m m+ 1 m+,.(4.9-7) l 

and.........•2, o-----+1C) • 
'K-z(C)=II -----]Cm±1II, (i,j=1,2, ......,n) .(44'5-7)2 

The final results are expressed by 

W kW 
               (r) = row (~',m,rm+l,kz,,.,r•, 

            in=om-F1m=o m+1(4.5-8) 

......... ,kn°mm+1 ) , 
and                                                 m=0m+1 

W k" 
        K,(r)= III

o-------m+lr(i,j=1,2, ......,n) . (4.5-8)2 

By substituting Eqs. (4.5-8)1 and (4.5-8)2 forK, and Kz in Eq. (4.3-7) 

the complete description of the controller operation can mathematical-

ly be performed. 

4.6 A Method of A..roximate Calculations

    Since Eqs. (4.5-7)1 and (4,5-7)2 are described by infinite series 

expansions, it is very tedious to calculate them directly. In order 

to simplify these calculations, a numerical procedure is presented im 

this section by using the concept of sub-interval optimization. 

    Assuming that KP (C ) expresses an arbitrary component of both 

functions tK, (C) and A;(()  , the function k(c) becomes 
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               Nk P,n}1°°k  K  CO= 2 ,-w*-~Cn+ P------n C n+1 . (4.6-1) 
               n=0 n+1ro=_N-1-1 n+1 

In general, if we choose a certain number N, then there exists a some 

constant Co such that 

              N k 
      KP(C)= ' C+1 , (0<C < Co )(11-.6-2) 

n=0 n+1 

Since Eq. (4.6-2) can be considered as the first step approximation of 

Eq. (4.6-1) with respect to C , we introduce a new symbol, 

                N KP(C),=n ok~Cti}1for O<C<C: 
(4.6-3) 

=0for C>,' J 
Under the mathematical concepts of analytical contin.uation,(1) we can 

thus rewrite Eq. (4.6-1) as follows: 

Kp(C)=Kp(C),for 0<C� Co'(4.6-4)1 

=Kp (C0')1-fkp,n(C-Co) n+1 for c_.> Coy , 
                          n=0 n+1 (4 .6-4)2 

where kp',n expresses the direct transformation of Kp (C,) which is the 

derivative of a translated function Kp (C1 ) , where C,=C - Co , and 

Kp(Ci)represents an arbitrary component of 1K, (C1) and K2 (C1 ) satis-

fying the following equations; 

.&((,)=-K, (co Ft(C1)K2(C1)+K1(C1)At(C,)+2mt(C,) (CO 

          K,(C1)=Qt(C,)--42(C,) '(C1)K2(C,)+11t(C1)K2(C,)-}Ke(C1)A,(CO(4.6-5) 

with initial conditions; 

/K
, (0)=tK1 (C,' row K, (Co)„K2(C01)„ ......, Kn(Co )1 1(4 .6-6) 

K2(0) K2 (Co),=11 K'j (Col )1II , (f, /=1,2, ...... , n) 

where We (C, ) , At (C,), tint,) and Qt (C,)express W(C,+Co') , A(C1+Co5,n(C,-k ) 

and Q (C1+Co') respectively, Since Eq. (4.6-4)2 can be written as 
N' k'in±1

+" k/n/n+1          Kp(C)=Kp (Co),+7 t+1(C—Co)g~+1nn(C—Co) 
(4.6-7) 
                                                 for C>Co'

— 79 —



then we can choose a some constant C0 for a certain number  N°, and 

the following relation can be derived 

                          k,        KP(Q=KpCCo)1—I-L~,on+(C-Co')n+lfor Co <C<Co"(4.6-8) 

From Eq. (4.6-8), we can define the second step approximate solution 

I{p42 , for Kp (C) as follows: 

N' 

       KP(Qz=KPCCo)1~'—P~n(C -Co)n+1 for Co < C <c o' (4 .6_9) 0n-}-1 
                                       for C>Co"J 

By repeating a similar procedure, we derive the following recurrence 

formula for the m-th step approximate solution, K
P(Cj m for Ip(C ), 

i.e., 
iv 

       KK (C,<'-3-1)).-1+)         p(Qm—p(C .)m-1kP' "n+1(C-CO(m ~n+1 

for Com-1)<CSCom) 

i = 0for C> C0(m)1 (4.6-10)                                      l 

where Kp (C)oKp (C), C(00)= 0 ,kp( ,°)n = kP, n , and k( z 1) expresses the 

direct transformation of the derivative of a translated function, 

4Cp(C.-1 ), whereCm _1=C-C( m-1), and KP(Cm-1) is an arbitrary component 

          t of both Ki (Cm-1) and K2 (Cm-1) satisfying the following equations; 

e CC
m-1]--1t (C m-1) l (Cm-1)'t2 (Cm-1) 

+1K1 (Cm-i ) At (Cm-i)±24rnt (Cm_1) 12 (Cm-1) 

            K2 (C,,,_D=Qt (Cm-1) -IS2 (Cm- 1)1_ t (Cm_1)K2 (Cm-1)(4
.6-11) 

+tAt Ccm_1)K2 Ccm_i)+I2(C,m-1)At (Cm_1) ) 

with initial conditions; 

(Co              lm 1) 
             tKi(0)—tK1 (Co((m_1-1Yrow (K1 (C0m-1x/m-1,K2)m-1          ~m

(m-1) ......... , Kn (C0 ) m —1 )  
(4.6-12) 

K2(0)= K2 (Cpm)m_1 = II I{t1(cm-1))m_1 II 

(i,j = 1,2, ......,n) 

J 
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where  (Cm_1) _At(Cm.-1 ), 'mt(Cm_1 ) and 9.1(Cm_1) express or/ (C,1+CC~-1)) 
                                                                                                         0 A( C„,,.1+Co (m-1) ) ( C+Co(R 1) and Q ( Cm-i+Co (m-1) ) respectively. 

The successive steps are summarised as follows: 

 (1) Perform the direct transformation of Eq. (4.5-2) and derive a set 

      of recurrence relations with respect to ke,n and 

 (2) Calculate a sequence of coefficients k=, n and k:.j, n for ?& .1, 2, 

....... , N. 

 (3) Plot the truncated series of Eqs. (4.5-7)
1 and (4.5-7)2, and 

     estimate the value of Co from a graphical point of view. 

 (4) From the step (iii), determine the tentative first step approxi-

      mate solution. 

 (5) By replacing the variable C by Cx—C -Co' , obtain the translated 

     differential equation Eq. (4.6-5) with Eq. (4.66) as the initial 

      condition. 

 (6) Perform the direct transformation of the translated differential 

      equation considering initial conditions, and derive a set of 

      recurrence relations with respect to k=9 n and ktj,n 

  (7) Calculate a sequence of new coefficientski,~ and kid' n for n=1, 

2, ...... , N", and plot the new truncated series expansion of 

     Eq. (4.6-7). 

  (8) Check whether the connection of the first step approximate solu-

     tion to the second one at the estimated time C=Co is smooth or 

      not. If not, then the estimated value Co ceases to be reasonable 

      and another smaller value must be selected as an estimate of Co', 

      and the procedure is repeated again from the step (4 ). If so, 

      on the other hand, the determination of the first step approximate 

      solution is completed. 

                                                m 

 (9) Determine the value of CO                                   ) and obtain the m-th step approximate 

      solution, applying the graphical checking procedure stated above, 
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 4,7 

upon

  and repeat the procedure until th e m-th step approximate solu-

  tion comes near around the st able solution* of Eq.(4.5-2) , or 
  it covers the whole control inte rval (o,TJ . 

Illustrative Examples 

Two simple examples are provided in this section t
o throw light 

the details of numerical procedure in 4 .6. 

                Gaussian Random Signal

Fig.

 WI)

s+al 

4.3 Block diagram of the

xi(t)

controlled system in example 1

v(t) 

+ ci)

* If the original problem is stationary
, i.e., ,A,p,Q and I are 

constants, then the control signal becomes a stationary function of the 

state as the final instant r takes a large value,(26) The control 

coefficients M4 and K2 for the stationary state can thus be found by 

taking the time derivatives as zero in Eq. (4.5-1) or (4.5-2), and 

solving the quadratic algebraic equations with kr and k;r which 

constitute the elements of stable solutions for the stationary state.
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 4.7-1 Optimization of a Plant of First Order 

     We consider a system as shown in Fig . 4.3. The controlled system 

is described by 

                 x, _- ax,-} d u, , x,(U)= xi,(4.7--1) 

where x,=x,(t) and u,=u,(r) express the controlled signal and the 

control signal to the system respectively. As the author has already 

stated in 4.2, the error signal e,= e,(c) is related to the control 

signal as 

ae, - dui+e i ,(4.7-2) 

where e, is 

e,=v, +av,(4.7-3) 

and e, can be considered as a Gaussian white noise with mean value m, 

and variance cif. The following performance index is considered 

here, i.e., 

               I (ei(l), t ; u, (Io=E{f [ei(p)2+ru, (p)2) dp } ,(4. 7-4) 

(ICt'<T ) 

In Eq. (4.3-8), by letting 

—a, /D=d ; an=r!ls . 2= a112 

@=1,=r (4.7-5) 

we have the following equations corresponding to Eq. (4.3-8) as 

      k, (r) =-a k, (r)+ 2m1 kti(r) -172 ki(r) kii(r), k(U)= 0 
     d2(4.7-6) (

r)= 1- 2akn(r) -d  kn(r) 2 ,k„(U) = 

where both and ku (r) express time-dependent coefficients in 

Ec. (4.3-5). 

     From Eq. (4.7-6), it follows that 

z Kin= - aKi(C) +2 mi Ku (C) - r K, (C) Ka (C) , IC, (0) = U 
(4.7-7) 

d2 
Ku(C)= 1— 2aKu(C) — Ku(C)2 ,Ku(U) = 0 J 
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 By applying the direct transformation formula e, defined by Eqs. (4.4-3) 

and (4.4-5), to Eq. (4.7-7) , we obtain the following equations corres-

ponding to Eq. (4,5_4); 

                    kl." n k, •"-1+.. nmi _ c(4.7-8) 

2ad2                     k
n,n_fin-  k$,,,_1-r~n~.~(4 .7-8) 

where an expresses Kronecker's delta function , defined by 

Sn=1 for n—p 

                      =o for n*0
l (4.7-9) 

and C, U and CU , defined by Eq. (D-22) , are 

ertuu=ofor n= 0, 1 ̀ 
n-2ku(4.7-10) 
                                       =
,4"-Lo '.lu,,, n- H-2 for n-_� 2 

and 

C =0for n==0,1 

          a-2.(4.7-11)                                                    ry 

                                `-kn,uknn-u-2 
u=0 (u±1)(n-u-1)for n >2 

The coefficients, k,,n and kn ,,, can be obtained by calculating the 

recurrence formulae given by Eqs. (4.7-8)1 and (4.7-8)2. 

     On the other hand, since, the respective inverse transformation 

of coefficients, k,,,, and kn, n is given by 

              K1(C)=~on+~nCn+1(4.7-12)1 

and 

K (C=2 k.n Cn}1 
             ,t=on±1(4.7-12)2 

then the solution of Eq. (3.7-6) can be obtained as follows: 

- 84 —

1 

2



               k1(r)=~n+1s"+'(4.7-13)1 

                     k1, (r) _ o-----n+1n+'  T •(4.7-13) 
2 

By. using these results, the optimum control signal u,(t) can finally 

be given by 

                   u1(t)=2r{ k1(T- t) +2ku(T- t) e1(t) } (4.7-14) 
where T is the final instant of control operation. By applying the 

numerical procedure stated in the previous section, we derive the 

approximate solutions of the first and the m-th steps. The first 

step approximate solutions, K,(C)1 and K„(01 ,are obtained by the 

direct application of Eq. (4.6-3) to Eqs. (4.7-12)1 and (4.7-12)2 as 

                                    N 

                     K1(C)1=~,on~1C 0<C<Cnl 
(4.7-15)1 =0for C>Co' )' 

and 

                    ku 
Kn(C)1=4on+1C'~+1 for U<C<Ca(4.7-15)                              •2 

=0for C>Co 

By using Eq. (4.6-10), the m-th step approximate solutions, K,(C)m

and K„(C) m

and

     can be described as 

        /m~.l`N(m-1) (m-1)m_1   (C),(CO)+6~k.1(C—00())n ~ 1 
                       n—p 

                        ( 
                forC~1)(m)                              <C<Co 

=0 

m forC>Co 

                   N (m-1)(P1)m1 ( —)n"1 
K„(C)m=n (Com~—1+                  It---------(C—Co)                n =on+1 

                          ("-1)(m)                       f
or Co<C<Co 

                                           m) 
= 0for C>Co

I

 (4  .7-16)1

(4.7-16)2
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            ~ 1  where k„,° and k„~„) express the coefficients satisfying a set of 
 the recurrence relations as follows: 

 (m-i)                                                 d2 
 n—(_k  k                         l ra 1,m-1'}'~,,mlkIIr 1--
Tklrnr-1knr~1)Sn 

                              d`l]
G(m-1) 

                                                m 

                            (a+rkhr-Y_k1 ,n-1 

dE + (/m_                            2m,-Tk, ,m-1)1k,'n_1 
d2 r(m-,)                                                         (4.7-17)1 _(Cf,u                               r

114',n1)=0-2akIIr~»_rdz&tlrnn-11 E 
              _dz1(m_1)dz                                                          (un (m-1) 4(a+5=621,  m_1)kurn-1—T1 .n',u) . (4

.7-17)2 

where 

                     Titm,_1-K1(C(m~l))m_1 r(4 .718)1 

                                KK (m'1)                   kllrm_1—`(Co)m-1 r (4 .7-13)2 

1 it (m-1) 
                                                      for n=0,i 

                  n-2 (m-1) (m—1)(4.7`19)1 
                         = L kl ° u k,lrn-u-zfor n> 2 

-o (u-1-1) (n- u -1) 

                                             and 

Ccn;ul(m-1)=0for n;0.1 

                     n-21~(m-1)(m-1)(4.7-19) 2                                /
(u±1)(n-u—2 for n>2                     a=0(u+1)(n-u-1)— i 

As an illustrative example for the numerical procedure, we consider 

the case where the parameters in Eqs. (4.7-8)1 and (4.7-8)2 are given 

by 

          a=d=r=1andm1=0(4.7-2o) 

By choosingN=6 and calculating coefficients k1,n and k11,.(n=1, 2, 

..... , 6) by using Eqs. (4.7-8)1 and (4.7-8)2, the first truncated. 
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series becomes 

 K,  (C) °f 0 

                                                        (4.7-21)1     Ku (C) = C—C2+ 0,333333 Cs + 0.333333 C4 

                    0.466666 C5 + 0.155555 C6 + 0 .190476C'. (4.7-21)2 

The numerical plot of the truncated series expression of K1(() and 

Kum for the first step approximation, is shown by the curve (a) in 

Fig. 4.4, In Fig. 4.4, although the precise determination of location 

of the stationary point on the curve (a) is almost impossible from the 

mathematical viewpoint because of the complexity of computation
, we 

can easily find the location only by an graphical consideration . In 

this case, the stationary point is seemed to be laid between C =0 ,6 

and C s0,7. It is quite reasonable to choose the value of a constant 

Co less than that of the stationary point. The value of C.' is,

  ~0.6  

 Y 

     0.4 - 

Y 
a) (.00.2- 
C 
a) a) 
a)•° of 
1 %0 

a) a) 
E°

 a=dwr=  i (a) 

m^—o 

lt) 

(0),(b)(b) 

K( ) 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 

       Auxiliary Time

00 

^^

1.8 2.0

Fig. 4.4 Numerical plot of Eqs. (4.7-21) and (4.7-23) 
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therefore, taken as Ca= 05  . Hence, we can write the first step 

approximate solutions for  k1(r) and ku(r)as 

ki(r)1=0 (0<r< 0.5) (4
.7-22)i 

kn(r)1 =r -1-2 +0.333333 y3+0.3333331.1 

-- 0.466666rb +0 .155555r6+ 0.190476r7 (4
.7-22)2 

(0< r < 0.5 ) 

    Calculation of Eqs. (4.7-17)
1 and (Li.7-17)2 for the case of m=2 

and Co =0.5 gives us the truncated series expression of K1(C) and Ku(C) 

for the second step approximation as 

K1(C)=0 (C>0.5)(4 .7-23)1 

Ku (C) = 0 • 301439+0.306275 (C-. 0.5) - 0 .398598(C- 0 .5)8 

              +0.314565( C- 0.5)3 - 0.143653( C- 0.5)4 

+.0.004460(C - 0.5)' + 0.054521( C- 0.5)6 (4.7-23)2 

- 0.051159( C - 0,5)' + 0.(024213( C- 0 .5)5 

- 0.001296( C- 0.5)9 - 0.008525(C - 0.5)1° , 

                                              ( C>0,5). 

Considering the plot of Eq. (4.7.23)
2as shown by the curve (b) in 

Fig. 4.4, choice of the value (of a constant) Co can intuitively be 

carried out as Coy =1,3. Then the second approximate solutions for 

k1(r) and ku (r) are expressed by 

k1(r)2=0(0.5<r< 1,3)(4.7-24)1 

      kv(r)2=0 .3014 9 +0. 306275( T - 0.5)-0.398598(r_0 .5)2 

+ 0.314565( r-0.5)3 - 0.143653(r - 0.5)' 

+ 0.004469( r -- 0.5)6 -{-0.054521( r- U .5)6(4.7-24)2 

              -U•U51159(r-0.5)'-F-0•024213(7- 055)8 

- 

                00001296( T-0.5)'- 0 .008525( r-"5)", 

(0.5<T < 1 .3) 
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+-
c 
a) 

o 

9- 
a) 
0 

0 

• 

C 0 
C 
a) 
0 
a) 

a 
0 
E 

il-

0.4 

0.3 

0.2 

O.1

Exact Solution 

Numerical Result

Approximate

The 2nd Step 

Approximate 

Solution

Step

3rd

 Approximate 

Solution *

           0 0.2 0.4 0.6 0 .8 1.0 1.2 1.4 1.6 

                      Reversed Time r 

                    (to be continued ) 

                       Comparison of the numerical result with 
Fig. 4.5 

                       the exact solution in example 1 

By repeating a similar procedure , successive calculations can numer-

ically be carried out. 

     On the other hand, since the analytical solution of the second 

differential equation shown by Eq. (4.7-7) can precisely be obtained, 

then it is very interesting to compare the exact solution with the 

approximate one. In Fig. 4.5, the solid curve gives the exact solu-

tion. Comparison of the numerical result with the exact solution is 

given in Table 4.1 with the good agreement. Fig. 4.6 shows the block 

diagram of the optimum control system. 
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Table  4.1 Numerical Comparison

method

 Exact Solution Present Method

time z

0.0 0.00000 0.00000

0.1 0.09006 0.09029
0.2 0.16306 0.16341

0.3 0.22069 0.22109

0.4 0.26289 0.26333
0.5 0,30096 0.30144

0.6 0.32801 0.32838

0.7 0.34875 0.34904

0.8 0.36460 0.36481

0.9 0.37666 0.37684

1.0 0.38612 0.38624

1.1 0.39277 0.39283

1.2 0.39729 0.39698

1.3 0.40199 0.40157

 v,(/) ei(f)
k1a(T— t'

U,(f) Xr(f )

Fig. 4.6 Configuration of the optimum control system
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 Ur(f)

Gaussian

x2(/)

Random Signal v,(/)

X,(f) e,(t)

Fig. LE•7 Block diagram of the controlled system in example 2

4.7-2

The

Optimization of a 

 system dynamics 

X2= du, ,

 Double-Integrator Plant 

as shown in Fig. 4.7 is 

x,(0)=x° 

x2(0)=x z J)

described by

(4.7-25)

     The error signal e, ^e,(1) is related with both the control signal 

u:=us(=) and the desired random signal 4)
, ,(t) as 

e,= ez 

              e2= — duze,I '(4 .7-26) 

where is 

ea_(4 .7-27) 

and e2= 2(t) can be considered as a Gaussian white noise process with 

time-dependent mean value ma(t) and time-dependent variance C (t,), 

As the performance functional to be minimized in this example, the 

following form. is considered;
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                                T 
//,,//^^1             I (e1(t),e2(t),t; u2(1'))=.8{ f Ce1W)2+r u2W)2J  dp }(4.7-28) 

(t < t ' < T ) 

Letting 

U dl 

      Q=1 0(R=0 U > 0 0 ,U r 
(4.7-2.9) 

  _r4                   o           'm L m2(t) J ,10 42 WI 
Eq. (4.3-8) becomes 

       k 1 (z) = 2m2 (r) kit (r) -dz k2(r) k12 (r),1c1(0) = 0 ~1 
      kz=k1(r)+2m(r) k        2()z22(z)-t k2(r) k22 (r)k 2(0) =U 

k12(r)= kn(r)- d2k12(z) k22(r) ,ki2(0)=0(4.7-30) 

                               2 

     ka(r)=1—dk12(r)2,ku co) =0 
 •2 

       k 2,(r) = 2 k12 (r) - f k22 (r)2 ,k22(0) = 0 

and the corresponding optimum control signal u2(t) is represented by 

      u2(t)=2
T{k2(T-1)-1-2k21 (T-t) e1 (t)+2k22 (T- t) e2(t)},(4.7-31) 

where k21 (T — t) is equivalent to k12 ( T -- t ) . 

     Application of the direct transformation to Eq. (LI.7--30) gives 

a set of recurrence relation with respect to coefficients, kl,n , k2, 

k12 ,ku,n and k 22, n , as 

                         k_22,12—d2V.2,12                      1, n—n,un,¢ 

                  12X22 d2 2 ,22                          k
2,n= n kl,n_1f2GIf~nT 11' 

                                                d22 ,22                           k
1z,n=nk,n-i - i cn,u (4

.7-32) 

                                            d2 12 ,12                             k
n,n=on— T~n,u 

                                      2dz 22 ,22 k
22,n=1:n1 ,^ ~n, u 
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where  jf2,p and C denote 
nos 

i,p = 0 
   n,ufor n=0 

n--1(4.7-33) 
                              fr ~2,ukp.71-11-1 
u=o n-ufor n>1 

and 

Cp'q =0     71,11for n=0,1 

                            n-2 ,( .7-34) 

                                                                                           2 kp,ukq• n-u-2                                        for n> 2 +moo (u-1-1)(71-u-1) 

respectively. Performing the numerical procedure with respect to a 

particular set of parameters, i.e., d=r=1 and 1n2(c)z0 s the approximate 

solution of the first and second steps can be derived by 

k1(1)1 = 0 

k2(r)1 = 0 

k12(r)1 = 0. 50000t' - 0 . 03611 r0 + 0.00291r8(>, (4.7-35) 

(T)1 = r -0.05000r° + 0. 00040r9 

k22(r), — 0.33333ra — 0.02619r' + 0.00212r" 

(0� rS 1,0) / 

and 

ki(r)2 = 0 

k2(r) 2 = 0 

kl2(r)2 = 0.4625+ 0.80662 (r-1.0)+0.07638 (r-1.0) 

— 0 .43998 (r-1.0)' -0.14415 (r-1.0)' 

+ 0.13995 (r-1.0)5+0.12841 (r-1.0)6 

           — 0.01246 (.r-1.0)7 

k,l(r)2 = 0.9500+0.78609 (r-1.0) -- 0,37306 (r-1.0) 

         — 0 . 07375 Cr-1.0)3-0.43380 (r-1.0) 

0.03407 (r-1.0)'+0.12008 (r-1.0)6 

+0.10187(r-1.0)' 
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 kta(r). = 0. 3100 +0.82890(r — 1.0) -I- 0. 54967(r — 1 .0)2 

           -- 0.07375(r-- 1 .0)9 --- 0. 43580(r -- 1 .0)4 

          — 0.03407(r --• 1.0)5 -I-0 .12008(r 1,.0)6 

± 0. 01087(f -- 1 .0)2 

                                               (1.0 <rC1 .8) . 

                                                     (4.7-36) 

Numerical plots of Eqs. (4.7-35) and (4.7-36) are shown in Fig. 4.8. 

Table 4.2 shows the comparison of the numerical result with the com-

puted result by the Runge-Kutta's method of fourth order. The table 

illustrates us the effectiveness of the proposed numerical procedure. 

     The block diagram of the optimum control system is also shown in

v 
61•~ 

a) 
0 

0 

d-
C 
N 

c 
0 
a 
a0 
D 

a,

^ L5 

rw I, 

i3O 

r 

  0.5 

H 
.. 0 

0

 =r=1 

m2=o

0.5

`~cl \
11•0"//

Reversed

ti1 

k,(T)

L0 

 Time

k2(r)

1.5

k„ ,. 

k2°: 

k, 2 
k2i

J  
kcc  1 

1.8 '2

Fig. 4,86 Numerical result of example 2
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 4.8 Further Discussions on the Method of .Approximate Calculation 

     In general, the procedure described in 4.6 provides us two dif-

ficult problems. The first is on the determination of a certain num- 

ber Nm+1.) , which determines tyre truncation of infinite series. The 

second is on the estimation of a constant co(m) with respect to a 

certain number N+l). Generally speaking, since it is almost im-

possible to deal with these problems by a purely mathematical way, 

then a graphical checking procedure has been proposed. 

     The author shows, in this section, that the mathematical present-

ation of the present method introduced to connect the m-th step ap-

proximate solution to the m+1-th step one. 

      Let us express an arbitrary component of Eq. (4.6-11) as 

                      Table 4-2 Numerical Comparison

tim

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6

k, z( -6)

Present 

Method

0.0099 
0.0399 
0.0899 
0.1597 
0.2488 
0.3566 
0.4816 
0.6216 
0.7736 
0.9336 
1.0869 
1.2464 
1.3980 
1.5368 
1.6592 
1.7640

Runge-

Kutta' s 

Method

0.0099 
0.0399 
0.0899 
0.1597 
0.2488 
0.3566 
0.4816 
0.6216 
0.7735 
0.9331 
1.0955 
1.2552 
1.4066 
1.5448 
1.6658 
1.7671

kts(Ct)

 Runge--
-Pre ant K

utta' M
ethod 

, Method

0.0999 
0.1999 
0.2998 
0.3994 
0.4984 
0.5961 
0.6917 
0.7841 
0.8720 
0.9540 
1.0246 
1.0905 
1.1467 
1.1927 
1.2284 
1.2557

0.0999 
0.1999 
0.2998 
0.3994 
0.4984 
0.5961 
0.6917 
0.7841 
0.8719 
0.9537 
1.0279 
1.0933 
1.1489 
1.1943 
1.2297 
1.2559

k22(? )

Present 

Method

0.0003 
0.0026 
0.0089 
0.0212 
0.0414. 
0.0712 
0.1122 
0.1653 
0.2311 
0.3092 
0.3980 
0.4947 
0.5970 
0.7010 
0.8025 
0.8971

Runge-

Kutta ' S 

Method

0.0003 
0.0026 
0.0089 
0.0212 
0.0414 
0.0712 
0.1122 
0.1653 
0.2311 
0. 3090 
0.3980 
0.4956 
0.5988 
0.7039 
0.8074 
0.9057
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 Kp (Cm_1)=f (Kp(Cm_1) , Cm_1) , Kp((=kp,m KP(coen-1))m-1 (4.8-1) 

where f is a continuously differentiable function defined for 

(g c,) in a domain-~<Kp<«,and U< C_ 1 < T,and satisfies a 
  p,~—• 

Lipschitz condition in the defined domain.(13) The solution of Eq. 

(4.,8-1) can be expressed by a Taylor series as 
                                                   (m-12 

/ (        (a-1(nNm-1 
          KpCCm-1)^1v1 Kpt°)(C m_1)0+(Cmm—i--Kp`Nlea ,                    n=0                      (k 

              l
-2) , 

(4.8-2) 

(U<e<Cm-1)• 

The first term in the right hand side of Eq. (4.8-2) is written as 

  .-1
y                     (n) 

             V^ 1 Kp          N(0)n(m-1)+1"P(n) (U) 

                   0 

n---------`                           (CCm-1)=Kp(0-1-n=0n I(C m-1) 

                                                         N m— 1)                                          IC(0)  
(C)n+1                               kp,m—1m 0(n+1) n Im'1(4.8-3) 

                                                           (m-1)of the solu- 
Since the relation between the direct transform, Kpn, 

 tion K~ ( C •-1) and the coefficient in a Taylor expansion is

 K(t)

Fig. 4.9

e,(t)
k22(T —t )

east) lkT-t)

'--- Optimum Controller

UY(t) x,(t)

Configuration of the optimum control system
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                           k(n1-1)_KP(n+1(0)  P, nn!(4.8-4) 

then, Eq.(4.8-3) becomes 

                       N m- 1)(n) 

                             lo) (C m_1)n=Kp (Cm_1) m . 
 o (4.8-5) 

By using Eqs. (4.8-2) and (4.8-5), the difference between the m-th 

step approximate solution, K
p( C_1 )., and the exact solution of m 

times translated equation, K(C a-1), therefore, is expressed as 

                       C +)2
(P41(2?) 

         

I KP (Cm-1)m—KP (Cm-1) j S (
N (m-1)+2) ! K 

                                  ,,A, (m-t'2(m_l) 
< (Cm-1.; max { i KC,N +(e) 1 } , 

                            or04.4) 2) 1 

Co<e<Cm_1) . (4.8-6) 

On the other hand, if we introduce the Tn+1-th step approximate solu-

tion at Cm_1 =C0(.0, the translated equation and its initial condition 

respectively are expressed as 

q7                     KP(Cm)=.fl(Kp(Cm) • Cm) (4.8-7) 

and
((m) 

                                                                       pp                      Kp(0 1Cp(C,m))m IKp(C0)—s , (4 .8-8) 

(m) 
where Cm=C — Co • 

     By a similar procedure, we obtain the relation concerning the m+1. 

-th step approximate solution IC( C a ) m-{-1 as 

                                     (mm+2')(N(m) 
                Kp(Cm)=Kp(Cm)m+1+ Cm Kp (77)) 

( m+2)1 

(O<n < Cm ) ,(4.8-9) 

where 

                           N(m)k(m) n-{-1 (m). 
               KP (Cm) m+-1X 0n+1(C.) +KP (Co(m))m 

                            1V(m-~(n                                                        (4.8-10)                             jy}1K) 
="P no(C1 
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    Substituting  Eq.(4.8-5) into Eq. (4.8-2_), differentiation of Eq. 

(4.8-2) with respect to C,,,_1 gives us 

KP (Cm-1)m—Kp (Cm-1) — ((m_1)----------------- Kp (~(4.8-11) 
(N+1)! 

By differentiating the both side of Eq. (4.8-9) with respect to C. 

we obtain 
                                           (m                                    N+ 1 N('")                                       2)           K

p (Cm)m-f-1Kp(Cm)-(Cm) Kp(+())(4.8-12) 
(0-1-0( 

     From Eq. (4.8-11) and (4.8-12), the following relation is derived 

IKp(Cr-1)m—Kp (Cm)m-~1I ~. IKp(Cr-1]-Kp(Cr) 

+ (Cm-)N(m tl I Kp(N( 1,3 
(m_1)                                 (N +1) 

                                ~m+1 ,gym) +CCm) (+() 

                                     

I K)I .(4.8-13)                                             (m)                                                                  p 
                          (41) ! 

In Eq. (4.8-13), taking the limitof tending Cm-.l 0 and cm_ 1 C0(*)-0 

simultaneously, we derive the relation as follows: 

1 irn I Kp (Cm-1)m-Kp (Cm)m+1 I 
          Cm--+0 

                 m 

        iCo) 0 
Jim I Kp(Cm_1)—Kp(Cm) I 

                           Cm
/!0 
                 C m_ 1-COm) 0(m— 1 ) 

( m) N +1N('.l)+ 2 (C
o) 1) IKp\(F) I • (4.8-14) 

                                (1V +1) ! 

With the help of Eqs. (4.8-1) and (4.8-7), the first term in the right 

hand side of Eq. (4.8-14) becomes 

l in1 I Kp (Cm_1) °Kp (Cm) I 
   Cmy± j (m) (m) 

      C._1---Co -o=1 .f(Kp(Co )yCo)—fl(IC(o), 0) I •(4.8-15) 

By considering the definition of a translated equation, we get 

           fl (Kp(0) , o) =f (Kp (Com)) m , Co.(m)) 

                                                          (4.8-16) 
                        =f (IC ,(C 0(m)) - S . Co (m)) . 
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Then, substituting Eq.  (4.8-16) into Eq . (4,8-15) and using the 

Lipschitz condition, we have a relation 

1 im Kp(Cm_1)-Kp (Cm) I <K 18 I, Cr-.+o 
(4.8-17)               C 4.

0(410 

where K is a Lipschitz constant. The substitution of E
q. (4.8-17) 

into Eq', (4.8-14) gives us a relation as follows: 

1 im Kp (Cm_1) m—Kp (Cm) m+l I 
Cm—'+ 0 

C},m1)   m-1—Co~m~-0(C
O(ml+1(N(m_1)2                   <!CisI+
(m_1)                                   max {IK(e))I},                         cm+i) 

(0< e < C)(4 .8-18) 

Since the right hand side of Eq. (4.8-18) is non -negative and further-

more there is a relation as 

                       (Cpm)N(.-1+ 1('n-1       IsI<KIaI+ 
On-0max {IK(P))I), Cif +t.) t(4.8-19) 

where             (m-14 "1-22,)          (Co(my~2        ISI< 
m_1max {Lb;(eI},     C)

+2)(4.8-2o) 

then, it turns out that the connecting criterion proposed in 4.6 is 

equivalent to improve the accuracy of the m--th step approximate solu-

tion Kp(C._1)fi. This is the mathematical interpretation of a graphi-

cal checking procedure presented in 4.6. Fig. 4.10 illustrates the 

details of procedure determining the value of Co in the earlier example, 

4.7-1. 

     It must also be added to notice that the present method of ap-

proximate calculation is conceptually equivalent to the concept of 

sub-interval optimization technique described in 1.4-1. In this case, 

however, the pseudo-optimization in the m-th sub-interval(Co(~1)' Co(m)) 

is carried out by using the m-th step approximate solution. 

4.9 Concluding Remarks 

     In this chapter, an analytical method for synthesizing an optimal 
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control system with Gaussian random inputs is presented. By extend-

ing the method of Taylor-Cauchy transform, a  near-optimal approach is 

described to solve a set of non-linear differential equations which 

yields the optimal control characteristics of the designed system. 

Several illustrative examples are also presented in detail to emphasize 

the effectiveness and validity of the proposed method,
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CHAPTER 5

CONTROL CHARACTERISTICS OF AN OPTIMUM FINAL -VALUE 

CONTROL SYSTEM UNDER RANDOM ENVIRONMENTS

5,1 Introductory Remarks  

     Recently there has been a growing interest in a class of control 

systems which are characterized by the requirement that given variables 

need to be controlled accurately only at a pre-assigned instant of 

time. Such control systems have been called the final-value or the 

terminal control systems. In fact, many problems in automatic con-

trols may be reduced to this class of problems. Both the landing 

control problem of an aircraft and the start-up problem of a chemical 

reaction plant are typical examples. 

     Basic studies on these final-value control systems have been car-

ried out by  R.C. Booton, Jr.,(6)(7)(8)C.W. Steeg & M.V. Mathews,(33) 

A. Rosenbloom(45) and other8.(37)(38) Extensive studies on the design of 

final-value control systems are presented by L.S. Kirillova(29) or S. 

Katz.(28) Although many papers concerning final-value control systems 

have been reported, since the most of them are based upon the sophisti-

cated configuration by R.C. Booton, Jr.,(6) then there remain many 

fundamental problems on the optimum structure, or optimum control char-

acteristics of final-value control systems, especially on the optimum 

structure under random environments. 

     The author's principal object in this chapter is to explore, in 

detail, the characteristics of control action which a final-value con-

trol system subjected to random environments must have. The design 

technique presented here is the application of an optimization theory 

based on the concept of Dynamic Programming. Present considerations 

are, therefore, limited to the following two very concrete and parti-

cular stochastic control situations; (1) the time-invariant linear
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second order controlled  syetm with an additive random 

and (2) the randomly time-variant second order linear 

are .considered under the performance index defined in 

final-value control with control energy constraint. 

5.2 Mathematical Statement of Stochastic Final-Value

disturbance, 

controlled system 

the sense of

Control Problems

     In this section, we. describe the mathematical background of the 

stochastic optimum control theory by somewhat the similar way of S. 

Katz.(28) Stochastic optimization problems have recently been develop-

ed based on the theory of Markov process,(~5) and more rigorous dis-

cussions are found in W.M. Wonham°s(51) or other papers.(20) 

     We assume that the dynamical behavior of a controlled system is 

adequately represented by a set of known ordinary differential equa-

tions which may be put into the form; 

xt=xi4-1 (i=1, 2, 3........., n-1) 

                                                               ,(5.2-1) 
                   xn .f(x, , x2,...... ,xn; u) +9(x„x2,, xn; u)e) 

(0< I <T) , 

whereat -(xi , x=, ......,xm) is a state vector of the controlled system, 

x(0)=e=(ct , c „ .......,en) is an arbitrary given initial state vector. 

In Eq. (5.2-1), T is an arbitrary pre-assigned instant of time named 

the final instant of control operation or simply the final time. 

     For the final-value criterion functional which is to be minimized, 

we choose 

                  Rf=F {f, Ai (x2d--xi(T))24-u u(p)2dp } , (5.2-2)*

Strictly 

criterion

speaking; the 

with control

functional Rf is referred 

energy constraint.

to as a final-value
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where  xid is the desired value of a state variable x, at the final 

time T and both di and k are respectively assumed to be constants 

which are called performance weights. In Eq. (5.2-2), the symbol E 

expresses the ensemble average of what appears to its right under the 

condition of observing the state variables of the system at present 

instant. Our problem is to obtain the optimum control variable u' 

which minimizes the functional (5.2-2) under the controlled system dy-

namic equations (5.2-1). 

     We consider the arbitrary time t =t (o < t <T) , The performance 

criterion functional to be minimized at the time interval left before 

the final time T, namely, at the time interval( t, T] is 
       n-1T 

              R1,t—E{IAix:(T)2+af u(p)2dp } 

         Tn_1n-1(5.2-3) 
E{.f(Z 2Aix:(p)xs+3(p)+11u(p)9dp)+AiXi (02 

ti=71 

where we assume, for convenience, without any loss of generality that 

the desired value of the state variable xi at T, namely, x:d , is zero. 

Instead of minimizing Eq. (5.2-3), it is sufficient for us to 

consider the minimization of the following functional I, 

n-1 
               I=E{ fT ( 2Aixix^+l+uuz) dp }(5.2-4) 

t t_1 

because both the functionals R1,t and I attain their minima simul-

taneously. 

     To make the optimization problem more concrete, we resort to the 

well-known imbedding procedure of Dynamic Programming.(3) Letting 

                                                    Tn-1 

                  Cb(x ; v) =min E{t( 2Aix1xt+1+uu2) dp } ,(5.2-5) 
u• 

and then applying the procedure presented in Appendix C, the required 

relation becomes 
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          80 n-1 

ar—mun { 2dixix41+uu2 

                     • n-a 

                  +~ 2i.~,ax±Cf+Sm)800.2-S 
i=1,0x, 2 

    From Eq. (5.2-5), the boundary condition 

(x ;0=0(r-0) . 

     In Eq. (5.2-6), the expression min means 

appears to its right which can be attained by 

5.3 Particular Final-Value Control Problems

a2A   } 
axn 

for is 

the least 

variation

     (5.2-6) 

apparently; 

     (5.2-7) 

value of what 

 of u.

     In order to explore the characteristics of final-value control 

systems. two particular control problems are considered here, the one 

is concerned with the controlled system subjected to a random distur-

bance and the other is concerned with the controlled system containing 

randomly time-varying parameters. 

5.3-1 Controlled System Subjected to a Random Disturbance 

     For the controlled system, we consider a second order linear 

system with a random disturbance e (t) as shown in Fig. 5.1. 

     The dynamical characteristics of a controlled system may be des-

cribed by 

Random Disturbance

 U

Control

 +"" LS(s+a) 
Variable

x

Controlled Variable

Fig. 5.1 Controlled system with a random 
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               xl — x2  ,  x ia = el                                                         (
5.3-1)                       x

2=-ax2-f-u+E , x2(0)=c, 

where 

x1=x and x2 = x (5.3-2) 

and a is a given constant. In Eqs. (5.3-1) the symbol o°." is used to 

represent the first derivative with respect to time variable t. 

     As the performance criterion functional to be minimized in the 

sense of the final-value control, we consider 

Rf=F( Ax1 (T)2-f-li f Tu(p)2 dp) ,(5.3-3) 

where 2 and u are respectively positive constants, with the relation; 

2 +u=1 . 
(5.3-4) 

     We assume that the disturbance e (t) is a stationary white Gaussian 

process with the mean m and the variance az. 

     Then, according to the discussion in the previous section, we can 

obtain the functional equation; 

                  a_=m n { 22x1x,-±gu2-Fx,— 

                                                               1 ao a` ago(5.3-5) 
                                   +(u-I m-ax2)ax 2+ 2 axe } J 

=0 (r=0) 

     We can thus obtain the optimum control variable 2 by differenti-

ating the right hand side of Eq. (5.3-5) and putting it equal to zero, 

i.e., 
                               1 ao u

=— — — •(5.3-6) 2
a ax, 

Substituting Eq. (5.3-6) for the value of u as the minimum in Eq. 

(5.3-5)i we have 

                80 =2Ax1x2 7--x2+als  (m-ax2)a
x2 Or 

                        1 am 2 02 a2m (5.3-7) 
                               4u( 8x2)2 ax22 

0=O (r=0) 

     The problem is, therefore, reduced to solve the partial differ-
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ential equation given by Eq. (5.3-7) and to obtain the optimal control 

variable  m by Eq. (5.3-6). 

    For the purpose of solving Eq. (5.3-7), it is an usual way to 

assume its solution in a polynomial of x1 and x, as* 

Is (x1 , xz ; r) = k0 (r) +ki (r) x, +k2 (r) x, 

+k, (T) xi xz + k. (z) xi +k, (r) x2(5,3-8) 

where k, (s) , if,( T) , .....and ks (r) are the functions of r only. In 

order to determine each coefficient ko (r) , k, (r) , .....and k, (r) , 

substituting Eq. (5.3-8) into Eq. (5.3-7) and equating the same power 

of x1, x, and so on we have a set of non-linear simultaneous ordinary 

differential equations; 

kQ = mkt -42/4,j-f-a2k6 , k.(0)=0 

                   Ic,' = mks—k2 k2/2u , ki(0)=0 

                   k2 = k1+2mk, -ak2- k2k, /u , k,(0)= 0 

                   Is;22+2k4-aks-k,k./u, k.(0)=0                                                        (5.3-9) 

                k41= —4/4,a ,u ,ka (0) = 0 

ks'= k3-2ak, -kg/u ,ks(U)=0 

where the symbol ":" represents the first derivative with respect to 

the reversed time variable r. 

     Although it seems very difficult to obtain the solution of the non-

linear simultaneous Eq. (5.3-9), one way of solving them has been pro-

posed in the previous chapter, using Taylor-Cauchy Transformation. The 

Runge-Kutta's method of fourth order(5) is, however, applied here, with 

the help of an electronic digital computer. 

     From Eqs. (5.3-6) and (5.3-8), as the optimal control variable we 

have1 a0 —_x(5.3-10)                   —Er ---—{k,n(r)+kP(r)x1+kd(r)2} 
                        2s 8x,

The  existence 

developed by

theorem of the solution of a type of Eq. (5.3-7) is 

W.H. Fleming.(19) 
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 where for simplicity, we put 

                  km (r)kz(r)kp(r)!ks() and kd(r) =k6(2)        2
,u2uA 

     It must thus be noted that the three coefficients, k2(r) 

and k,(r) are related with the control variable. The optimum 

variable which minimizes the performance functional (5.3-3) is 

viously given in Eq. (5.3-10). It can thus be found that the 

value control system is realized as a feedback control system 

variant bias km (r) , and time-variant feedback. gains kP (r) and

 (5.3-11) 
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       The configuration of the final-value control  System considered here is 

       schematically shown in Fig. 5.2. 

            Consequently, the characteristics of the final-value control system 

       can be investigated by examining the control coefficients km(r), kk(r) 

      and kd (r) . 

            Control coefficients kk(r) and kd(r) are respectively plotted in 

       Fig. 5.3, where a2-1.0, m-0 a a=0 d - 0.5 and A=1).5.  km (r) is always 

       equal to zero in the case where m=0,  of which property will be dis-

       cussed in the later section, then km(r) is omitted. in Fig. 5.3. 

            In Fig. 5.3, as well in the following Figs., it must be noticed 

       that the horizontal axis represents the reversed time r and that the 

        real time t moves along r-axis from right to left, so r=T and r~0 mean 

        the initial time i=0 and the final time t=.T respectively. 

            Comparing the curve of k.p (r) with that of kd (r;) in Fig. 5.3, it 

       can be found that the proportional feedback gain kP(r) is larger in

Fig. 5.3
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small r and takes its maximum value at smaller r than that of the 

derivative feedback gain  kd(f), and that kp(r) decreases to zero more 

rapidly in large r than kd(r). Considering this fact, we may con-

clude that, when r is large, the final-value control system shows the 

operation as a derivative control system and as the value of r decreases, 

the characteristics of the control action become those of a proportional 

control system. Further discussions will be carried out in 5.4. 

5.3-2 Controlled System with Randomly Time-Varying Parameters 

     We consider here a system having randomy time-varying parameters 

for the controlled system as shown in Fig. 5.4, of which dynamic 

characteristics are described by 

/1==x2 ,xi(0)= c, 
(5.3-12)                       x

2 --a(t)x2 +b(t) u , x2(0)= e2 , 

where x1=x and x2=1 respectively. The random parameters a (t) and 

b(t) are independent with each other and are respectively assumed as 

a (t)—a+a (t)(5
.3-13) 

b (t)=-, (t) 

                                                                                                                                •

Control 

Variable

Fig.  5.4

(t)

0(t)

Controlled 

Variable

L--------------—J 

    Controlled System 

t), b(t ): Random Parameter 

  Randomly time-variant controlled system 
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In Eq.  (5.3-13), a and 13 are the known mean values of a(t and b(t) 

respectively. Botha (t) and p( t) express random portions of a(t) and 

b(t ), which are respectively considered as stationary white Gaussian 

processes with zero mean and respective variances As and B'. Thus 

Eqs. (5.3-12) are expressed in the form; 

x,=xz 

                 x2=-ax2+flu+JA2 x:B271()(5.3-14)                                +uat 

where ti(t) is a stationary white Gaussian process with zero mean and 

unit variance. 

     We consider again Eq. (5.3-3) as the criterion functional, and 

according to the discussions in 5.2, we have the functional equation; 

a80 

        8z.=min { 2dx,x2+uuz+xzax, 

                         qamA2xz+B2u2  020(5.3-15)                     —(ax2—fu)ax2 + 2 

                                                                              z 

          ~= 0 ( z=0) 

The optimum control variable u can therefore be determined by 

                       z ,Bax+2,uu+BZ.920             - 2u—0(5.3-16) 
    zz 

that is to say 

act,a2(5.3-17) 
         u= ax(2u+) .                                 B2axe 
     22 

Then Eqe (5.3-15) becomes 

        ~~=2.1x1 x2           Or 

         z2z820 

+{a/(2u+B2ax) -1}# (sax) / (2,a+ B2axe ) 
   z2 

00 —00 A2 x2020 
             +x2Ca xl—aaxe)+2 ax2 

             +22f. (axz)zax~/ (2,,,±)322_25__)2(5.3-18) 
0=0 (r=o) 
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By assuming the solution of Eq. (5.3-18) as the same polynomial in 

Eq. (5.3-8), we have 

        ko'=  --1§2k://4 (1.4+B2 k5) ,k0(U)=U 

k,' = —71 2 k2k5 /2 (u+B2 k,) ,ki (U)= U 
kz'= k, —ak2 —T92k2k5/ (u+B2k5) ,k,(U)=U 
k,'= 22±2k, —cGks—g2 ksk5/ (u+B2k5) , kg ((A= 0 
k•'= —/82 k; /4 (u+B2k5) ,k4(0)= U(5.3-19) 
k,'= k,+ (A2-2a)k5—, 2ke/(/1+B2k5) ,k 5(U)=U 

From Eqs. (5.3-18), and (5.3-17), we have the optimal control action 

as 
-{ k1,(r)+kp(r)xi+kd(r)x2 ) ,(5.3-20) 

where 

km (r)= p 42(r)/2 (u+B2k5 

kp ,8 ks (r)/2 B2k5)(5.3-21) 

               kd(t)=ljlc, (0/ (11 

     Then it is found that the optimal final-value control system to 

be designed here is also realized as a feedback control system with 

time-variant control coefficients k,. (r) , kp (r) and kd (T). Its con-

figuration is the same as that shown in Fig. 5.2. First, the case 

where a(t) is a random process with the value of the variance 42=1.0 

and b(1) is a deterministic process i.e., B2=0, is numerically com-

puted with other numerical data as .i==0,  p= 1.0 and A=A := 0.5. 

     The numerical plots of the proportional feedback gain kp (r) and 

derivative feedback gain kd(r) versus reversed time r are shown in 

Fig. 5.5(a). 

                                                                                                          Z 

     Second, the case where a (t) is deterministic (i.e., A=0) and 

b(t) is a random process (i.e., B=1,0) is computed. The results 

are shown in Fig. 5.5(b) with other numerical data as 1=0, ,8=1.0 and 
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                       (a) Influences of 114 

               Fig. 5.5 Time dependent coefficients kp (r) 

                             and kd (r) vs. reversed time r 

d=a=0.5. In both Figs., the broken lines show the corresponding 

deterministic cases, i.e., AE °B}=0. 

    From Eqs. (5.3-19), it is found k2 (r) is always equal to zero. 

It is obvious that 

                    km(r)= 0 (r> O) ,(5.3-22) 

that is to say, the time variant bias km (r) is not necessary in any 

cases. 
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5.4Further Considerations 

     In this section, we discuss about the effects of changing the 

controlled system parameters and the performance weights on the control 

characteristics. 

     First, we consider the case where the controlled system is sub-

jected to a random disturbance given in the previous 5.3-1. 

     The effects of the selection of values of d and a on both the con-

trol coefficients kp (s) and kd(r) are respectively shown in Figs. 

5.6 (a) and 5.6 (b) It is evident from Figs. 5.6 (a) and (b) that, as 

the value of 2 trends to 1, since the feedback gains kp (r) and kd (T) 

become to take too much large value. Then it is physically impossible 

to instrument the controller for a final-value control in the strict 
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sense, i.e.,  A--=0 in Eq. (5•3-3). Therefore, if we are confronted to 

design a final-value control system in the strict sense, it is neces-

sary to add a magnitude constraint on the elements of controller and 

to treat the design problem as a bounded control problem. The effects 

of the values of a are shown in Figs. 5.7 (a) and 5.7 (b). These 

results reveal use from the physical point of view, that the system 

may be less sensitive as the value of a increases. 

     Since it is pressumed from Fig. 5.6 (a) that the point of chang-

ing control characteristics is not affected by a system parameter but 

by a performance weight , then it is very interesting to plot the 

point which is the intersection of kp(s) and kd (r). Fig. 5.8 shows 

the plot of such points where a and a are shown as parameters. 

     We consider about the effects of the presence of the mean value 

m of the disturbance e (1) on the control coefficients km(r), kp(r), 

 and kd(s). It is clear, from Eqs. (5.3-9), that only ko(r), k1 (r) 

 and k, (s) are related to m .Both kp (r) and kd (r) are, therefore, 

 independent of the value of m . Only km (r) is related to m , and 

 this is shown in Fig. 5.9. If m is equal to zero,1s2(r) must always be 

1r 
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equal to zero from Eqs. (5.3-9). Then  km(s) must be zero from Eqs. 

(5.3-11). If r is sufficiently large, it is expected from Eq. (5.3-9) 

that 
lilmkm(r)=m, lim kp (T)=0 and 1i kd (r)=O . 

       s .~r ~~r_.«(5.4-1) 

Therefore, km(s), roughly speaking, plays a role to cancel the mean 

value portion of the random disturbance e(6). Moreover Eq. (5.4-1) 

may express that the final-value control system behaves as a free 

system,(~7) since feedback loops are broken, if r is sufficiently large. 

     Finally, we must pay our attention to the variance 02 of the 

random disturbance e('). Since, from Eq. (5.3-9), we can easily 

find that k,(r) can only be affected by the values of the variance a2 

and that all the coefficients k2 (r) , k, (r) and k, (s) are indepen-

dent of a2, then the value of the variance a2does not make any 

effects on the control coefficients km(T) , kp (r) and kd (r).
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     ~.y.Y FrFy,

    Second, we consider  the case where the controlled system has 

randomly time-varying parameters discussed in 5.3-2. The effects of 

changes of a are shown in Fig. 5.10. From Fig. 5..10, we can find that 

the effects of the values of a are almost similar to those discussed in 

the previous case where a(t) is not random. The effects of the value 

of A have also been examined, but the results are the same, so we will 

never mention them, In particular, the fact should be emphasized 

that if the parameters of a controlled system have randomly time-

varying characteristics, then both the value of the variances Aland B' 

are simultaneously related to control coefficients kp (r) and kd (t). 

When both Al and fl3 are not zero, control coefficients are shown in 

Fig. 5.11 with the values of a set of parameters A2 z140, B2 =1.0 

101.0,1i =0 and 2= u ^0.5. 

       Lastly let us consider the effect of random parameters a(t) and 

P(t) on the control characteristics referring the results as shown in 

x I.0 
,/ kdt-r
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 Figs. 5.8 and 5.10. Fig. 5.10 shows the comparison of control co-

efficients subjected to random parameters. It is evident from Figs. 

5.8 and 5.12 that the effect of a(t) is equivalent to that of decreas-

ing the value of a system parameter a, that is to say, it makes the 

control system more sensitive. This effect is easily understood by 

comparing the location of the point of changing control characteristics, 

with that of the point where a (0)=0 in Fig. 5.12. The effect of ,B(+) 

seems, on the other hand, to be equivalent to that of decreasing I . 

This is easily recognized by comparing the curves numbered 1 with these 

marked 3 in Fig. 5.12. The effect by both random parameters a(S) 

and p(1) is that the controller becomes of less final-value control
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but of more derivative control, which is to counteract the increased 

sensitiveness caused by the random parameter a(t). 

 5.5 Concluding Remarks 

     In this chapter, the author has discussed about the optimum 

design technique of the final-value control systems and about what pro-

perties they must have. Both the final-value control problem with a 

linear time-invariant second order controlled system which undertakes 

a random disturbance, and the one with a linear randomly time-variant 

second order controlled system are studied in detail. 

     It should emphasized that the characteristics of the optimum 

final-value controller must become time-variant to a high degree. 

Roughly speaking, the final-value control system operates as a free 

system, that is to say, as a system with no feedback loops, at the pri-

mitive stage of the pre-assigned control duration. The derivative 

action becomes to play a stronger role with the lapse of time. And at 

the final stage, the proportional action becomes stronger-

     It is also emphasized that if we are confronted to design a final-

value control system in the strict sense, it is necessary to add a 

 magnitude constraint on the elements of controller and to treat the 

 design problem as a bounded control problem. 

      It is also made clear that the situations are considerably dif-

 ferent between the controlled system subjected to a random disturbance 

 and the one with randomly time-varying parameters.
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PART III

ON-LINE COMPUTER  OPTIMIZATION 

TO NON-LINEAR CONTROL SYSTEMS

APPROACH



 FUNDAMENTAL CONCEPT OF AN ON-LINE COMPUTER 

  CHAPTER 6 OPTIMIZATION APPROACH TO NON-LINEAR 

             CONTROL SYSTEMS AND ITS APPLICATIONS 

6.1 Introductory Remarks 

     In recent years there has been a growing interest in the idea of 

controlling a complex process by using high-speed modern computing faci -

lities. Several attempts have been carrying out both in and out of 

this country to control such complex processes as chemical reaction 

plants or power supplying plants. Most of the attempts are focused 

on the investigations to the dynamic optimization of a complex process 

subjected to the change of its environments, which effect the perform-

ance of the process to be controlled. And the method of attack is 

application of modern control or optimization theories. As the author 

has already stated, the modern theories are developed upon the basis 

of complete mathematical description of the design problem. However, 

from the view point of controlling a real plant, there remain many pre-

liminary problems in applying the theory of optimum control because all 

the design specifications are not given in a precise mathematical forms. 

That is to say, some of them may be given graphically or numerically as 

the data of experimental studies. Then it is necessary to determine a 

mathematical presentation which is almost equivalent to the experimental 

data. This procedure is in general considered as an inverse problem(43) 

which yields another type of difficult mathematical problems to be 

studied such as problems on the existence or uniqueness of a solution. 

Furthermore, since this procedure possesses the feature of "cut and try 

method" in some sense, then the process to be controlled becomes the 

more complicated, the more tedious the procedure becomes and it should 

be carried out through a digital computer.Therefore, the more com- 

plicated the construction of a controlled plant becomes,the more dif-
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ficult the  mathematical description of the optimization problem under 

many associated physical constraints results. Furthermore, the rigor-

ous mathematical solution of the problem is hopeless at the present 

even though we utilize gigantic high-speed digital computers. 

     In this chapter, from a quite different point of view, the funda-

mental idea of on-line computer optimization approach to non-linear 

control systems is presented by extending the concept of sub-interval 

optimization stated in Chapter 1. From the view point of computer 

utilization, an attempt will be done to explore a practical design pro-

cedure for designing non-linear control systems subjected to the physi-

cal limitations which are not completely described in mathematical for-

mulations. Two examples will be presented to show the idea in detail. 

6.2 Fundamental Concept of an On-Line Computer Optimization

coloerated with State Adaptive Performance Criterion

6.2-1 Description of the State Adaptive Performance Criterion 

    Among the design specifications the most important seems to be a 

performance specification and its mathematical presentation, a perform-

ance index or a performance functional. The determination of perform-

ance functional, although somewhat a matter of experience and ingenuity, 

is suggested by the performance specifications of the design problem. 

The allowable latitude in this determination is very much a function of 

dynamic difficulty of the design problem. In particular, more difficult 

design problems require more accurately determined performance functional 

if the performance specifications are to be met. The most widely used 

approximation is to choose a quadratic form of functional because it is 

feasible to treat. Especially in the case of problem controlling linear 

dynamical plants, the quadratic form of performance functional gives us 

the configuration of optimum linear feedback control systems as present-

ed in Chapter LE or 5. In spite of the many application of optimum 
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linear feedback  controls,(35) the non-linearities associated with many 

important design problems can not be avoided. Furthermore, many ap-

plications in real plant control problems require the use of non-

quadratic forms of performance functional because of many physical 

limitations related with non-linearities. 

     Generally speaking in the optimization problems, however, the more 

complicated forms take the performance functionals, the more hopeless 

becomes their rigourous solution. Then it seems to be of importance 

to study the form of performance functional which is feasible to solve 

:economically, and furthermore is flexible to satisfy the various types 

of performance specifications. 

     Let us trace back to the starting point of "control" and consider 

what the basic structure of performance functional is. Fundamentally 

speaking, the very object of"control" is to reduce the error itself or 

the corresponding "loss" or "cost" caused by the error at the next 

instant with irrespective of its quantity. However, for doing this 

there should be an infinite control power and this idea is revealed to 

be unfeasible. Then the object of "control" is soften to minimize the 

 amount of "loss" or "cost" associated with control processes as soon as 

possible under physical limitations. There are, on the other hand, 

 two types of "loss" or "cost" in control processes. The one is cal-

 culated with respect to the error itself or the effects caused by it, 

which is referred to as an error-cost. The other is calculated with 

 regard to the expenditure of control action, which is referred to as a 

 control-cost. Since these two cost are essentially exclusive each 

others then if we only minimize the error-cost the corresponding control-

 cost shall be much increased. Recalling the object of "control" 

 again, the control processes may be classified roughly into the follow-

 ing three phases;
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 Phase-I minimum-error control : If there is a large quantity of 

error or effects caused by it, a control action should be exhausted 

to make the error small as quickly as possible without regarding to the 

expenditure of control-cost. This phase of control is named as a 

"minimum-error control" phase because it is quite similar to that of 

minimum-time control or final-value control. 

Phase-II minimum-energy control In the case of a small quantity of 

error within a kind of engineering tolerance, the corresponding control 

should be determined by taking a heavy attention on the expenditure of 

control-cost. Then this phase of control is referred to as a "minimum-

energy control" phase. 

Phase-III minimum-error control with energy constraint In the case 

where there is a considerable quantity of error, the control action 

should be carried out by minimizing the compound cost which is defined 

as the appropriately weighted sum of error-cost and control-cost.* 

The title of this phase of control is a natural result. 

     Let us pay our attention to the phase III and consider the details 

of this phase. That is, in this phase of control situation, the 

control action is very much affected by the selection of a weighting 

factor. Since it is natural to consider that the selection of a 

weighting factor should be related to the quantity of error, then the 

following concept of "state adaptive cost function" or "state adaptive 

performance functional" is available to unify the three control phases 

stated above. 

Definition: The cost function or the performance functional whose 

      form is enable to change itself depending upon the present and 

     past informations with respect to the related systems (state 

     variables of the related systems, the rest of control energy, the

* (compound cost)=(error-cost)-f-(weighting factor)X(control-cost) 

                               - 125 -



    rest of operation time and so on) is referred to as a "state adap-

     tive cost function" or a "state adaptive performance  functional". 

6.2-2 Fundamental Concept of Sub-Interval Optimization co-operated 

        with State Adaptive Performance Functional 

     For on-line computer utilization, a suitable method is desired in 

order to perform the optimization simply and rapidly. This means that 

it is desirable to choose the performance functional whose structure is 

simple. Let us suppose that presentation is restricted to the discrete 

case, and consider a sub-interval optimization technique which recom- 

putes, utilizing the best information available at present, the optimi-

zation problem at discrete time intervals of time p . In this manner, 

feedback control can be obtained by measuring state variable of the 

actual controlled system. For this purpose, we introduce the following 

type of state adaptive performance functional; 

i-i 

Jpi c)=te (k+i) IP[e(k)) e( k+i)+ws(k +j)Q (e(k))(k +j) p,(6.2-1)                                        j=o 

where e(4 and a(k) are shorthand of c(k6) and ui (kp) respectively. 

They respectively express an error vector e and acontrol vector ra at 

 the k-th sampling instant, i.e., t= kp i denotes the integer ex-

 pressing the duration of sub-interval ( kL, k+ i p ), and p is sampl-

 ing period.In Eq. (6.2-1) , p (e (k) ) and Q (e (k) J are positive 

 semi-definite n X n and rxr matrices respectively, which express 

 weighting factors depending on the present state of the system, and 

 they are named as "state adaptive weighting factors". The first and 

 second terms in the right hand side of Eq. (6.2-1) mean the error-cost 

 and the control-cost respectively. The noteworthy point of Eq. (6.2-1) 

 is that it is different from 

        t,--if(k+j)QC+j)11(kp• (6.2-2)      J
; {k) —e (k+i)R''(k-~i)a (k +i) +~,k~ak+1) j=a 
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In other words, from Eq. (6.2-2) we can derive a time dependent or time 

scheduled control policy,while Eq. (6 .2-1) provides us a state adaptive 

control policy. That is, since weighting factors  /p(e  (k)) and Q 100) 

in Eq. (6.2-1) are functions of the present state variables, then the 

computed optimum control vector from Eq. (6.2-1) becomes much more 

heavily depend upon the present state than the computed optimum con-

trol vector from Eq. (6.2-2). In other words, it results from the fact 

that the rule in Eq. (6.2-2) for finding the point of compromise between , 

the error-cost and the control-cost is pre-assigned without regarding 

to the actual states of the system. It is also interesting that if 

we restrict a controlled plant to be linear the characteristics of 

optimum controller derived from Eq. (6.2-1) becomes non-linear while 

Eq. (6.2-2) provides us a linear optimum controller. The non-linear 

characteristics of controller derived from Eq. (6.2-1) is rely on the 

structure of weighting factors P (e (k)]and Q (e (k) ] . It is also 

evident from Eq. (6.2-1) that if an integer i takes a large value, 

the corresponding computing time for optimization becomes long. From 

the view point of on-line computer utilization, however, it is desir-

able to shorten the computation time. Then let us pre-assign that i=n 

or n-I--1 where n expresses the highest order of the controlled plant 

dynamics. 

     Although there is a room for discussions on the determination of 

these structures of state adaptive weighting factors P (e (k) ] and Q (e(k)) , 

the state adaptive performance functional, Eq. (6.2-1), gives us 

several interesting points associated with the design of non-linear 

control systems. The following sections will throw light upon the de-

tails of the present proposal. 

6.3 Fundamental Considerations on the Application of the Concept to

the Desiann of Non-Linear ControlSystems
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     In this section, two simple examples are presented  to show the 

details of the idea and the characteristics of the system designed by 

using the concept stated in the previous section, and to point out its 

applicability to the design of non-linear control systems. 

6.3-1 Example 1: Design of a First Order Non-Linear Control System 

Statement of the  Problem and Determination  of Control Policies

     Let us consider the problem of controlling a first order non-linear 

controlled system whose dynamics is given by 

(t)=ax(t)+bx(t)e+u(t) , x(0)=-c ,(6.3-1) 

where x(t) and u(t) are the controlled signal and the control signal 

respectively, hence, a and b are constants expressing system para-

meters, and c denotes an initial state of the controlled system. 

From Eq. (6.3-1), we can get the discrete presentation with respect to 

the error signal e(t)=v(t)_x(t) as follows 

            e (k+1) =e(k)+ (ae(k)+be (k)e) p—u(k)p , e(0) = c ,(6.3-2) 

where e(k) and u(k) are shorthand of e(k) and u(kp) , which res-

pectively denote the error signal and the control signal at the k-th 

sampling instant, i.e., t=kp . Hence p expresses a sampling period. 

Furthermore, in deriving Eq. (6.3-2) we set v(0=0 for simplicity. 

From Eq. (6.2-1), the corresponding state adaptive performance func-

tional in this case is described as follows: 

d-1 a,2)     f
Jt(k)=p[e(k)) eCk+i)2+1Q[e(k)] u(k+ j)'—1 p,((6.3-3) 1=o 

where p [e (k)) and Q( 00) are non-negative function of e(0 

     Then the problem is to derive the control policy which minimizes 

Eq. (6.3-3) under the constraint of Eq. (6.3-2) By performing the 

minimization procedure* to Eqs. (6.3-2) and (6.3-3), the corresponding 

control policies are easily calculated as

* The detailed procedure of derivation is presented in Appendix E 
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 u(k)~ =R{ (1+ao)6($)+bo e(k}3 } (6 .3-4) 

and 

(k)z=-{ z- (1+ an) e(k)+b/,e(k)3 }/p , (6 .3-5) 

where • is the physically meaningful solution of 

{ (1+aa) e (k)-}-b/ a (k)' } - { 1+ (1-+-a)2 RL1 } x 
-4Rb (1+a0)L2 2.3 -3Rb2L5 Z6 =0 , (6 ,3-6) 

hence, R in Eqs. (6.3--4) and (6.3-6) is defined by 

R=p1e(k))/(P(e(k))+Q(e(k))) •(6 .3-7) 

Therefore, the corresponding optimum control based upon the concept of 

sub-interval optimization described in 6.2-2 is carried out by realiz-

ing the control policies expressed by Eq. (6.3-4) or Eq. (6.3-5). It 

is evident from Eq. (6.3-4) that the control policy 1(k), can be 

realized by taking the configuration of a non-linear sampled-data con-

trol system as shown in Fig. 6,1. On the contrary,. the control policy 

a(k)2 given by Eq. (6.3-5) with Eq. (6,3-6) should be performed by an 

on-line computing device solving the 5th order algebraic equation, Eq. 

(6.3-6). Fig. 6.2 shows the simplified logic flow chart for realiz-

ation of the control policy given by Eq. (6.3-5). 

Relations between the Control Characteristics and the Selection of

11...L(2.12.2-2-1,21:7_2.24.21-E1211-11,2 Factors 

     In Fig. 6.1, there are three non-linear elements except for the 

elements of multiplication and division. The one (NL-1) is introduc-

ed to simulate the non-linear characteristics of controlled plant. 

The others(NL-2 and NL-3) are introduced to play an important role in 

changing the phase of control. Since, by assuming the various types 

of non-linear functions of e(k) to these weighting factors, we get the 

various types of controllers, then the next problem before us is to 

determine the appropriate function so as to satisfy the performance 

specifications. There is no analytical method of determination if 

some of the performance specifications are left to the judgement of 
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well-trained designers. The only way of doing this is simulation 

studies, in which we can determine the appropriate form of weighting 

factors by the method of cut and try. Although many discussions are 

expected on the determination of weighting factors. Let us postpone 

these discussions later, and we shall consider the control character-

istics of the designed system. Let us first consider the difference 

between two policies given by Eqs. (6.3-4) and (6.3-5). Since the 

control characteristics of the system is, in general, function of 

P(e(k)) , Q (e(k)) and p , then it is necessary to pre-assign them 
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for comparing these two policies. Fig. 6.3 shows the graphical com-

parison where it is pre-assigned that  P  —  e(k)  2 , Q=1 and 0= 0.1 

with system parameters, i.e., a---b=-1, andow1 ,O67 . In Fig. 6.3, the 

line marked by e(t)i expresses the corresponding system response con-

trolled by u(t)i and the line marked by /(t)i shows the corresponding 

index of performance abided by u(t)i, Hence, in order to compare the 

control performance, the following quadratic form of index is intro-

duced for simplicity; 
k-1 

I (k0) ;_ 2 t eC j+1)2+11 (j)i2 } 0 .(6.3-7) 

The minute solid lines show the response and the index of performance 

of the system which is designed by a near-optimum method(46) to mini-

mize Eq. (6.3-7) with k=40. 

      On the other hand, for on-line computer utilization, one of the 

most important aspects of the method is the rapidity of computing time 

necessary for realization of control policy. Then it is interesting 

to compare the computing time for realizing the control policies uC)i 

(i =0, 1, 2). The comparison is carried out by using a digital com-

puter, NEAC-2101. The results are tabulated in Table 6.1. 

Table 6.1 emphasizes us the rapidity of decision-making abided by the

 Policies or  Decision-making

u(k)o utk )1 utk)2

Average

Time
for One

Decision-

making

0.5 min. I'-'2 sec. I 3—.4 min.

Table 6.1  Comparison of the computing time
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policy, Eq.  (6.3-4). 

     By considering the fact that an appropriate selection of weighting 

factors enables us to improve the control chracteristics of policy, 

Eq. (6,3-4), and that its rapidity of decision-making is very much 

desirable, it is expected that the further considerations on the control 

policy given by Eq. (7.3-4) provides us useful properties of the present 

concept. Fig. 6.4 illustrates the behavior of system responses af-

fected by changing the initial condition. Fig. 6.4 points out the 

state adaptive characteristics of controller. That is, the figure shows 

the controller realizes the various phases of control action corres-

ponding to the present state of the system. From the above mentioned 

state adaptive characteristics, it is evident that this type of con-

troller has a considerable adaptability to a suddenly applied impulsive 

load disturbance at the output.

Fig. 6.4 
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Lastly, let us make a few discussions on the relation between system 

parameters and the form of state adaptive weighting factors. Fig. 

6.5 illustrates the several examples of the relation where we set  Q=1 

for simplicity. It turns out from Fig. 6.5 that the effect of chang-

ing the form of , on the stable system where a=-1, and b=-1 is not so 

remarkable than that on the unstable systems where ags-1.O and b=2„0 

or a=b=.t.0 as respectively shown in Fig. 6.5 (c) and (d). Essential-

ly speaking, since the characteristics of controller based upon Eq. 

(6.3-5) are qualitatively very much the same as these of controller cited 

above, then we stop the discussion on this example. 

6.3-2 Example 2: Design of Non-Linear Control System with 

         Bounded Control 

      In this example, from the view point of computer utilization 

 several discussions are presented on the design problem of controller 

 which controls the second order controlled system with both velocity 

 and control saturation. 

 Statement of the Problem 

      Fig. 6.6 shows the system to be considered, of which the discrete 

                                           Desired 
Signal 

ControlledV(f1=o 
ControlSignalError 
  Signal r--—!Signal 

     (At)!I--------k[TTIIX( t) + e(t)
S+ ,}

 Lo

—L
 c

 

1 
I

    Controlled Plant with 

Velocity Saturation 

Fig. 6.6 Block diagram of the non-linear controlled 

            system to be considered

- 135 -



presentation with respect to state variables of the error signal is 

given by 

 oi(k+1)` e1(k)+fCe2 (k)) el (0)=c 1 
             e2(k+1)=G(A) e2(k) -D (A) u (k) ,Q2 (0)=c2(6.3-8) 

where f(z) denotes the mathematical form ofa saturable element defined 

by 

f(z)=L ( z>L) 
= z C -L<z <L)C6.3-9) 
=-L ( z <- L) 

In Eq. (6.3-8) , G (p) and D(A) are given by 

GCo)= exp (—az) 

D(~)= b/a•{1-exp (—ap)}+(6.3-10) 

and furthermore, the control variable u(k) is subjected to the magni-

tude constraint 

                       u(k) I S M , (6.3-11) 

where M is a pre-assigned constant. Since the corresponding state 

adaptive performance functional in this case becomes from Eq. (6.2-1) as 

i J
p` (k)= `e (k+i)P (e(k)) a (k+i) 

i- 1 

+ Q(ei(k), e2(k))a(k+l)26.,(6.3-12) 
j=o 

(i=2, 3) 

where 

P (e (k)) =II Prs (e; (k) , e2(k)) II ( 1,2) , (6.3-13) 

then the problem is to derive the control policy which minimizes Eq. 

(6.3-12) under the constraints of Eqs. (6.3-8) and (6.3-11), 

Determination of the Control Policy 

     For simplicity, let us confine our considerations to the case 

where i=2, p— p (es( k)) , p
12—P21=p22= 0 , and Q=fi (constant) . 

Eq. (6.3-12) can thus be rewritten as 

JP ,=p (e1(k)) ei (k+2)2+QL1{ u(k)2+u (k+1)2 } - (6,3-14) 
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By applying the optimization principle based upon Dynamic Programming, 

we get the following which is necessary condition for opti mality; 

 Qu(k)--P(ei(k))DWf'(z) (61(e2(k+1))+-.e,(k+1) }=o,(6 .3-15) 
where 

f' (z) = 1 C —L< z < L) 

        =0(6.3-16)                                    C -L>zor z>L) 

and 

z =G(/1) 2(k)`D(zl)u (k) •(6.3-17) 

Since it is impossible to get the straightforward solution of u(k) 

from Eqs. (6.3-15),(6.3-16) and (6.3-17), then we shall consider the 

sophisticated way of solution. If we suppose that f'==1, Eq. 

(6.3-15) gives us 

          u.(k)=w(k)=P ((I) D Co) {ei(k)+j(e2(k))o+G(L)L1e2(k)}, (6.3-18) 
P (ei(k)) D (P)2+Q 

On the other hand, since there is the magnitude constraint on u(k) , 

then the corresponding solution becomes 

u(k)=M( w(k)>M) 

                   =w(k) (—MS w(k) SM) (6 .3-19) 
—M(w(k)<—M) 

However, it is necessary to check the supposition cited above. The 

checking can be done as follows: If the solution Eq. (6.3-19) satis-

fies the relation given by 

C (Q) e2Ck) -L<D(L1) u(k) < G(L) 42(k)+ L .(6.3-20) 

which is derived from Eqs. (6.3-16) and (6.3-1?), then Eq. (6.3-19) 

becomes the desired solution. 

On the other hand, if the solution Eq. (6.3-19) does not satisfy Eq. 

(6.3-20), the desired solution Eq. (6.3-20) is determined from Eqs. 

(6.3-15) and (6.3-20) as follows: 

By letting f'==0 in Eq. (6.3-15) , we get the solution u(k)==0.  How-
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 ever: this solution yields the contradiction that it satisfies Eq. 

(6.3-20). Then it turns out that the desired solution should be ex-

pressed by the boundary. values of Eq. (6.3-20). 

u(k)=-.{G (o) e2(k)+L ) /D(0), CO(A) u(k)> G (A) e2 (k) + L) 
                                                        (6.3-21) 

={ G (A) e2(jp) -L}/D(L) , (D (A) u(k)<G CA) e2 (k) - L) , 

Then, we get the desired control policy as follows: 

ii (lc)(w(k)>M) 

cbCk) (-MSw(k) <M) 
(6.3-22)1 
              =-M(rr(k) <-M) 

(G(A)ez/k)—L S,D(0)u(k)<G(0)e2(k)+L) 

u(k)= { G(a) e2(k) +L }/D (CO , 

(D(6) u(k) >GCL) e2(k)+L) (6.3-22)2 

u(k)={ GCo) e2(k) -L}/D(A) ,(6 .3..22)3 
(D (A) i (k) <G Co) 42 (k) - L) 

 The logic flow chart for realization of the control policy is shown 

 in Fig. 6.7. 

 Discussion on Control Characteristics 

     In order to illustrate the characteristics of controller, we 

simulate the control policy Eq. (6.3-22), by a digital computer. 

The results are shown in Figs. 6.8, 6.9, 6.10 and 6.11. That  is, 

Fig. 6,8 shows an example of the relation between the initial condi-

tions and the system responses, in which we set p= e,(k)2, Q=7.1.02 

L=41.01 and M=° . It is noted that the controller changes its phase 

relying on state variables of the system. Fig. 6.9 illustrates the 

trajectories of the system with bounded control where M=2.0. The 

effects from changing the value of ft on the response is also illustrated 

in Fig. 6.9. Fig. 6.10 shows the behaviors of trajectories affected 

by changing the value of p , in which M=1.0 or 2.0. The solid curves 
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Fig. 6.7 Logic flow chart for realization of the  ,,ontrol policy 

are corresponding to the responses of the system whose controlled element 

is assumed to be linear. The broken lines are the responses of the 

system with bounded control; fu(k)1 < 2.0. An Example showing the 
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 Fig. 6.10 Behavior of the trajectory affected by 

changing the value of both f and M

  effect from changing state adaptive weighting factors P and Q on the 

  control characteristics is illustrated in Fig. 6.11, where P= el(k)2 or 

el(k) 2+1and (2=e• It is pointed out by simulation studies that by 

  assuming the proper form of weighting factors, the controller based 

  upon Eq. (6.3-22) provides us various types of non-linear control ac-

  tions. Although it is interesting to consider the relation between 

  the form of weighting factors and the total cost during the operation 

  time interval, it seems to be beyond the scope of this example. The 

  very point which is emphasized in two examples cited above is that the 

concept of subinterval optimization technique co-operated with state 

  adaptive performance criterion provides us the possibility of desin-
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ing  non—linear control syst
ems through a direct digital simulatation 

study.

 n

0.5

 a=b= 

L=1.o 

P

/3= 
0.05 

 //(N 
/j

1.0

 Fig. 6.11 Behavior of the trajectory affected by changing 

              the form of state adaptive weighting factors 

6.4 Further Discussions  

     In the previous section, two simple examples are presented to in-

vestigate several typical features of the controller which is designed 

by using the present concept. In this section, the author arranges 

interesting aspects of the present approach and discusses further 

problems associated with the present concept. The interesting points 

of the present approach may be summarized as follows: 

(1) The computing time in optimization (decision-making) is short 

because the performance functional of simple structure is defined in 

Eq. (6.2-1). 
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(2) Since an integer  i expressing the duration of  sub-interval is pre-

assigned as i= nor n+I, then a gigantic scale digital computer is not 

necessary to decide the control policy even though a controlled system 

becomes high order. 

(3) Design specifications concerning nonlinearities in system dynamics 

and magnitude constraints on control variables are directly used,without 

assigning any penalty in performance functional, to decide the control 

policy. 

     On the other hand, all the discussions cited above are developed 

under the assumption that the proper forms of state adaptive weighting 

factors have been pre-assigned. For practical application of the 

method, however, the most important point is the determination of their 

functional forms so as to satisfy the given performance specifications. 

As the author has already pointed out in 6.1, this is a difficult problem 

of same level to the choice of performance functional which we encounter 

in applying the modern control theories to practical design problems. 

Then no direct mathematical approach seems to be possible to this 

problem, 

       From the view point of on-line computer utilization, however, the 

circumstance is very much altered. That is, we can determine an ap-

propriate functional form through the cut and try method using a digital 

 computer. The fundamental procedure is as follows: 

 (i) Assume a physically meaningful functional form of state adaptive 

weighting factor, decide the control policy, and calculate the corres-

 ponding response. 

 (ii) If the performance specifications are given as the necessary 

 conditions with respect to the system response trajectory, then plot 

 the computed response and adjust the functional form by the method of 

 cut and try until the computed response becomes to satisfy the performance 
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specifications. On the contrary, if the control performance is measur-

ed by the total cost expended during the operation interval, then cal-

culate the corresponding total cost with respect to the computed system 

response, and find the optimum functional form so as to minimize the 

computed total cost. 

     Generally speaking, the procedure for finding the optimum functional 

form, through the method of cut and try consumes much of time. How-

ever, if we assume the nominal functional form as a finite sum of such
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orthogonal  polynomials  ,as Hermite, Legendre, and Tschebyscheff poly- 

nominals,(14) it is expected that the determination of a suitable 

function expressing a state adaptive weighting factor seems to be not 

so tedious task because the computing time for decision-making is very 

much short. Flow diagram for determination of functional forms is 

illustrated in Fig 6.12. For comparison, the author shows in Fig. 

6.13 the flow diagram based upon modern optimization theories. The 

remarkable differences between two flow diagrams are as follows: 

The design specifications are separate into these related with the

Fig.
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description of the physical systems, and these related with the measure 

of control performance. Therefore, identification procedures are 

separately performed in Fig. 6.12. This configuration of flow diagram 

is a straight forward result from the concept stated in 6.2. 

   The merit of this configuration will be closed up in the case where 

the performance specifications should be changed in accordance with the 

external information. In other words, such circumstances are frequent-

ly encountered in controls of real plants in industries, to which the 

concept of "hierarchy  control"(12) or "multi-level control"(36) is 

introduced. 

      In hierarchy control, the following form of state adaptive performance 

functional should be introduced instead of Eq. (6.2-1); 

          JPi(k)=F(te(k+i)pCe(k), y(k) ;k) e(k+i) ;k) 

-1(6.4-1) 
                  + tit (k+j) Q e(k),Y(k) ; lc)  (k+j) D , 

j =a 

where y (k) denotes the present informations from the related systems, 

and F is a scalar function of both the error-cost te(k+i)1e (k-{4) , and 

time k . The remarkable points in Eq. (6.4-1) are that the state 

adaptive weighting factors P and Q become functions of e (k) , y (k) and k. 

      Furthermore, if we should add to the decision-making computer the 

learning algorithm which shortens the computing time for determination 

of state adaptive weighting factor by considering the experience of 

past trials, then the very useful algorithm of computer optimization for 

 realization of "hierarchy control" in industries could be obtained. 

      Although the physical interpretation of Eq. (6.4-1) should be 

 necessary, since the further description is beyond the scope of the 

 present investigation, then it is left for the subject of further deve-

 lopment.
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6.5  Concluding  Remarks 

     In this chapter, from the view point of practical control engineers 

the fundamental concept of an on-line computer optimization approach to 

non-linear control systems is described. Two examples are presented 

to illustrate several interesting points of present concept and its 

applicability to the design problem of non-linear control systems. 

It turns out that according to the present concept the computing time 

for decision-making of control policies is very much shortened, and that 

by selecting a suitable form of weighting factors, we can obtain the 

flexible controller which realizes various types of control phases. 

It is also emphasized that the present concept is expected to provide 

a practical direct design procedure in the case where all the design 

 specifications are not described in precisely mathematical forms.
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Derivation of the  Switching Function of Restricted-
Appendix A

Optimal Control for a Double-Integrator Plant

     In this appendix, we shall derive the switching function of 

restricted-optimal control for a double-integrator plant where both 

system parameters a and b in Eq. (1.2-4) are equal to zero. Deriv-

ations for the other cases can be performed by a similar procedure. 

     Substituting a =b=0 in Eq. (1.2-4) and applying a similar method 

based on Dynamic Programming as stated in 1.2 to the minimization 

procedure, we get the following set of non-linear simultaneous dif-

ferential equations corresponding to Eq. (1.2-19) with initial condi-

tions; 

ko' (r) =—k2 (r) kL sgn ( z (r)) , ko OP= 0 

kl'(r)_—k3(r)kL sgn [z(r)J ,ki(0}=U 

k2'(r)= kl(r)-2ki(r)kL sgn [z(r)J , k2 or. 0 
(A-1) 

k3'(r)= 2k0),ks(0)=0 

(r) = 1,k< (U~ 

k5/ (r) k3(r),k5(0=0 

      We assume that the final instant of control operation T satisfies 

 the assumption realizing the restricted-optimal control and that the 

 instant of switching in the reversed time by r=rs, which is equivalent 

 to t=ts in the real time. Furthermore, assuming that the sign of 

 relay output at r==0  is negative, we get the following pair of equa-

 tions which is necessary for the derivation of the switching function; 

k;41r)—kL k3(r), k, (0)==0 
                                                          (A-2)1 

              k'(r)=ki (r)+2kLk,(r), kz (0)= 0 

 and 
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 k,—(r) = —kL k3(r) , k1— (r,) =ki "(r9) 
/4 71 =k (r) -2kL ks(r), kr Cr,) _ki CrS)                                                            (A-2)2 

where 

k3(r)=r2and k3(z) r3/3(A -3) 

     In Eq. (A-2)2, the initial conditions are derived by assuming the 

continuity of the solution surface for the partial differential equa-

tion on the switching boundary. From Eq. (A-2)1 and (A-2)2, the co-

efficients k-24-(r) and 1ç(r) are obtained as 

kz(r)= kL/4•r4(A-4)
1 

and 

k2 (r)- -kL (r4/4 r; r/3 -{-r,,°/6) 

= k2 (r) - kL (r'/2-2r; r/3 +r,4/6) .(A-4) 
2 

     By considering the assumption on the switching time mentioned 

above, we can derive the following relations from Eq. (1.2-21) as; 

ztr)=k2 (z)+k3(r)e1±2ko(r)ez< U , 
                                                        (A-5)1 

                                    (U< r<r,) 

and 

z (r)=k(z)+k3(r)el+-Eks(r)ez> U, 

(r,< r <T)(A-5)2 

     By substituting Eq. (A-5)2 into the function x(r ) we get the 

relation as 

z-(r)=z+(r) -kL (r4/2-2r. r/3+ra/6) • (A-6) 

     By considering facts that the second term in the right hand side 

of Eq. (A-6) is a non-positive function with respect to T> Tsandthatthe 

continuity of the solution surface on the switching boundary is assumed, 

we can derive the following necessary condition which must be satisfied at 

the time of switching, i.e., T=73 ; 
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                     z+(r)~=k2 (r)  +  k3  (T)  e~~  2  k6  (TS)  e2=  0 
r=rs-o T—Ts-0(A-7) 

    By substituting Eqs. (A-3) and (A-4)1 into Eq. (A-7), we have the 

switching function of restricted-optimal control for the positive relay 

output at 8,40  as follows: 

                     zRES=r2/4+2r/3.e2/kL-I-ei/kL.(A-8) 

     On the other hand, the switching function for the negative relay 

output at t=0 can be derived by a similar way as 

                      zRES=-r2/4+2x/3 • e2/ kL+ei/kL.(A-9) 

Eqs, (A-8) and (A-9) are the final results of this appendix. 

                    Derivation of Eqs. (2.4-7) and(2,4-8)fromEq.(2.4-4) Appendix - 

     In this 

restricted-optimal 

 from the one, 

 zero. 

      First we 

 In Eq. (2.4-4 

 relation expressing 

                   lim 

 On the other; 

 when p tends to ze 

1im1 
ft-.0 

lim 

limo 
ft-- u

appendix, the author shows that the switching functions of 

timal control, Eqs. (2.4-7) and (2.4-8), can be derived 

2.4-4), as the limit of tending a or b, or both to 

consider the derivation of Eq. (2.4-7) from Eq. (2.4-4). 

                   taking the limit of tending ft to zero, we get the 

                     the switching lines as 

                   lim zRES(r) Um,(r)+limk,(r)x,-Him2k5(r)x2=----0.(B-1) 
#—, u #—^ o#-0 

he limiting forms of Eqs. (2.4-2), (2.4-3) and (2.4-5) 

              3 to ro, are respectively described as 

2{1-exp (-r) },(B-2) 

L-exp (-r) }2+, exp C-2r) ,(B-3) 

+2{1-exp (-r) } [{r- exp(-r)-1}+uexp (-r))(B--4) 
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By using Eqs. (B-2), (B-3) and  (B-4), Eq. (B-1) is rewritten as 

(1-exp (-r) } (F({r-j-exp (-r)-1 }+i exp (-r)J+x, 

+({ 1-exp (-r) }-1-At exp (-2r)/{ 1-exp (-r) }) xz )=0(B-5) 

In Eq. (B-5), since the term (1— exp(-r) }is independent of the system 

states x, and x2 , and it never becomes zero except the case where r=0, 

then the switching function becomes 

         + (( r+exp (-r) -1 } +R exp (-r) J + x, 

+ 1{ 1- exp (-r) }-Fit exp (-2r)/{ 1- exp (-r) nxz ,(B-6) 

where v, x, and x, are normalized variables. By changing the normalized 

variables into the original variables in Eq. (B-6) and taking the re-

lation u = a',a into account, we obtain the switching function Eq. (2.4-7), 

for the case where a#0 and b=0. Second, let us derive Eq. (2.4-8) 

from Eq. (2.4-7). 

     Since Eq. (2.4-.7) is rewritten as 

az (1.(ar+exp Ear) -1)/a2+a e xp(-a r)) -Fx,/kL 

+ (( 1-exp(-ar) }/a+aµ exp (-at) /{ 1-exp (-ay) )) x,/kL) , (B-7) 

the limiting form of the switching function with respect to a is ex-

pressed as 

I im (4-{ (aT+exp (-ar) -1)/a2+uexp (-at) }+xl/kL 
              a-^0 

             +01-exp (-ar) }/a+agexp (-ar)/{ 1-exp (-ar)}),xz/kL) . 
(B-8) 

By performing the calculation of Eq. (B-8), the switching function, 

Eq. (2.4-8), of restricted-optimal control for the double-integrator 

plant is obtained.
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 Derivation of EE. (4.3-1) from the
Appendix C 
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and for non-overlapping time  intervals, (t. , t +'4t ) , ( t', t '+ 41' ) , 

etc., the corresponding variates, de (t) , d e ( l'), etc., are statis-

tically independent. 

Therefore, using Taylor expansion formula, we can rewrite the term 

0( a+,d e ; t + 'dt) as follows: 

            (e-Fde;t-Fdt)=Ce,0+tdea~-~41at 

                                                     z 

                      -1-dttdeatae+2'•tae)d¢tdaLae (b-5) 

+ o(dt) 

Taking the average of the both side of Eq. (C-5) with respect to the 

Gaussian variate d,e , the second term, 846(0 (e+4, t+ d t) } in Eq. 

(0-3) is calculated as 

am 

de{0 (e4 de;t+zit) }=0 (e, t)+dtt(iAe—lDw+rni) ae 

                   +dtat+2-La-)/Lt(ad)ct 
-F..n(dt) .(0 -6) 

Then, substituting Eq. (C-6) into Eq. (C-3) and allowing the small time 

 interval dt to tend to zero. We can derive a partial differential 

 equation as follows 

                 - a0--min { ttQe-1-twR,4 
           atu 

(0-7) 
                          ao t aa 

+ CAa-~~on]ae+2(a7)~Cae)o} 

       or 

a0 _tt 
                  ar=min{ eQ'a+w/R 

                     + t(A~e-D'vi+v)ae +2t(ae)Z,Cae)0' } , (0-8) 

 where r —T - t is an auxiliary time variable , and 0 = 0 (e ; r ) , Q _Q(r) , 

 IV= R (_)Cr)~[j~(rf.,Inc=m(rj and,'-~(r)' are respectively         =/~, 

equivalent to 0(eiT-= ), Q(T-r), R(T-r),/A(T-r),D(T-r),^n(T-r) 

 and CT- r) 

For the convenience of the present description, however, the 
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symbols without 

 CT)  , lR (r.) , A(r) 

                 , in' and z' 
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By manipulating the second term in the right hand side of Eq . (D-6), 

we have 

 M9,m fC~F1_£ I~-P~uhQ'n~u-1Cn       M_un:om+l  P'nn7 .0 u=nn — u(D-7) 

Eq. (D-6) can thus be rewritten by 

P,9 n         Fp (C)H9(C)= 1 0{hgfps„+Fn~u{ C ,(D-8) 

where 

IFP's= 0 n,nfor n = 0 

                                                           (D-9) 

                                                    n-1 

         !rfor n> 
                                 u--0n - u 

From Eq. (D-8), we can readily derive the direct transform, Eq. (4.4-3) 

as 

~?; (FP (C)H9 (C)) =7,7 fp, n F(D-10) 

     Next, let us consider three arbitrary functions, HP(C), F9 (C) 

and Hr (C) , of a complex variable c which are defined by 

00 

HP(C) = hp,n C”(D-11) 
n =0 

00 

(C)= E ,n.n(D—l2) 

and 

              Hr(C)= E hr,nC'(D-13) 

R respectively. From Eqs. (D-11) and (D-13), we get 

                  HP (C)=hP,nCn!+hp(D-14) 
n =0 n--1 

and 

Hr (C)=CI(D-15) 
                                                         n±1 

                                                   „--o/1+1                                                     hr 

where hP=HP (0), hr= Hr (U), respectively- By using Eqs. (D-14), 

(D-12) and (D-15) , the triple product of complex functions, HP(n F9(C) Hr (C) , 

can be expressed by 
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       HP(C)FQ(C)H(C) 

 °° h 
7LP f2 ,1 C1+hr—~—'flCC1+14+14~0.'0 771+1r 

W W 

         +/hr,nf C1+m+l                 ~P
1=0,0 4+1 9,1 

00 00 « h
P, m hT , nl-1-m-{-n-1- 2 

                                     a 

                      +
1Jm=UnJ(m'+1) (n+1)f,i,C 

By applying Eqs. (D-7) and (D-9), the second and the third 

right hand side of Eq. (D-l6) can respectively be expressed 

          hhP'mf6Cl+m+1=hz'~9rPCl          1
=0nc0m+1 9'r1=0 1, u 

and 

          hXh~'nf1C1+n+1=hu.e'uCl.            P1 --0 n_.=3 n+19'P1=0 1. 

Then, our present attention is directed to the calculation 

term in Eq. (D-16). This term can, however, be described 

                               hp,mhr,nC mn 

1-0 -                n~0n=0 (n-1-1) (n+l)fs'C 

              co co cc 
{ hP'.nhr,nCm-F-n+2Cl                 l=` +~0 n=0(m+l)(n1)}f4,1• 

Since 

             000o                           hp ,                         hp,mhr,n *+n+20om-2 hp, n hr,m-n- 2m 
           Inton0 (m+1) (n+1)C~,---0n2 (n+l) (m-n- 1) C 

then, Eq. (D-19), becomes 
           00 00 hP,m hr,n

s'Cl+m+n+?gym'oftCl+m          1)m 0n=0 (m+l)(n+1)f11~ n~04,' 

where a new symbol,c ',C , introduced here is 

     CP'r =0form-0,1 
                         m ,u 

2hp ,uhr,~u-2                                       form> 2 • 
u=0 (u+1) (m-u-1) 
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  (D-16) 

term in the 

 as 

  (D-17) 

  (D-18) 

of the last 

as 

  (D-19) 

   (D-20) 

   (D-21) 

   (D-22)



Manipulation of the right hand side in Eq . (D-21) gives us the follow-

ing useful relation for the present discussion; 

      c4„3. 00 0hp,mhr , n006.42r 
    L~n0(„24_0(n+i)f4, L4.1-1-771-1-n+2_Lo/9,w~i-w,uCL•(D-23) 

By using a new symbol
,D9ip'r              Y,L,w, defined by 

        D2=_. = 4for 
Lw I = ~,1 

, (D-24) 
L3,2 ,r 

ofr,wL_w,uforl> 2 

Eq. (D-23) yields 

2 00 !w hp, mhr,n  f  L4-m-I-n+2 °O D9,p,rL     l~nc—_Qn=o (m+1)(n+1) q,L—L C(D-25) 

Substitution of Eqs. (D-17), (D-18) and (D-25) into Eq . (D-16) gives 

us the triple product of complex functions i.e., 

00 

HOF,(C)Hr(n= L0{FipFirfq,L+hpFL4ur 

              +hrF'9,'+D,p," ICI.(D-26)                                 L,uL, 

The direct transform can, therefore, be given by 

CHOF9(01-4(03=hir.f,,n+1pF:: +hrif ;'u +Dn,ww'r ,(D-27) 

This is the final result of this appendix. 

  Appendix E Derivation of Eqs. (6.3-4), (6.3_5) and (6.3-6)

     By setting i4.1 in Eq. (6.3-3), we get 

JP1 (k)=p(e(k)) a (k+1)2+Q ( e(k)) d u(k)Z . 

Substitution of Eq. (6.3-2) into Eq. (E--1) gives us 

Jp1(k)=p (e(k)) { e(k)+ [ae(k)+b e(k)3) d —u(k) d } 2 

+Q (e(ILO d u(k)2 

From Eq. (E-2), the desired control variable u(k)1 

                                 - 157 -

is obtained

(E-1) 

(E-2) 

as



                     ekJ 
             u(k)i=PO {  e(k)+Cae(k)+be(k)33 d 1 .(E-3) 

P C e(k)) d -f-Q Ce (' ) 

This is the first result of this appendix . 

     By applying the principle of optimality ,(3) the minimized form of 

Eq. (6.3-3) with respect to both u(k) and it (k+1) can be expressed as 

                                           1 

      u(kmu(k-I-1){p(e(k)]e (k+2)2+Q Ce(k)) u(k+!)2 d } 
     =u(k)(Q[e(I0) u(k)2 

+ u(k+2)2+Q C e (k))u(k+1) 2d})(E -4)              (+1)• 

On the other hand, by applying Eq. (E-3) the second term in the bracket 

is calculated as 

urn(Lni_i) {p Ce(k) ] e(k+2)2 +Q Ce(kj) u (k+1)' d } 

_  P C e(k)] Q (e(k))  { (1+a a) a (k+1) +h d e (k +1) 9 } 2 . 
p [e(k))d+Q 143(E-5 ) 

Therefore, substituting Eq. (E-5) into Eq. (E-4), differentiation of 

Eq. (E-4) with respect to u(k) gives us the necessary condition which 

the desired control variable u(k)2 should satisfy as follows: 

1(k)2-R{ (1-1-ad) e (k+1)±bd a (k+1)3 }X 

{ (1-f-ad)+3hde (k+1) ,(E-6) 

where 

p [e(k)]                      R 
p[e(k)]d+Q[e(k)](E-7) 

Since u (k) is rewritten as 

u (k)d =(1+a2)e(k)+b4 e(k)'—e (k+1) ,(E-8) 

then Eq. (6.3-5) is the straight forward result from Eq. (E-8). 

Setting e (k+1) =z in Eqs. (E-6) and (E-8), substitution of Eq. (E-8) 

into Eq. (E-6) provides us Eq. (6.3-6).
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 Summarized  Conclusions 

     Remarkable points emphasized in this paper are summarized as follows: 

(1) A basic concept of sub-interval optimization is presented to es-

tablish the approximate methods of designing optimum control systems. 

A sub-interval optimization technique is proposed by introducing the 

concept of on-line control scheme based upon the restricted-optimal 

control. By using the sub-interval optimization technique a graphical 

method of determining quasi-optimum switching lines is established for 

quasi-optimum controls of second-order linear systems with bounded control. 

(2) Problems on an optimum final-value control of second order linear 

systems with bounded control are studied. The present technique can 

be found to provide a physically meaningful optimum solution to the 

original problem. 

(3) An analytical method of designing the optimum control system with 

random inputs is described. An approximate method of solving the set 

of non-linear differential equations which are associated with the 

design problems of a linear optimum controller is established by using 

the concept of sub-interval optimization. 

(4) A case study on the stochastic synthesis of optimum final-value 

control systems with control energy constraint are carried out to inves-

tigate the control characteristics of the optimum controller under 

random environments. The time-variant characteristics of the optimum 

final-value controller is clearly shown with many numerical results. 

(5) From the view point of computer utilization, a basic idea is pre-

sented to explore a powerful approach to designing non-linear control 

systems with many physical limitations. A remarkable point of the 

proposed method of computer approach is that it provides a practical 

direct design procedure of non-linear control systems with many physi-

cal limitations which are not completely described in mathematical 

formulations. 
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