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Representations of Wey1 groups and their Hecke algebras on virtual character modules of a semisimple Lie group．
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## 氏 名

（論文内容の要旨）
本申請論文の目的は，半単純リー群の既約表現を，Weyl 群またはHecke環 の作用によって分類し記述するととである。本論文の主要な内容は，従来の結果との関連を含めて，以下のとおりである。

1．申請者が考察している群は，半単純リ一群で，中心有限のものである。 このような群 G の既約表現で次の条件（イ），（口）を満たすものを，既約認容表現 （admissible 表現）と定義する。
（イ）バナッハ空間上の強連続表現。
（口）Kを群 G の極大コンパクト部行群とするとき：K有限なベクトルのな す部分空間に制限した表現は，Kの表現として，各既約成分が有限の重復度 をもつ。

このような既約認容表現は重要であってってれまでも研究されている。特 に Langlands，Knapp－Zuckerman 等がその分類を行ったが，彼等の用いたパ ラメータは非常に複雑である。別に，零化イデアルを用いる分類も考察され ているが，これは分類としては粗いあのである。

2．申請者は，既約認容表現（以下，単に「既約表現」と称する）のうち非退化表現については，既に参考論文において研究している。てれは本申請論文の結果の基礎となるものであるからっ とこに併せて述べる。

表現が非退化とは，群Gに付属する展開環（すなわち，群のリ一環の複素化の展開環）の中心の作用が，非縮退固有値を持つてとである。このような非退化既約表現の作る加群を Grothendieck 加群と称するが，この上に Weyl群の表現を定義して，表現の構造を明らかにした。ことでは，この加群が群 Gの指標のなす加群と同型であるととによって，指標についての詳しい結果 が用いられている。

3．本論文では，退化した既約表現の場合に，Weyl群に代ってHecke環が主要な役割りを果たすととを示している。すなわち群 G の退化した既約表現

の作る Grothendieck 加群の上に，Hecke 環の作用を定義できることが示され ている。とれは，非退化表現の場合のWeyl 群の表現の極限と考えるととがで きるととが，Zuckermanの translation functorを用いて示される。

4．特に G が群 U（3，1）の場合に，前述のHecke 環の表現が具体的に構成• されている。

5．上述のWeyl 群またはその Hecke 環の表現を応用して，Gの退化既約表現の個数が，代数的に記述されている。

6．非退化表現の中で退化度を表す 1 つの不変量が知られているが，その不変量を代数的に記述するとと，及びそこから既約表現の性質を導くてとに ついて，広い結果が得られている。

## 氏 名 西 山 享

（論文審査の結果の要旨）
本申請論文の内容は，特に以下の諸点において評価される。
（1） 1 に述べたように，認容表現の分類は，とれまで Langlands や Knapp－ Zuckermann等によって考察されているが，それに比べて，申請者の得た結果は，統一的かつ明膫であり，これから種々の結果，特に4，5，6に述べたよ うなととを導くととができる。表現の分類は，表現論において基本的な問題 であるが，申請者の結果は，表現論の今後の発展にとって重要なものであ る。
（2）前項と関連して，申請者自身が，今後の課題となるものを幾つか指摘 しているが，このような発展が予想され，またてれは本論文の方法と結果の妥当性と重要性を示している。指摘されている課題には次のようなものがある。
（1）零化イデアルからきまる或種の多項式とWeyl 群の表現を決定すること。
（口）表現あるいは零化イデアルと Gelfand－Kirillov次元との関連を調べる とと。 約
（V）既表現に対応する指標加群の要素を，代数的に特徴づけるとと。
（3） 3 において退化既約表現が非退化既約表現の極限と考えられるととが指摘されているが，このととは興味のあるととであり，また表現論において一般的な重要性をあっている。申請者の考察した操作は次のとおりである。
$\mathrm{V}(\lambda)$ を退化パラメータ入をもつ指標加群とし， $\mathrm{V}\left(\lambda_{0}\right)$ を非退化パラメー タ $\lambda_{0}$ をもつ指標加群とする。乙とで $\lambda$ と $\lambda_{0}$ はともに dominantであり，また $\lambda_{0}-\lambda$ は dominant integral とする。さらに対応 $\mathrm{V}(\lambda) \rightarrow \mathrm{V}\left(\lambda_{0}\right)$ 及び $V\left(\lambda_{0}\right)$ $\rightarrow V(\lambda)$ をそれぞれZuckerman $の$ translation functor $\varphi$ ，$\psi$ とする。 このとき Hecke 環の表現は，Weyl群の表現から，$\varphi$ 及び $\varphi$（及びある定数）を用いて表 される。

ての操作によって，Weyl 群，Hecke 環の表現が具体性をもって記述される。 このことは重要である。

以上のように，本申請論文の結果は，表現論に対し，また表現論が関連す る分野に対して，重要な寄与ななすものである。参考論文に含まれる諸結果 と併せて，理学博士の学位を授与されるのに充分の価値をもつ当のと判断さ れる。

また，申請論文及び参考論文に含まれている研究結果及びてれに関連する分野について試問した結果，合格と判定された。

Representations of Weyl groups and their Hecke algebras on virtual character modules of a semisimple Lie group

## By Kyo NISHIYAMA

Department of Mathematics, Faculty of Science

Kyoto Unversity
§0. Introduction.

Let $G$ be a connected semisimple Lie group with finite center and (9) its Lie algebra. In the preceeding paper ([16]), we defined a Weyl group action on virtual character modules with regular infinitesimal characters (recall that a virtual character is by definition a linear combination of irreducible characters on G). There, the representations of Weyl groups were completely decomposed by means of induced representations. However, in the case of singular infinitesimal character, representations of Weyl groups cannot be canonically realized on virtual character modules.

In this paper, we will define representations of Hecke algebras on virtual character modules with singular infinitesimal characters. These representations are natural ones and can be considered as the "limits" of the representations of Weyl groups. The irreducible admissible representations of $G$ were classified by R.Langlands ([11]) modulo tempered representations.

Since irreducible tempered representations were classified by A.W.Knapp and G.J.Zuckerman ([10]), the classification of irreducible admissible representations of $G$ is now complete. However, their parameters attached to each irreducible representation are very complicated, and do not make unitarizability or primitive ideal or its Gel'fand-Kirillov dimension etc. clear. We want to classify the irreducible representations of $G$ into some different classes which make the invariants of representations as listed above much clearer. To achieve this, it is convenient to consider the Weyl group actions or Hecke algebra actions on virtual characters mentioned above. Let us explain our definition of representations of Hecke algebras. The definition has three diferent interpretations which are interrelated each other. Let $H$ be a Cartan subgroup of $G$ and $\lambda \in \mathbb{f} \underset{C}{*}$ an infinitesimal character not necessarily regular. We make some assumption on $\lambda$ (see Assumption 2.1). This assumption is not
essential, since it is satisfied for appropriate multiple of $\lambda$ by a positive integer. Let $\lambda_{0} \in \Omega_{\mathrm{C}}^{\star}$ be a dominant regular infinitesimal character which satisfies: (1) $\mu=\lambda_{0}-\lambda$ belongs to the root lattice of $\left(\tilde{g}_{\mathrm{C}}\left(\mathfrak{h n}_{\mathrm{C}}\right)\right.$. (2) $\mu$ satisfies Assumption 5.3. Such a $\lambda_{0}$ always exists. Then the representations of the Hecke algebras have three different constructions explained below. Construction 1. Let $\tau$ be the representation of the integral Weyl group $W_{H}\left(\lambda_{0}\right)$ on $V_{H}\left(\lambda_{0}\right)$ defined in [16]. Here, $W_{H}\left(\lambda_{0}\right)$ is a certain subgroup of the complex Weyl group $W=$ $W\left(g_{C}, h_{C}\right)$, and $V_{H}\left(\lambda_{0}\right)$ is a subspace of the virtual character module $V\left(\lambda_{0}\right)$ with infinitesimal character $\lambda_{0}$. We have

$$
v\left(\lambda_{0}\right)=\sum_{[H] \in \operatorname{Car}(G)}^{\oplus} V_{H}\left(\lambda_{0}\right)
$$

where $\operatorname{Car}(G)$ is the set of all the conjugacy classes of Cartan subgroups of $G$ and $[H]$ denotes the class of $H$. Put $W_{\lambda}=$ $\{w \in W \mid w \lambda=\lambda\}$, the fixed subgroup of $\lambda$ in $w$. Then $w_{\lambda}$ is a subgroup of $W_{H}(\lambda)=W_{H}\left(\lambda_{0}\right)$ and we can define a Hecke algebra
$H\left(W_{H}(\lambda), W_{\lambda}\right)$ (see $\S 3$ for precise definition). Since $H\left(W_{H}(\lambda), W_{\lambda}\right)$ is isomorphic to a subalgebra $e_{\lambda} C\left[W_{H}(\lambda)\right] e_{\lambda}$ (where $e_{\lambda}=$ $\left(\# W_{\lambda}\right)^{-1} \sum_{s \in W_{\lambda}} s$ ) of the group ring $C\left[W_{H}(\lambda)\right], H\left(W_{H}(\lambda), W_{\lambda}\right)$ has natural action on $\mathrm{V}_{\mathrm{H}}\left(\lambda_{0}\right)$. We can prove

Theorem A (Theorem 4.2). The vector space $V_{H}(\lambda)$ is isomorphic to the vector space $\tau\left(e_{\lambda}\right) V_{H}\left(\lambda_{0}\right)$ and we can define the representation of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ on the space $V_{H}(\lambda)=$ $\tau\left(e_{\lambda}\right) V_{H}\left(\lambda_{0}\right)$ naturally.

Construction 2. The above space $\mathrm{V}_{\mathrm{H}}(\lambda)$ is isomorphic to a certain subspace of analytic functions on $H$. We denote this space by $(\mathbb{C}(H ; \lambda)$. For a canonical basis of $(C(H ; \lambda)$, we can define an action of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ analogous to the definition of the representation $\tau$ of $W_{H}(\lambda)$ (Theorem 4.2). This is the second construction of the representations.

Construction 3. Let $\varphi=\varphi_{\lambda_{0}}^{\lambda}$ and $\psi=\psi_{\lambda}^{\lambda_{0}}$ be Zuckerman's translation functors (see $\S 5.1$ for precise definition). These

$$
0-4
$$

functors play an important role in representation theory ([10],[18]). We define an action $\sigma$ of $e_{\lambda} w e_{\lambda} \in H\left(W_{H}(\lambda), W_{\lambda}\right)$ on $V_{H}(\lambda)$ by

$$
\sigma\left(e_{\lambda} w e_{\lambda}\right) v=\left(\# w_{\lambda}\right)^{-1} \psi \cdot \tau\left(e_{\lambda} w e_{\lambda}\right) \circ \varphi(v)
$$

where we consider $\tau$ as a representation of the group ring $C\left[W_{H}(\lambda)\right]=C\left[W_{H}\left(\lambda_{0}\right)\right]$. This action turns out to be a representation of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ (Theorem 5.6).

Since $\psi$ is considered to be a "limiting" functor which sends a regular parameter to singular one, we can characterize $\sigma$ as the "limit" of $\tau$.

Theorem B. The representations of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ constructed in the above three ways coincide with each other

We denote this representation by $\sigma$.

Theorem C. If the infinitesimal character $\lambda$ is integral, we have $W_{H}(\lambda)=W$ for each Cartan subgroup $H$. Therefore we can
define a representation $\sigma$ of a Hecke algebra $H\left(W, W_{\lambda}\right)$ on the whole virtual character module $V(\lambda)$.

Using the equivalence of three definitions of $\sigma$, we can reproduce some results of D.Vogan about $\tau$-invariants (see [19]). and get some new results. We think our representation $\sigma$ will clarify Gel'fand-Kirillov dimensions of irreducible representations of $G$ and some other invariants associated with primit́ive ideals of $U\left(G_{C}\right)$ (see [9]). These subjects are to be treated in future papers.

Now we explain the contents of this paper briefly. After some preparations in §1, we review the definition of the representation $\tau$ of integral Weyl groups $W_{H}(\lambda)$ shortly in $\S 2$ (see [16]). §3 is devoted to a general theory of Hecke algebras $H(W, D)$, where $W$ is a finite group acting on $R^{n}$ faithfully and $D$ is a subgroup of $W$. The algebraic part of the proof of Theorem A is contained in this section. In §4, we give the definition of the representation $\sigma$ of $H\left(W_{H}(\lambda), W_{\lambda}\right)$. Main

```
theorem, Theorem 4.2, says Constructions 1 and 2 are equivalent.
We study the commutativity of Zuckerman's functors and Hirai's
method }\mathbf{T}\mathrm{ of constructing invariant eigendistributions in the
first half of §5 (Propositions 5.1 and 5.2). These results take
an important part in the following theory. The main theorem in
§5 is Theorem 5.6 which states Construction 3 is equivalent to
Construction 2 (and hence to 1). Thus we establish Theorems B
and C in this section. In §6, we apply our reults to study
\tau-invariants and get several results . Some of them are already
obtained by D.Vogan ([19]). In the final section §7, we give an
example of the representations of Hecke algebras in case of G=
U(3,1) . Essentially, G=U(n,1) ( n@2) can be treated in the
same way.
    Hirai's method T is explained in Appendix A because it is
an important tool for our theory. And, in Appendix B, we discuss
Assumptions 2.1 and 5.3. One can conclude these assumptions are
not essential.
```

The author is grateful to Professor T.Hirai for his constant encouragements and useful discussions.

## §1. Notations and preliminaries.

1.1. Let $G$ be a connected semisimple Lie group with finite centre. We always assume $G$ is acceptable(see below). Let (g) be the Lie algebra of $G$ and $U\left(9_{C}\right)$ its enveloping algebra. In the following, we denote Lie groups by Roman capital letters and its Lie algebras by corresponding German small letters. The complexification of a Lie algebra will be denoted with the subscript $C$. Let $H$ be a Cartan subgroup of $G$. Then the complexification $G_{C}$ of (9) has a root space decomposition with respect to $h_{C}$ :

$$
G_{C}=@_{C} \oplus \sum_{\alpha \in \Delta} \Theta_{\alpha},
$$

where $\Delta$ is the set of roots of $\left(\hat{G}_{C}\left(\bigcap_{C}\right)\right.$ and $G_{\alpha}$ is the root space corresponding to $\alpha$. We fix a positive system $\Delta^{+}$and put $\rho=\sum \alpha / 2\left(\alpha \in \Delta^{+}\right)$. Define an analytic function $\xi_{\alpha}(\alpha \in \Delta)$ on $H$ by $A d(h) X_{\alpha}=\xi_{\alpha}(h) X_{\alpha}(h \in H)$, where $X_{\alpha}$ is a nonzero root vector for $\alpha$. We call $G$ acceptable if there exists a
connected complex semisimple Lie gorp $G_{C}$ with Lie algebra which has the following two properties. (1) The canonical injection from (9) into (9) $_{c}$ can be lifted up to a homomorphism of $G$ into $G_{C}$. (2) Let $H_{C}$ be the analytic subgroup of $G_{C}$ corresponding to $\widehat{h}_{C}$. Then $\xi_{p}(\exp x)=\exp P(x) \quad\left(x \in \bigcap_{C}\right)$ defines a character of $H_{C}$ into $C *$. We denote the Weyl group of $\Delta$ by $W=W(\Delta)$ and call it the complex Weyl group. Let $B$ be a subgroup of $G$ and $D$ be $a$ subset of $G$ (or of $G_{C}$ ). Then we define $W(B ; D)=N_{B}(D) / Z_{B}(D)$. where $N_{B}(D)$ denotes the normalizer of $D$ in $B$ and $Z_{B}(D)$ the centralizer. We call $W(B ; D)$ a Weyl group of $D$ in $B$.

Let $\lambda \in \operatorname{hr}_{C}^{*}$ be a linear form on $\operatorname{bic}_{\mathrm{C}}$. The complex Weyl group $W$ acts on $\operatorname{Ch}_{C}^{*}$ and consequently acts on $\mathscr{S}_{C}$ in a contragredient manner. Let $W_{\lambda}$ be a fixed subgroup of $\lambda$ in $W$ :

$$
w_{\lambda}=\{w \in w \mid w \lambda=\lambda\} .
$$

We call $\lambda$ regular if $W_{\lambda}=\{e\}$ and otherwise call it singular.

We introduce an＂integral Weyl group＂$W_{H}(\lambda)$ for $H$ and $\lambda$ after［16］．Let $W_{H}^{\sim}(\lambda)$ be a subset of $W$ defined by

$$
\tilde{W}_{H}(\lambda)=\left\{w \in W \mid \xi_{w \lambda}(\exp x)=\exp w \lambda(x) \quad(x \in \hat{h})\right. \text { defines }
$$ a character of $\left.H_{0}\right\}$ ，

where $H_{0}$ denotes the connected component of $H$ containing the identity element $e$ ．Then $W_{H}(\lambda)$ is by definition the largest subgroup of $W$ which leaves $W_{H}(\lambda)$ stable under the right multiplication（cf．［16，Prop．1．5］）．Let $H_{1}$ be a connected component of $H$ ．Then an element $w \in W\left(G ; H_{1}\right)$ normalizes（h）． Therefore $w \in W\left(G ; H_{1}\right)$ determines an element $\bar{w}$ of $W(G ; ⿹ \zh13 一 ⿻ 上 丨 匕 刂 灬$. Similarly，for $w \in W(G ; H)$ ，the $\in$ element $\bar{w} \in W(G$（SC）can be defined．We remark that $\tilde{W}_{H}(\lambda)$ is stable under the left multiplication by the elements of $W(G ; \hat{3})$ ．For $s \in W\left(G ; H_{1}\right)$（or $s \in W(G ; H))$ and $t \in \tilde{W_{H}}(\lambda)$ ，we write $s t \in \tilde{W_{H}}(\lambda)$ instead of $\bar{s} t$ for simplicity．

1．2．Invariant eigendistributions．We review the facts
about invariant eigendistributions (IEDs) and characters on $G$ briefly.

Let $(\pi, H)$ be an irreducible representation of $G$ on $a$ Hilbert space $H$. We assume $\pi$ be admissible, i.e., K-multiplicities are finite. Then $\pi$ has a character $\mathbb{H}_{\pi}$ which is a distribution on $\mathbf{G}$ :

$$
\Theta_{\pi}(f)=\operatorname{Trace} \int_{G} f(g) \pi(g) d g \quad\left(f \in C_{0}^{\infty}(G)\right)
$$

where $C_{0}^{\infty}(G)$ is the space of $C^{\infty}$-functions with compact supports. The irreducible character $\Theta_{\pi}$ has the following remarkable properties.
(1) It is invariant under the inner automorphisms of $G$.
(2) It is a simultaneous eigendistribution of two-sided invariant differential operators (Lapalace operators) on $G$.
(3) Essentially, it coincides with a locally summable function $f_{\pi}$ on $G$ which is analytic on the open dence subset G' of regular elements of $G$.

```
    Definition 1.1. We call a distribution \Theta on G invariant
eigendistribution(IED) if it satisfies the properties (1)-(2)
above.
```

The property (3) follows from (1) and (2) (see [3,Th.2]).

Take an IED $\Theta$. Then $\Theta$ is an eigendistribution of

Laplace operators:

$$
z \oplus=\chi(z) \oplus \quad\left(z \in\left(\begin{array}{l}
(1)
\end{array}\right)\right.
$$

where (2) is the centre of $U\left(G_{C}\right)$ (identified with the space of Laplace operators). The algebra homomorphism $X$ of (2) into $C$ is called the infinitesimal character of $\Theta$.

Let $H$ be a Cartan subgroup of $G$. We give a local expression of $\Theta$ on $H$. By the Harish-Chandra map $\eta$ we can identify (2) and $U\left(\bigcap_{C}\right)^{W}$, the space of $W$-invariant polynomials on (h). Then $X$ defines an element of $\operatorname{Hom}_{\mathrm{alg}}\left(U\left(\mathrm{C}_{\mathrm{C}}\right)^{W}{ }_{\mathrm{C}} \mathrm{C}\right) \simeq\left(\mathrm{H}_{\mathrm{C}} / W\right.$ :


Corresponding element $\lambda \in h_{C}^{\star}$ is also called an infinitesimal character of $\Theta$ and we denote this by $\mathcal{X}=\mathcal{X}_{\lambda}$. Remark that $X_{\lambda}=X_{w \lambda}$ for any $w \in W$.

Let $h \in H \cap G^{\prime}$ be a regular element. Then we have for a sufficiently small $x \in(h)$,
$D \Theta(h \exp x)=\sum_{w \in W} c(w, h ; x) \exp w \lambda(x) \quad$. Here,

$$
D(h)=\xi_{p}(h) \prod_{\alpha \in \Delta^{+}}\left(1-\xi_{\alpha}^{-1}(h)\right)
$$

is called the weyl denominator. The coefficients $c(w, h ; x)$ are polynomials in $x$. If all the coefficients can be taken as constants in $x$ for any $w, h$ and any Cartan subgroup $H$, we
call $\oplus$ a constant coefficient IED.
1.3. Virtual characters and IEDs. A virtual character is by definition a linear combination of irreducible characters. The space of all the virtual characters with infinitesimal character $\lambda$ is denoted by $V(\lambda)$. We proved the following in [14,15].

Proposition 1.2. The space $V(\lambda)$ of virtual characters coincides with the space of constant coefficient IEDs with infinitesimal character $\boldsymbol{\lambda}$.

By this proposition, virtual characters and constant coefficient IEDs are identified. Let us introduce the results on IEDs obtained by T.Hirai([5,6]). Let $H$ be a Cartan subgroup of $G$ and take an infinitasimal character $\lambda \in \mathcal{R}_{C}^{*}$. Define a family of analytic functions on $H$ as

$$
\begin{aligned}
& \text { B. }(H ; \lambda)=\{\zeta \mid \zeta \text { is analytic on } H \text {, satisfying the following } \\
&\text { conditions (1) and (2) }\} .
\end{aligned}
$$

(1) $\zeta$ is an eigenfunction of $U\left(h_{C}^{3}\right)^{W}$ with eigenvalue $\lambda$
(2) $\zeta$ is $\varepsilon$-symmetric under $W(G ; H)$, i.e.,
$\zeta\left(w_{h}\right)=\varepsilon(h ; w) \zeta(h) \quad(h \in H, w \in W(G ; H))$,
where $\varepsilon(h ; w)$ is defined as follows:

$$
\begin{aligned}
& \varepsilon(h ; w)=(-1)^{N(w)} \prod_{\alpha \in R(w)} \operatorname{sgn}\left(\xi_{w}-1 \alpha(h)\right) \\
& N(w)=\#\left\{\alpha \in \Delta^{+} \mid \alpha \text { is imaginary and } w^{-1} \alpha<0\right\}, \\
& R(w)=\left\{\alpha \in \Delta^{+} \mid \alpha \text { is real and } w^{-1} \alpha<0\right\}
\end{aligned}
$$

We say a root $\alpha \in \Delta$ is real (or imaginary) if it takes real (respectively, purely imaginary) values on (h) The function $\varepsilon(h ; w)$ is locally constant on $H$, with values in $\{ \pm 1\}$.

Each element $\zeta \in \widehat{B}(H ; \lambda)$ can be written as

$$
\zeta(h \exp x)=\sum_{W \in W} a_{W}(h ; x) \exp w \lambda(x) \quad(x \in \widehat{h}, h \in H),
$$

where $a_{w}(h ; x)$ is a polynomial function in $x$ depending on $h$
and $w$. If $a_{w}(h ; x)$ can be taken as constant in $x$ for each $h$ and $w$, we call $\zeta$ of constant coefficients. Put $(\bar{C}(H ; \lambda)=\{\zeta \in B)(H ; \lambda) \mid \zeta$ is of constant coefficients $\}$. Theorem 1.3(T.Hirai). (1) There is a canonical linear isomorphism $T$ of $B(H ; \lambda)$ into the space of IED s $A(\lambda)$ with infinitesimal character $\lambda$. Let $\left.\operatorname{CBH}_{H}(\lambda)=T(B)(H ; \lambda)\right)$. Then

$$
\mathbb{A}(\lambda)=\sum_{\mathrm{H}}{ }^{\oplus} \widehat{\mathrm{E}}_{\mathrm{H}}(\lambda)
$$

is a direct sum, where $H$ runs through all the representatives of conjugacy classes of Cartan subgroups of $G$.
(2) Let $\left.V_{H}(\lambda)=T(C)(H ; \lambda)\right)$. Then

$$
V(\lambda)=\sum_{H}^{\oplus} V_{H}(\lambda)
$$

gives a direct sum decomposition of the space of constant coefficient IED (or the space of virtual characters).

The definition of the linear map $T$ is described in
[6,§3]. We explain the construction of $T$ in Appendix $A$ for
later use.
§2. The representations of integral Weyl groups $W_{H}(\lambda)$.
2.1. Let $\operatorname{Car}(G)$ be the set of all the conjugacy classes of Carton subgroups of G. Take $[H] \in \operatorname{Car}(G)$, where [H] denotes the conjugacy class of $H$.

At first, we describe generators of the space $C(H ; \lambda)$. Let $\left\{H_{i} \mid 0 \leqq i \leqq \ell\right\}$ be a complete system of representatives of connected components of $H$ under the inner automorphisms of $G$ (we take $H_{0}$ as the connected component of e). For $t \in{\underset{W}{H}}_{\sim}^{(\lambda)}, 0 \leqq i \leqq \ell$ and $a_{i} \in H_{i}$, we define an analytic function $\zeta\left(a_{i}, t \lambda ; h\right)$ on $H$ as follows. Define $\zeta\left(a_{i}, t \lambda i h\right)$ first on $H_{i}$. Put for $h \in H_{i}$, (2.1) $\zeta\left(a_{i}, t \lambda ; h\right)=\sum_{s \in W\left(G ; H_{i}\right)} \varepsilon\left(a_{i} ; s\right) \xi_{t \lambda}\left(a_{i}{ }^{-1}(s h)\right)$,
where $\xi_{t \lambda}$ is an analytic function on $H_{0}$ defined by $\xi_{t \lambda}(\exp x)=\exp t \lambda(x) \quad\left(x \in(h)\right.$. On $W(G ; H)$-orbit of $H_{i}$, we put $\zeta\left(a_{i}, t \lambda ; h\right) a s$

$$
\zeta\left(a_{i}, t \lambda ; w_{h}\right)=\varepsilon(h ; w) \zeta\left(a_{i}, t \lambda ; h\right) \quad\left(h \in H_{i}, w \in w(G ; H)\right)
$$

and for $h \in H$ outside of $W(G ; H)$-orbit of $H_{i}$, put $\zeta\left(a_{i}, t \lambda ; h\right)=0$ 。 Easy calculations tell us that $\zeta\left(a_{i}, t \lambda ; *\right) \in \mathbb{C}(H ; \lambda)$. Moreover, one knows that $\left\{\zeta\left(a_{i}, t \lambda ; *\right) \mid 0 \leqq i \leqq l, t \in \mathcal{W}_{H}^{\sim}(\lambda)\right\}$ spans $C(H ; \lambda)$ for $a$ fixed $\operatorname{set}\left\{a_{i} \mid a_{i} \in H_{i}, 0 \leqq i \leqq \ell\right\}$.

In the following of this paper, we assume that $\left\{a_{i}\right\}$ can be $\{\neq$ taken nicely for $\lambda$. More precisely, we put the following assumption on $\lambda$.

Assumption 2.1. For each Cartan subgroup H of G , there exists $\left\{a_{i}\right\}$ such that
(0) $a_{i} \in H_{i}(0 \leqq i \leqq \ell)$ and $a_{0}=e$.
(1) $\xi_{t \lambda}\left(a_{i}^{-1}\left(s a_{i}\right)\right)=1$ for any $t \in W_{H}^{\sim}(\lambda)$ and $s \in W\left(G ; H_{i}\right)$.

Remark 2.2. For a special G , Assumption 2.1 is satisfied for any $\lambda$. For example, $G=S L(n, R), S p(2 n, R), S O_{0}(p, q)(p+q=$ $2 n$ ) or a complex Lie group, then the assumption is satisfied. In general, if we replace $\lambda$ by $m \lambda$ for some positive integer $m$. the assumption above is satisfied. More detailed discussion is

## given in Appendix B.

2.2. In the following of this section, we assume that $\lambda$ is regular. Then it is known that $B(H ; \lambda)=C(H ; \lambda)$ and $V(\lambda)=A(\lambda)$. We recall the definition of the representations of integral Weyl group $W_{H}(\lambda)$ on $V_{H}(\lambda)$ (see $\left.[16, \S 3]\right)$.

Since $B(H ; \lambda)=C(H ; \lambda)=\left\langle\zeta\left(a_{i}, t \lambda ; *\right) \mid 0 \leqq i \leqq \ell, t \in W_{H}^{\sim}(\lambda)\right\rangle$ (linear span over $C$ ) and $\left.V_{H}(\lambda)=T(B)(H ; \lambda)\right)$, we may identify $B(H ; \lambda)$ and $V_{H}(\lambda)$ by $T$. Then $w \in W_{H}(\lambda)$ acts on $\zeta\left(a_{i}, t \lambda_{i} *\right)$ as

$$
R(w) \zeta\left(a_{i}, t \lambda ; *\right)=\zeta\left(a_{i}, t w^{-1} \lambda ; *\right)
$$

An element $w \in W_{H}(\lambda)$ acts on $T \zeta\left(a_{i}, t \lambda ; *\right)$ as

$$
\tau(w)\left(T \zeta\left(a_{i}, t \lambda ; *\right)\right)=T\left(R(w) \zeta\left(a_{i}, t \lambda ; *\right)\right) .
$$

Assumption 2.1 assures that this definition of $\tau$ is well-defined. We can decompose the representation $\left(\tau, V_{H}(\lambda)\right)$ of $W_{H}(\lambda)$ completely in terms of induced representations. Let us explain this. Let $\Gamma_{i} \subset W_{H}(\lambda)$ be a complete system of
representatives of a coset space $W\left(G ; H_{i}\right) \backslash \tilde{W_{H}}(\lambda) / W_{H}(\lambda)$ and put

$$
\begin{aligned}
& w(i, \gamma)=W_{H}(\lambda) \cap \gamma^{-1} W\left(G ; H_{i}\right) \gamma \quad\left(\gamma \in \Gamma_{i}\right), \\
& \varepsilon(i, \gamma ; w)=\varepsilon\left(a_{i} ; \gamma w \gamma^{-1}\right) \quad\left(a_{i} \in H_{i}, w \in W(i, \gamma)\right) .
\end{aligned}
$$

Then $\varepsilon(i, \gamma ; *)$ is a character of the group $w(i, \gamma)$.

Theorem 2.3([16,Th.5.1]). The representation $\tau$ of $W_{H}(\lambda)$ on $V_{H}(\lambda)$ given above is decomposed into a direct sum of induced representations:

$$
\left(\tau, v_{H}(\lambda)\right)=\sum_{i=0}^{\ell} \sum_{\gamma \in \Gamma_{i}}^{\oplus} \text { Ind }\left(\varepsilon(i, \gamma ; *) ; W(i, \gamma) \uparrow w_{H}(\lambda)\right)
$$

where $\operatorname{Ind}(\varepsilon ; A \uparrow B)=\operatorname{Ind}_{A}^{B} \varepsilon$.

Now we remark the connection between our representations and the representations of Weyl groups which Zuckerman defined ([10, Appendix]). In the case that $\lambda$ is integral for $G$.i.e.. see also [1]
$W_{H}(\lambda)=W$ for any $H$, our representation of $W$ is defined on the whole space of virtual characters $V(\lambda)=\sum_{H}^{\oplus} V_{H}(\lambda)$. This
representation is equivalent (under Assumption 2.1) to

Zuckerman's one. But for general $\lambda$, his definition is only applied to a subgroup

$$
w_{0}=\{w \in w \mid w \lambda-\lambda \in Q[\Delta]\}
$$

of $W$, while our definition can be applied to a larger subgroup than $W_{0}$. Remark that Zuckerman's representation of $W_{0}$ and ours restricted to $W_{0}$ are almost equivalent (in fact, replacing $\lambda$ by $m \lambda$ for some integer $m>0$, we can prove they are equivalent).

## §3. Generalities on Hecke algebras.

This section is devoted to explain general properties of Hecke algebras and their representations. We use notations independent of the other sections here.
3.1. Hecke algebras. Let $W$ be a group (infinite or finite) and $D$ its subgroup. We assume that
(3.1) $\left[D ; D \cap x^{-1} D x\right]<\infty$ for any $x \in W$.

Let $M=\{D \times D \mid x \in W\}$ be the set of double cosets, and we denote by $H^{2}(W, D)$ a free abelian group generated by $M$. For $A, B, C \in M$. put $\mu_{A, B}^{C}=\#\left(D \backslash A^{-1} C \cap B\right)<\infty$ and define the product $A \circ B$ by

$$
A \circ B=\sum_{C \in M} \mu_{A, B}^{C} c
$$

The algebra $H^{2}(W, D)$ with the above product 0 is called the Hecke algebra of (W,D) over $Z([7,8])$. We simply call $H(W, D)=$ $H^{2}(W, D) \otimes_{Z} C$ the Hecke algebra of $(W, D)$ in this paper. Now we assume that $W$ is a finite group. Remark that (3.1)
is always satisfied. In this case we have more convenient interpretation of $H(W, D)$. Let $C[W]$ be a group ring of $W$ and put

$$
e_{D}=\frac{1}{\# D} \sum_{d \in D} d \in C[W]
$$

Then the subalgebra $e_{D} C[W] e_{D}$ of $C[W]$ is isomorphic to $H(W, D)$ as an algebra. As a consequence, $H(W, D)$ is a semisimple algebra. Since $e_{D}$ is idempotent, $H(W, D) \simeq e_{D} C[W] e_{D}$ has a unit element $e_{D}$. In the following, we always regard $H(W, D)$ as the subalgebra $e_{D} C[W] e_{D}$ of $C[W]$.

```
Take a representation }\pi\mathrm{ of }W\mathrm{ on a finite dimensional
```

vector space $V$. Then there corresponds a representation of the
group ring $C[W]$ naturally. We denote it also by $\pi$. Since
$H(W, D)$ is a subalgebra, we can get a homomorphism

$$
\left.\pi\right|_{H(W, D)}: H(W, D) \longrightarrow \text { End }(V)
$$

But it does not send the unit element $e_{D}$ to the unit element
${ }^{1} \mathrm{~V}$ of End $(\mathrm{V})$. To aboid this situation, we decompose V as

$$
\mathrm{V}=\mathrm{V}_{0} \oplus \mathrm{~V}_{1} \quad \text { (direct sum of } \mathrm{D} \text {-modules) }
$$

where $v_{1}=v^{D}=\{v \in v \mid \pi(d) v=v$ for any $d \in D\}$ and $v_{0}$ is the complement of $v_{1}$. Since $\pi\left(e_{D}\right) V=v_{1}$, we have

$$
\left.\pi\right|_{H(W, D)}: H(W, D) \longrightarrow \operatorname{End}\left(V_{1}\right) \subset \text { End }(V) \text {, }
$$

and $\pi\left(e_{D}\right)=1 V_{1}$. Therefore we get a representation of $H(W, D)$ on $V_{1}$ from a representation ( $\pi, V$ ) of $W$. We call this representation of $H(W, D)$ the reduction of $(\pi, V)$ to $H(W, D)$ and denote it by $\operatorname{Red}_{D}^{W} \pi$. The representation space of $\operatorname{Red}_{D}^{W} \pi$ is $v_{1} \cong v / v_{0}$ as described above.

Lemma3.1. If $\pi$ is irreducible, then $\operatorname{Red}_{D}^{W} \pi$ is irreducible.

Proof. It is easy to see that every vector of $\mathrm{V}_{1}$ except 0 is cyclic, and consequently $\operatorname{Red}_{D}^{W} \pi$ is irreducible. Q.E.D.
3.2. The representations of the Hecke algebra $H\left(W_{,} W_{\lambda}\right)$ 。 Let us consider the following case. Take a finite group $W^{\prime}$ acting on $\mathrm{R}^{\mathrm{n}}$ faithfully.
(*) For a subset $W^{\sim}$ of $W^{\prime}$, let $A$ and $W$ be subgroups such that $A \subset\left\{a \in W^{\prime} \mid a W^{\sim}=W^{\sim}\right\}$ and $W=\left\{b \in W^{\prime} \mid W^{\sim} b=W^{\sim}\right\}$. Then there exists $\lambda \in R^{n}$ such that $W_{\lambda}=\left\{w \in w^{\prime} \mid w \lambda=\lambda\right\}$ is a subgroup of W.

Now we treat the Hecke algebra $H\left(W, W_{\lambda}\right)$ and their representations. Take a character $X$ of $A$. Define an element of the group ring of $R^{n}$ by

$$
\zeta\left(t, \lambda_{0}\right)=\sum_{a \in A} X(a) \exp a t \lambda_{0} \quad\left(t \in W^{\sim}\right),
$$

and put $B\left(\lambda_{0}\right)=\left\langle\zeta\left(t, \lambda_{0}\right) \mid t \in W^{\sim}\right\rangle$ (linear span over $C$ ), where $\lambda_{0}$ $E R^{n}$ is a regular element, i.e., $w_{\lambda_{0}}=\left\{w \in w^{\prime} \mid w_{0}=\lambda_{0}\right\}=\{e\}$.

Lemma 3.2. Linear transformations $\tau(w)(w \in w)$ on $B\left(\lambda_{0}\right)$ defined by

$$
\tau(w): \zeta\left(t, \lambda_{0}\right) \longrightarrow \zeta\left(t w^{-1}, \lambda_{0}\right)
$$

give a representation $\left(\tau, \mathrm{B}\left(\lambda_{0}\right)\right)$ of $W$.

As described in 3.1, we get a representation $\operatorname{Red}_{W_{\lambda}}^{W} \tau$ of $H\left(W, W_{\lambda}\right)$ from $\left(\tau, B\left(\lambda_{0}\right)\right)$. In the following, we will give another f interpretation of $\operatorname{Red}_{W_{\lambda}}^{W} \tau$ in the above situation. This is achieved by "translating" regular parameter $\lambda_{0}$ to singular one. Returning to $\lambda \in R^{n}$ in (*), we define $\zeta(t, \lambda)\left(t \in W^{\sim}\right)$ and $B(\lambda)$ as $\zeta\left(t, \lambda_{0}\right)$ and $B\left(\lambda_{0}\right)$, using $\lambda$ instead of $\lambda_{0}$. Define a linear map $P$ of $(B)\left(\lambda_{0}\right)$ to $(B)(\lambda)$ by

$$
P \zeta\left(t, \lambda_{0}\right)=\zeta(t, \lambda) .
$$

Remark that $P$ is onto but not infective in general.

We construct a representation $\sigma$ of $H\left(W, W_{\lambda}\right)$ on the space
$B(\lambda)$ as follows. Recall that $H\left(W, W_{\lambda}\right)=e_{\lambda} C[w] e_{\lambda}$, where $e_{\lambda}=$ $\left(\# W_{\lambda}\right)^{-1} \Sigma_{s \in W_{\lambda}} s$. For $e_{\lambda} w_{\lambda} \in H\left(W, W_{\lambda}\right)$, we put
(3.2)

$$
\sigma\left(e_{\lambda} w e_{\lambda}\right) \zeta(t, \lambda)=P\left(\tau\left(e_{\lambda} w e_{\lambda}\right) \zeta\left(t, \lambda_{0}\right)\right)
$$

Lemma 3.3. The linear operators $\sigma\left(e_{\lambda} w e_{\lambda}\right)(w \in W)$ define a representation of the Heck algebra $H\left(W, W_{\lambda}\right)$.

Proof. At first we prove $\sigma\left(e_{\lambda} w e_{\lambda}\right)$ is well-defined. That is to say, we prove that if

$$
\sum_{t \in W} c_{t} \zeta(t, \lambda)=0
$$

then it holds
(3.3)

$$
P\left(\tau\left(e_{\lambda} w e_{\lambda}\right) \sum_{t \in W^{\sim}} c_{t} \zeta\left(t, \lambda_{0}\right)\right)=0
$$

for any $w \in W$. We use the following lemma.

Lemma 3.4. Let $\left(\hat{B}\left(\lambda_{0}\right)\right.$, be the space of all the $W_{\lambda}$-fixed vectors and $B\left(\lambda_{0}\right)_{0}$ the complement in $B\left(\lambda_{0}\right)$ as $W_{\lambda}$-module. Then we have Ger $P=(B)\left(\lambda_{0}\right)_{0}$.

We will prove this lemma after the proof of Lemma 3.3.

Now apply Lemma 3.4 to the element $\sum c_{t} \zeta\left(t, \lambda_{0}\right)$. Since it belongs to Ger $P$ by assumption, it generates a $W_{\lambda}$-module that contains no non-zero fixed vector. So we have

$$
\tau(e \lambda)\left(\sum_{t \in W} \sim c_{t} \zeta\left(t, \lambda_{0}\right)\right)=0
$$

and we have proved (3.3).

To verify that $\sigma$ defines a representation is now an easy
task. Take $w_{1}, w_{2} \in W$. Then we have

$$
\begin{aligned}
& \sigma\left(e_{\lambda} w_{1} e_{\lambda}\right) \sigma\left(e_{\lambda} w_{2} e_{\lambda}\right) \zeta(t, \lambda)=\sigma\left(e_{\lambda} w_{1} e_{\lambda}\right) P\left(\tau\left(e_{\lambda} w_{2} e_{\lambda}\right) \zeta\left(t_{1} \lambda_{0}\right)\right) \\
&=P\left(\tau\left(e_{\lambda} w_{1} e_{\lambda}\right) \tau\left(e_{\lambda} w_{2} e_{\lambda}\right) \zeta\left(t, \lambda_{0}\right)\right) \\
&=P\left(\tau\left(e_{\lambda} w_{1} e_{\lambda} w_{2} e_{\lambda}\right) \zeta\left(t, \lambda_{0}\right)\right) \\
&=\sigma\left(e_{\lambda} w_{1} e_{\lambda} w_{2} e_{\lambda}\right) \zeta(t, \lambda) .
\end{aligned}
$$

Proof of Lemma 3.3. At first we show that Ger $P$ contains B $\left(\lambda_{0}\right)_{0}$. For any $s \in W_{\lambda}$, we have

$$
P\left(\tau\left(s^{-1}\right) \zeta\left(t, \lambda_{0}\right)\right)=P\left(\zeta\left(t s, \lambda_{0}\right)\right)
$$

$$
=\zeta(t s, \lambda)=\zeta(t, \lambda)=P\left(\zeta\left(t, \lambda_{0}\right)\right) .
$$

Therefore, for any $v \in \widehat{B}\left(\lambda_{0}\right)_{0}$, we have $\tau\left(e_{\lambda}\right) v=0$ and

$$
0=P\left(\tau\left(e_{\lambda}\right) v\right)=\left(\# W_{\lambda}\right)^{-1} \sum_{s \in W_{\lambda}} P(\tau(s) v)=\left(\# W_{\lambda}\right)^{-1} \sum_{s \in W_{\lambda}} P(v)=P(v) .
$$

Thus we have $P(v)=0$.

Now we prove the reversed inclusion. Assume that $P(v)=0$. Decompose $\mathrm{v}=\mathrm{v}_{0} \oplus \mathrm{v}_{1}$ along the direct sum $\mathrm{B}\left(\lambda_{0}\right)=\mathrm{B} \backslash\left(\lambda_{0}\right)_{0} \oplus \mathrm{~B} j\left(\lambda_{0}\right)_{1}$. Since $P(v)=P\left(v_{0}\right)+P\left(v_{1}\right)=P\left(v_{1}\right)$ from the above, we can assume that $\mathrm{v}=\mathrm{v}_{1} \in \mathbb{B}\left(\lambda_{0}\right)_{1}$. Let $\left\{\mathrm{t}_{\mathrm{i}} \mid \mathrm{i} \in I\right\}$ be a complete system of representatives of $A \backslash W^{2}$. Clearly. $\left\{\zeta\left(t_{i}, \lambda_{0}\right) \mid i \in I\right\}$ is a basis of $(B)\left(\lambda_{0}\right)$. So we can write

$$
v=\sum_{i \in I} c_{i} \zeta\left(t_{i}, \lambda_{0}\right) \quad\left(c_{i} \in c\right)
$$

Using this expression for $v$, we rewrite the equality $\tau(s) v=v$ for any $s \in W_{\lambda}$. We have

$$
\tau\left(s^{-1}\right) v=\sum_{i \in I} c_{i} \zeta\left(t_{i} s, \lambda_{0}\right)=\sum_{i \in I} c_{i} \sum_{a \in A} X(a) \exp a t_{i} s \lambda_{0}
$$

If we write $t_{i} s=a(i, s) t_{i(s)} \in A\left\{t_{i}\right\}=W \sim$, then the above formula becomes

$$
\begin{aligned}
& \sum_{i} c_{i} \sum_{a} X(a) \exp a a(i, s) t_{i(s)^{\prime}} \lambda_{0} \\
& =\sum_{i} c_{i} X\left(a(i, s)^{-1}\right) \sum_{a} X(a) \exp a t_{i(s) \lambda_{0}} \\
& =\sum_{i} c_{i} X\left(a(i, s)^{-1}\right) \zeta\left(t_{i(s)}, \lambda_{0}\right)
\end{aligned}
$$

This is equal to $v=\sum c_{i} \zeta\left(t_{i}, \lambda_{0}\right)$. Therefore we have $c_{i}=$ $\mathcal{X ( a ( i , s ) ) c _ { i ( s ) } \text { for any } s \in W \lambda . ~ . ~ . ~}$

Now, since

$$
0=P(v)=\sum_{i \in I} c_{i} \zeta\left(t_{i}, \lambda\right)=\sum_{i \in I} c_{i} \sum_{a \in A} X(a) \exp a t_{i} \lambda,
$$

the coefficients of $\exp a t_{i} \lambda$ must be zero. Remark that $a_{1} t_{i} \lambda=$ $a_{2} t_{j} \lambda\left(a_{1}, a_{2} \in A\right)$ is equivalent to that there exists an $s \in W_{\lambda}$ such that $a_{1} t_{i}=a_{2} t_{j} s$. Therefore the coefficients of exp at ${ }_{i} \lambda$ is equal to

$$
\left.\sum_{s \in W_{\lambda}} c_{i(s)} \chi(\operatorname{aa(i}, s)\right)=\sum_{s \in W_{\lambda}} c_{i} \chi(a)=\left(\# W_{\lambda}\right) c_{i} \chi(a)
$$

where we used $c_{i}=c_{i(s)} X(a(i, s))$. Now we proved that $P(v)=0$ and $v \in B\left(\lambda_{0}\right)_{1}$ give $c_{i}=0$, and therefore $v=0$. Q.E.D.

Proposition 3.5. The representation $(\sigma, B(\lambda))$ of $H\left(W, W_{\lambda}\right)$ is equivalent to $\operatorname{Red}_{W_{\lambda}}^{W}\left(\tau,\left(\lambda_{0}\right)\right)$.

Proof. By Lemma 3.4, we have Ker $P=B\left(\lambda_{0}\right)_{0}$. Therefore $P$ defines a linear map of the representation space of $\operatorname{Red}_{W_{\lambda}}^{W} \tau$ to $B(\lambda)$. It is easy to see that $P$ intertwines $\operatorname{Red}_{W_{\lambda}}^{W} \tau$ and $\sigma$. Q.E.D.

## §4. Representations of Hecke algebras on virtual character modules.

4.1. After the general theory in $\S 3$, we now return to the notations and subjects in $\S \S 1$ and 2 . Let $H$ be a Carton subgroup of $G$ and $\left\{H_{i} \mid 0 \leqq i \leqq \ell\right\}$ a system of representatives of conjugacy classes of connected components of $H$ under the inner automorphisms of $G$. Let $\lambda \in \cap_{\mathrm{C}}^{\mathrm{C}}$ ( be an infinitesimal character not necessarily regular, and $W_{\lambda}$ its fixed subgroup in $W$. We choose $\lambda$ to be dominant with respect to $\Delta^{+}$in the sense that $\operatorname{Re}\langle\lambda, \alpha\rangle \geqq 0$ for $\alpha \in \Delta^{+}$. As is mentioned in $\S 2$, the virtual character module $V(\lambda)$ with infinitesimal character $\lambda$ is decomposed as a vector space over C

$$
V(\lambda)=\sum_{[H] \in \operatorname{Car}(G)}^{\oplus} V_{H}(\lambda)
$$

Each $V_{H}(\lambda)$ is isomorphic to the vector space $C(H ; \lambda)$ of $\varepsilon$-symmetric $\lambda$-eigenfunction on $H$ which are of constant coefficients. Put $\oint_{i}(H ; \lambda)=\left\langle\zeta\left(a_{i}, t \lambda ; *\right) \mid t \in W_{H}^{\sim}(\lambda)\right\rangle$ and $V_{H}^{i}(\lambda)=$
$T\left(\mathbb{C}_{i}(H ; \lambda)\right)$. Then clearly it holds that
$C(H ; \lambda)=\sum_{0 \leqq i \leqq \ell} \varrho_{i}(H ; \lambda) \quad, \quad V_{H}(\lambda)=\sum_{0 \leqq i \leqq \ell}{ }^{\oplus} V_{H}^{i}(\lambda) \quad$.

Take a $\mu \in \mathbb{h}_{\substack{*}}$ such that (i) $\mu$ belongs to the root lattice $Q[\Delta]$ and (ii) $\lambda_{0}=\lambda+\mu$ is dominant regular. Then we have the following lemma.

Lemma 4.1. (1) The subset $\tilde{W_{H}}(\lambda)$ coincides with $\tilde{W_{H}}\left(\lambda_{0}\right)$.
(2) The integral Well group $W_{H}(\lambda)$ coincides with $W_{H}\left(\lambda_{0}\right)$.
(3) The subgroup $W_{\lambda}$ is contained in $W_{H}(\lambda)$.

The proof is easy. So we omit it.
4.2. Now we apply the results of $\S 3$ to this case. Take a character $\varepsilon\left(a_{i} ; \star\right)$ of $W\left(G ; H_{i}\right)$ and form an analytic function $\zeta\left(a_{i}, t \lambda_{0} ; *\right) \quad\left(a_{i} \in H_{i}, t \in W_{H}^{\sim}(\lambda)\right)$ on $H_{i}$ as

$$
\zeta\left(a_{i}, t \lambda_{0} ; a_{i} \exp x\right)=\sum_{s \in W\left(G ; H_{i}\right)} \varepsilon\left(a_{i} ; s\right) \exp s t \lambda_{0}(x)
$$

Then $C_{i}\left(H ; \lambda_{0}\right)=\left\langle\zeta\left(a_{i}, t \lambda_{0} ; *\right) \mid t \in W_{H}^{\sim}(\lambda)\right\rangle$ is a $W_{H}(\lambda)$-module as
described in $\S 2$ (under the Assumption 2.1). Define a linear operator $P: \overline{\mathbb{C}}_{i}\left(H ; \lambda_{0}\right) \longrightarrow \mathbb{C}_{i}(H ; \lambda)$ by $P\left(\zeta\left(a_{i}, t \lambda_{0} ; *\right)\right)=$ $\zeta\left(a_{i}, t \lambda ; *\right)$. Then we come to the situation of $\S 3.2$, if we replace $W^{\prime}, W, A, W^{\sim}, W_{\lambda}$ and $X$ in $\S 3.2$ by $W, W_{H}(\lambda), W\left(G ; H_{i}\right)$ 。 $W_{H}^{\sim}(\lambda), W_{\lambda}$ and $\varepsilon\left(a_{i} ; *\right)$ in this section respectively. We get the following.

Theorem 4.2. (1) For $e_{\lambda} w_{\lambda} \in H\left(W_{H}(\lambda), W_{\lambda}\right)$, put
$\sigma\left(e_{\lambda} w e_{\lambda}\right) T \zeta\left(a_{i}, t \lambda ; h\right)=\left(\# W_{\lambda}\right)^{-1} \sum_{s \in W_{\lambda}} T \zeta\left(a_{i}, t s w^{-1} \lambda ; h\right) \quad(h \in H)$.

Then $\sigma$ is a representation of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ which carries the unit element of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ to the unit element of End $V_{H}^{i}(\lambda)$. Denote again by $\sigma$ this representation of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ on the virtual character module $V_{H}(\lambda)=\sum^{\ominus} V_{H}^{i}(\lambda) \quad(0 \leqq i \leqq l)$.
(2) The representation $\left(\sigma, \mathrm{V}_{\mathrm{H}}(\lambda)\right)$ of the Hecke algebra $H\left(W_{H}(\lambda), W_{\lambda}\right)$ is equivalent to the reduction (with respect to the subgroup $W_{\lambda}$ ) of the representation $\left(\tau, V_{H}\left(\lambda_{0}\right)\right)$ of $W_{H}\left(\lambda_{0}\right)=$ $W_{H}(\lambda)$, the integral Weyl group:

$$
\left(\sigma, v_{H}(\lambda)\right) \simeq \operatorname{Red}_{W_{\lambda}}^{W_{H}}\left(\lambda_{0}\right)\left(\tau, v_{H}\left(\lambda_{0}\right)\right)
$$

Using Theorem 2.3, we can decompose $\left(\sigma, \mathrm{v}_{\mathrm{H}}(\lambda)\right)$ into direct sum of "induced" representations. Namely, if we write

$$
\operatorname{RI}(\varepsilon ; A \uparrow B \downarrow C)=\operatorname{Red}_{C}^{B} \operatorname{Ind}_{A}^{B} \varepsilon,
$$

we have the following.

Corollary 4.3. The representation $\left(\sigma, \mathrm{V}_{\mathrm{H}}(\lambda)\right)$ of
$H\left(W_{H}(\lambda), W_{\lambda}\right)$ defined in the above is decomposed as follows:
$\left(\sigma, v_{H}(\lambda)\right)=\sum_{i=\theta}^{\ell} \sum_{\gamma \in \Gamma_{i}}^{\oplus} R I\left(\varepsilon(i, \gamma ; *) ; W(i, \gamma) \uparrow w_{H}(\lambda) \downarrow W_{\lambda}\right)$,
where $\Gamma_{i}, W(i, \gamma)$ and $\varepsilon(i, \gamma ; *)$ is given as in §2.2.

## Let

(4.1)

$$
\left(\tau, v_{H}\left(\lambda_{0}\right)\right)=\sum_{\eta \in W_{H}(\lambda)^{\wedge}}^{m_{\eta} \eta}
$$

be the decomposition into irreducible components, where $m_{\eta}$ is

$$
4-4
$$

the multiplicity of $\eta$. Remark that we can get (4.1) from Theorem 2.3 easily for explicit cases. We put

$$
\begin{aligned}
F(\lambda) & =\left\{\eta \in W_{H}(\lambda)^{\wedge} \mid \eta \text { has non-trivial fixed vector for } W_{\lambda}\right\} \\
& =\left\{\eta \in W_{H}(\lambda)^{\wedge} \mid\left[\eta ; \text { Ind }\left(1 ; W_{\lambda} \uparrow W_{H}(\lambda)\right)\right] \neq 0\right\} .
\end{aligned}
$$

Then we have

Corollary 4.4. The representation $\left(\sigma, V_{H}(\lambda)\right)$ of $H\left(W_{H}(\lambda), W_{\lambda}\right)$ has the decomposition into irreducible components:

$$
\left(\sigma, \mathrm{v}_{\mathrm{H}}(\lambda)\right)=\sum_{\eta \in F(\lambda)}^{\oplus} \mathrm{m}_{\eta} \operatorname{Red}_{W_{\lambda}}^{W_{H}\left(\lambda_{0}\right)} \eta
$$

Proof. This is clear from Lemma 3.1 and the fact that Red $\eta \neq(0)$ is equivalent to $\eta \in F(\lambda)$. Q.E.D.

In the case where $\lambda$ is integral, i.e., $W_{H}(\lambda)=W$ for each Cartan subgroup $H$ of $G$, we have the representation

$$
(\sigma, V(\lambda))=\sum_{[H] \in \operatorname{Car}(G)}^{\oplus}\left(\sigma, V_{H}(\lambda)\right)
$$

$$
4-5
$$

of $H\left(W, W_{\lambda}\right)$. Then Corollary 4.3 reduced to the following (see [16,Th.5.2]).
Corollary 4.5. If $\lambda$ is integral, the representation
$(\sigma, V(\lambda))$ of $H\left(W, W_{\lambda}\right)$ is decomposed as follows:
Theorem 4.2 says that "if we know $W_{H}\left(\lambda_{0}\right)$-module structures
completely for arbitrary regular infinitesimal character $\lambda_{0}$,
then we know the $H\left(W_{H}(\lambda), W_{\lambda}\right)$-module structure for singular
infinitesimal character $\lambda$ ", by translating the regular
parameter $\lambda_{0}$ to the singular one $\lambda$. This theorem is useful to
study the properties of the virtual characters (or irreducible
representations of G) at singular parameters. For example, we
have the following result about the dimension of $V(\lambda)$.

Corollary 4.6. Let $\lambda$ and $\lambda_{0}=\lambda+\mu$ be as before. For a Cartan subgroup H , put

$$
n\left(H ; \lambda_{0}, \lambda\right)=\operatorname{dim}\left\{v \in V_{H}\left(\lambda_{0}\right) \mid \tau(s) v=v \quad \text { for any } s \in W_{\lambda}\right\}
$$

Then we have

$$
\operatorname{dim} V(\lambda)=\sum_{[H] \in \operatorname{Car}(G)} n\left(H ; \lambda_{0} ; \lambda\right)
$$

Remark. Recall that $\operatorname{dim} V(\lambda)$ is equal to the number of (equivalence classes of) irreducible admissible representations which have infinitesimal character $\lambda$.
§5. Relation to Zuckerman's translation functors: another interpretation of the representation $\sigma$.
5.1. Zuckerman's functors. We use the notations of $\S 4$ (and, of course, we suppose Assumption 2.1). Let $\varphi=\varphi_{\lambda_{0}}^{\lambda}$ and $\psi=$ $\psi_{\lambda}^{\lambda_{0}}$ be Zuckerman's translation functors (see [20]). Here we explain the properties of $\varphi$ and $\psi$ briefly for later uses. Originally. Zuckerman defined them using the tensor products with finite dimensional representations of $G$. Functors $\varphi$ and $\psi$ are defined as

$$
\begin{aligned}
& \varphi=\operatorname{Proj}\left(\lambda_{0}\right) \cdot\left(F_{\mu} \otimes(\cdot)\right) \cdot \operatorname{Proj}(\lambda) \\
& \psi=\operatorname{Proj}(\lambda) \cdot\left(F_{\mu}^{*} \otimes(-)\right) \cdot \operatorname{Proj}\left(\lambda_{0}\right)
\end{aligned}
$$

where $F_{\mu}$ is the irreducible finite dimensional representation of $G$ with highest weight $\mu$, and $F_{\mu}^{*}$ is its contragredient. Notations $\operatorname{Proj}(\lambda)$ and $\operatorname{Proj}\left(\lambda_{0}\right)$ mean "projections" to the components with infinitesimal character $\lambda$ and $\lambda_{0}$ respectively. So $\varphi$ and $\psi$ are by definition the functors of

```
categories of (G;},\textrm{K})\mathrm{ -modules. Since both of them are exact
functors, they induce linear maps between the virtual character
modules }V(\lambda)\mathrm{ and }V(\mp@subsup{\lambda}{0}{})\mathrm{ . Here we denote these linear maps by
the same letters }\varphi\mathrm{ and }\psi\mathrm{ :
\varphi : v ( \lambda ) \longrightarrow v ( \lambda _ { 0 } ) , \psi : V ( \lambda _ { 0 } ) \longrightarrow V ( \lambda ) \quad .
Take \(\Theta_{0} \in V\left(\lambda_{0}\right)\) and \([H] \in \operatorname{Car}(G)\). Then \(\Theta_{0}\) has a local expression arround a regular element \(h \in H^{\prime}=H \cap G^{\prime}\) as explained in 1.2 :
\[
D \Theta_{0}(h \exp x)=\sum_{w \in W} c_{w}(h) \exp w \lambda_{0}(x) \quad(x \in \mathfrak{h}),
\]
where \(c_{w}(h)\) is a locally constant function on \(H^{\prime}\). By (3.8) in [20], we have
\(D\left(\psi \oplus_{0}\right)(h \exp x)=\sum_{w \in W} \xi_{-w \mu}(h) c_{w}(h) \exp w \lambda(x) \quad(x \in(h) \quad\).
Similarly, if we express \(\Theta \in V(\lambda)\) as
```

$D \Theta(h \exp x)=\sum_{w \in W} a_{w}(h) \exp w \lambda(x) \quad(x \in(h))$,
then by (3.7) in [20], we have

for $h \in H^{\prime}$ and $x \in$ (h).
5.2. Relation to Hirai's method $T$. Let $\xrightarrow{P}$ be a linear map from $\widehat{B}\left(H ; \lambda_{0}\right)=\widehat{C}\left(H ; \lambda_{0}\right)$ to $\widehat{C}(H ; \lambda)$ defined as follows. For $0 \leqq i \leqq \ell$ and $t \in \underset{H}{\tilde{H}}\left(\lambda_{0}\right)$, put

$$
\underline{P} \zeta\left(a_{i}, t \lambda_{0} ; h\right)=\xi_{-t \mu}\left(a_{i}\right) \zeta\left(a_{i}, t \lambda ; h\right) \quad(h \in H),
$$

where $\mu=\lambda_{0}-\lambda$ is an element of $Q[\Delta]$.

Proposition 5.1. For any $\zeta \in \mathcal{B}\left(H ; \lambda_{0}\right)=C\left(H ; \lambda_{0}\right)$, we have $\psi(T \zeta)=T(P(\zeta))$, where the notation $T$ means Hirai's method $T$ (see [6] and Appendix A).

Proof. It is sufficient to show the proposition for $\zeta=\zeta\left(a_{i}, t \lambda_{0} ; *\right)$. Let $D$ be the Weyl denominator as in $\S 1$. Then for $a_{i} \exp x \in H_{i}(x \in(h)$, we have

$$
\begin{gathered}
\varepsilon_{R} D \psi(T \zeta)\left(a_{i} \exp x\right)=\sum_{s \in W\left(G ; H_{i}\right)} \xi_{-s^{-1} t \mu}\left(a_{i}\right) \varepsilon\left(a_{i} ; s\right) \exp (t \lambda, s x) \\
\quad=\xi_{\left.-t \mu^{\left(a_{i}\right.}\right)} \sum_{s \in W\left(G ; H_{i}\right)} \varepsilon\left(a_{i} ; s\right) \exp (t \lambda, s x),
\end{gathered}
$$

by the results of [20] and the definition of $T$. Here we used

$$
\xi_{-s}^{-1} t \mu_{i}\left(a_{i}\right)=\xi_{-t \mu}\left(a_{i}\right) \quad \text { for any } s \in W\left(G ; H_{i}\right)
$$

This follows from Assumption 2.1. On the other hand, we have

$$
\begin{aligned}
\varepsilon_{R} D T & \underline{P}(\zeta))\left(a_{i} \exp x\right)=\underline{P}(\zeta)\left(a_{i} \exp x\right) \\
& =\xi-t \mu^{\left(a_{i}\right)} \sum_{s \in W\left(G ; H_{i}\right)} \varepsilon\left(a_{i} ; s\right) \exp (t \lambda, s x) .
\end{aligned}
$$

Thus we proved

$$
\left.\psi(T \zeta)\right|_{H}=\left.T(\underline{P}(\zeta))\right|_{H} .
$$

Since $\psi(T \zeta)$ and $T(\underline{P}(\zeta))$ are extrema IED s of height $H$, we can prove $\left.\psi(T \zeta)\right|_{J}=\left.T(\underline{P}(\zeta))\right|_{J}$ for another Partan subgroup $J$ inductively on the order on Car (G) as given below. The proof
depends fully on the construction of $T$. We explain about $T$ in Appendix A.

At first, we prepare notations. Let $J_{1}$ be a connected component of $J$ and $F$ a connected component of $J_{1}^{\prime}(R)=\left\{h \in J_{1}\right\}$ $\xi_{\alpha}(h) \neq 1$ for $\left.\alpha \in \Delta_{R}\right\}$. Denote by $\sum=\Sigma\left(J_{1}\right)$ the root system consisting of all the real roots $\alpha \in \Delta\left(\mathcal{q}_{C}(\underset{C}{ })\right.$ for which $\xi_{\alpha}(h)>0$ on $J_{1}$. Let $S=S\left(J_{1}\right)$ be the subgroup of $W\left(G ; J_{1}\right)$ generated by $s_{\alpha}\left(\alpha \in \sum\right)$, where $s_{\alpha}$ denotes the reflection with respect to $\alpha$. Put $P(F)=\left\{\alpha \in \sum \mid \xi_{\alpha}(F)>1\right\}$. Then $P(F)$ is a positive system in $\Sigma$ and we denote by $\Pi=\Pi(F)=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ the simple system in $P(F)$. Let $B^{m}(1 \leqq m \leqq r)$ be a Cartan subgroup obtained from $J$ by the Cayley transform $\nu_{\alpha_{m}}=\nu_{m}$ with respect to the real simple root $\alpha_{m} \in T$. Then $\left[B^{m}\right]>[J]$ holds. By the induction hypothesis, we have
(5.1) $\left.\psi(T \zeta)\right|_{B}=\left.T(\underline{P}(\zeta))\right|_{B} m \quad(1 \leqq m \leqq r) \quad$.

Put $f^{m}=\left.D \psi(T \zeta)\right|_{B^{m}}=\left.D T(P(\zeta))\right|_{B^{m}}$. We devide the proof for $\left.\psi(T \zeta)\right|_{J}$
$=\left.T(P(\zeta))\right|_{J}$ into two steps as in the proof of Theorem 4.3 in [16].

> Step R. Put

$$
\begin{aligned}
& \Sigma_{m}=\left\{h \in J \mid \xi_{\alpha_{m}}(h)=1\right\}, \\
& \Sigma_{m}^{\prime}=\left\{h \in \Sigma_{m} \mid \xi_{\alpha}(h) \neq 1 \quad \text { for any root } \alpha \neq \pm \alpha_{m}\right\} .
\end{aligned}
$$

Then for $a \in \Sigma_{m}^{\prime} \cap J_{1}$ and $x \in(j)$, we define

$$
\left(R_{\alpha_{m}} f^{m}\right)(a \exp x)=f^{m}\left(a \exp \nu_{m}(x)\right)
$$

On the other hand, if we write $g^{m}=\left.D(T \zeta)\right|_{B^{m}}$ as

$$
g^{m}(a \exp x)=\sum_{W \in W} c_{W} \exp w \lambda_{0}(x) \quad\left(c_{W} \in c\right)
$$

then, by (5.1) and the results of [20], we have

$$
\begin{equation*}
f^{m}(a \exp x)=\sum_{w \in W} c_{w} \xi_{-w \mu}(a) \exp w \lambda(x) \tag{5.2}
\end{equation*}
$$

For a function $g$ on $J$ of the form:

$$
g(a \exp x)=\sum_{w \in W} c_{w} \exp w \lambda_{0}(x) \quad\left(a \in J^{\prime}, x \in \mathcal{j}\right)
$$

we define an operation $\psi_{J}$ by

$$
\psi_{J}(g)(a \exp x)=\sum_{w \in W} c_{w} \xi_{-w \mu}(a) \exp w \lambda(x)
$$

Then, by (5.2) clearly it holds that

$$
\begin{equation*}
\psi_{J}\left(R_{\alpha} g^{m}\right)=R_{\alpha_{m}} f^{m} \quad(1 \leqq m \leqq r) \tag{5.3}
\end{equation*}
$$

Step $S$. For a function $g$ on $J_{1}$ and $s \in S$, we define $s g$ as $\operatorname{sg}(h)=g\left(s^{-1} h\right) \quad\left(h \in J_{1}\right)$. For each $\quad s_{m}=s_{\alpha_{m}}(1 \leqq m \leqq r)$, we put

$$
\underline{A}\left(f^{m} ; s_{m}\right)=\left(1-s_{m}\right)\left(R_{\alpha_{m}} f^{m}\right)
$$

Each element $s \in s$ can be written in the form $s=s_{i_{1}} s_{i_{2}} \ldots s_{i_{k}}$. Then we put

$$
\begin{array}{r}
\underline{A}\left(f^{1}, \ldots, f^{r} ; s\right)=A\left(f^{i_{1}} ; s_{i_{1}}\right)+s_{i_{1}} \stackrel{A}{=}\left(f^{i_{2}} ; s_{i_{2}}\right)+\ldots \\
\\
\quad+s_{i_{1}} s_{i_{2}} \ldots s_{i_{k-1}}{ }^{A}\left(f^{i_{k}}{ }_{i s_{i_{k}}}\right)
\end{array}
$$

It can be proved $A\left(f^{1}, \ldots, f^{r} ; s\right)$ is independent of a choice of expressions for $s \in S$. Finally, we put

$$
\stackrel{B}{=}\left(f^{1}, \ldots, f^{r}\right)=(\# S)^{-1} \sum_{s \in S} \frac{A\left(f^{1}, \ldots, f^{r} ; s\right) .}{}
$$

> Similarly, $B\left(g^{1}, \ldots, g^{r}\right)$ can be defined. Then, we have $\left.D T(P(\zeta))\right|_{F}=B\left(f^{1}, \ldots, f^{r}\right)$ and $\left.D T(\zeta)\right|_{F}=B\left(g^{1}, \ldots, g^{r}\right)$. Since $\left.D \psi(T \zeta)\right|_{F}=\Psi_{J}\left(B\left(g^{1}, \ldots, g^{r}\right)\right)$ holds, it is enough to show that $\Psi_{J}\left(B\left(g^{1}, \ldots, g^{r}\right)\right)=B\left(f^{1}, \ldots, f^{r}\right)$ But this is reduced to the fact that

$$
\psi_{J}\left(s\left(R_{\alpha_{m}} g^{m}\right)\right)=s\left(R_{\alpha_{m}} f^{m}\right)
$$

Let us prove this. Taking (5.3) into consideration, it's enough to show

$$
\begin{equation*}
\psi_{J}(s g)=s\left(\psi_{J}(g)\right) \tag{5.4}
\end{equation*}
$$

for an analytic function $g$ on $J_{1}$ of the following type: for $a \in F \cap J^{\prime}$ and $x \in(j), g$ has an expression

$$
g(a \exp x)=\sum_{w \in W} c_{w} \exp w \lambda_{0}(x) \quad\left(c_{w} \in C\right)
$$

Put $b=s a$. Since

$$
\operatorname{sg}(b \exp x)=g\left(a \exp s^{-1} x\right)=\sum_{W \in W} c_{W} \exp \operatorname{sw} \lambda_{0}(x)
$$

We have for $x \in \widehat{j}$.

$$
\begin{gathered}
\psi_{J}(\operatorname{sg})(b \exp x) \stackrel{(*)}{=} \sum_{w \in W} c_{w} \xi_{-s w}(b) \exp \operatorname{sw} \lambda(x) \\
=\sum_{w \in W} c_{w} \xi_{-w \mu}(a) \exp \operatorname{sw} \lambda(x) .
\end{gathered}
$$

In the equality $(*), \psi_{J}$ is applied to the expansion of $s g$ at $b \in F \cap J^{\prime}$. On the other hand, we have for the right hand side for (5.4),

$$
\begin{aligned}
& s\left(\psi_{J}(g)\right)(b \exp x)=\psi_{J}(g)\left(a \exp s^{-1} x\right) \\
& \quad(*) \sum_{w \in W} c_{w} \xi_{-w \mu^{(a)}} \quad \exp w \lambda\left(s^{-1} x\right) \\
& \quad=\sum_{w \in W} c_{w} \xi_{-w \mu^{(a)}} \exp \operatorname{sw\lambda }(x)
\end{aligned}
$$

Here, in the equality $(*), \psi_{J}$ is applied to the expansion of at the regular point $a \in F \cap J^{\prime}$. Thus we proved $\left.T(\underline{P}(\zeta))\right|_{F}=$ $\left.\psi(T \zeta)\right|_{F}$.

Now, since $F$ is arbitrary, we proved $\left.T(\underline{P}(\zeta))\right|_{J}=\left.\psi(T \zeta)\right|_{J}$ and the induction step is completed. Q.E.D.

Let $\underline{\underline{Q}}$ be a linear map of $\left(\vec{C}(H ; \lambda)\right.$ into $C\left(H ; \lambda_{0}\right)$ (from singular $\lambda$ to regular $\lambda_{0}$ ) defined by

$$
\begin{aligned}
& Q \zeta\left(a_{i}, t \lambda ; h\right)=\sum_{w \in w_{\lambda}} \xi_{t w \mu}\left(a_{i}\right) \zeta\left(a_{i}, t w \lambda_{0} ; h\right) \\
& =\sum_{w \in w_{\lambda}} \xi_{t w \mu}\left(a_{i}\right) R\left(w^{-1}\right) \zeta\left(a_{i}, t \lambda_{0} ; h\right) .
\end{aligned}
$$

Then we can prove the following, similarly as in the proof of the preceeding proposition.

Proposition5.2. For any $\zeta \in @(H ; \lambda)$, we have $\varphi(T \zeta)=$ $T(\underline{\underline{Q}}(\zeta))$.

We omit the proof to avoid the repetition of the same sentences.

5.3. Representations of Hecke algebras. To consider relations between Zuckerman's translation functors and our representation $\sigma$, there appears always the trifling constants $\left\{\xi_{t \mu}\left(a_{i}\right)\right\}$. In the following, we want to consider the case where these constants are all reduced to 1 . We assume:

Assumption 5.3. For any $t \in \tilde{W_{H}}(\lambda)$ and $0 \leqq i \leqq l, \xi_{t}\left(a_{i}\right)=1$ holds.

This assumption is not essential. In fact, we can take $\mu$ and $\left\{a_{i}\right\}$ so that Assumption 5.3 holds (see Lemma B. 4 in Appendix B).

Corollary 5.4. Under Assumptions 2.1 and 5.3, we have

$$
\operatorname{Ker} \psi_{\lambda}^{\lambda_{0}}=\operatorname{Ker} \tau\left(e_{\lambda}\right) \quad \text { on } V\left(\lambda_{0}\right)
$$

Proof. By Proposition 5.1, we have $\operatorname{Ker} \psi=T(\operatorname{Ker} \underset{\mathrm{P}}{\mathrm{P}})$. Since $P$ in $\S 3$ is equal to $\underline{P}$ by Assumption 5.3, we have

$$
\operatorname{Ker} \stackrel{P}{=}=\sum_{[H] \in \operatorname{Car}(G)}^{\oplus} C\left(H ; \lambda_{0}\right)_{0}
$$

from Lemma 3.4. The subspace $\mathbb{C}\left(H ; \lambda_{0}\right)_{0}$ is given by

$$
\mathbb{C}\left(H ; \lambda_{0}\right)_{0}=\left\{\zeta \in \mathbb{C}\left(H ; \lambda_{0}\right) \mid R\left(e_{\lambda}\right) \zeta=0\right\},
$$

where $R$ is defined as in 2.2. Clearly, it holds that $T\left(\mathbb{C}\left(H ; \lambda_{0}\right)_{0}\right)=\operatorname{Ker} \tau\left(e_{\lambda}\right) \quad\left(\operatorname{in} V_{H}\left(\lambda_{0}\right)\right)$ and, summing up through $[H] \in \operatorname{Car}(G)$, we have the corollary. Q.E.D.

One can prove the following lemma similarly as in the proof of Theorem C. 2 in [10].

Lemma 5.5. For $\Theta \in V\left(\lambda_{0}\right)$, we have
$\varphi \psi(\Theta)=\sum_{s \in W_{\lambda}} \tau(s) \Theta=\left(\# W_{\lambda}\right) \tau\left(e_{\lambda}\right) \Theta$.

Using Lemma 5.5, we introduce another interpretation of the
representation $\sigma$ of the Hecke algebra $H\left(W_{H}(\lambda), W_{\lambda}\right)$ in $\S 4$.

Theorem 5.6. For $e_{\lambda} w_{\lambda} \in H\left(W_{H}(\lambda), W_{\lambda}\right)$ and $\Theta \in V_{H}(\lambda)$, put

$$
\begin{equation*}
\sigma^{\prime}\left(e_{\lambda} w e_{\lambda}\right) \Theta=\left(\# w_{\lambda}\right)^{-1}\left(\psi \circ \tau\left(e_{\lambda} w e_{\lambda}\right) \circ \varphi\right](\Theta) \tag{5.5}
\end{equation*}
$$

Then $\left(\sigma^{\prime}, V_{H}(\lambda)\right)$ defines a representation of the Hecke algebra $H\left(W_{H}(\lambda), W_{\lambda}\right)$, and moreover $\sigma^{\prime}$ is equal to $\sigma$.

Proof. Since $T \circ P=T \circ \stackrel{P}{=}$ is surjective, there exists $\zeta_{0} \in \overparen{C}\left(H ; \lambda_{0}\right)$ such that $T\left(\underline{P}\left(\zeta_{0}\right)\right)=\widehat{\Theta}$. Then we have

$$
\begin{aligned}
& \left(\# W_{\lambda}\right)^{-1} \psi \cdot \tau\left(e_{\lambda} w e_{\lambda}\right) \cdot \varphi\left(T\left(\underline{P} \zeta_{0}\right)\right) \\
& \quad=\left(\# W_{\lambda}\right)^{-1} \psi \cdot \tau\left(e_{\lambda} w e_{\lambda}\right) \cdot \varphi \psi\left(T \zeta_{0}\right) \quad \text { (by Proposition 5.1) } \\
& \quad=\left(\# W_{\lambda}\right)^{-1} \psi \cdot \tau\left(e_{\lambda} w e_{\lambda}\right) \cdot\left(\# W_{\lambda}\right) \tau\left(e_{\lambda}\right)\left(T \zeta_{0}\right) \quad \text { (by Lemma 5.5) } \\
& \quad=\psi \cdot \tau\left(e_{\lambda} w e_{\lambda}\right)\left(T \zeta_{0}\right) \quad .
\end{aligned}
$$

The last formula and Proposition 5.1 tell us that this is equal to $\quad \sigma\left(e_{\lambda} w e_{\lambda}\right)\left(T\left(P \zeta_{0}\right)\right)=\sigma\left(e_{\lambda} w e_{\lambda}\right) \Theta$.
Q.E.D.
§6. $\tau$-invariants for admissible representations.

In this section, we show some applications of representations of Weyl groups or Hecke algebras to study admissible representations of $G$. Our representations $\tau$ and $\sigma$ are closely related to so-called $\tau$-invariants of an irreducible admissible representation of G .

Let ( $\pi$,(ㄴ) be an irreducible admissible representations of G on a Hilbert space $\left(\mathbb{H}\right.$. We denote by $\left(\pi, \mathbb{R}_{\mathrm{K}}\right)$ the corresponding irreducible $\left(\hat{G}_{C}, K\right)$-module on the $K$-finite vectors of (A1). Then we can define a grobal character $\Theta(\pi)$ of $\left(\pi, \hat{H}_{\mathrm{K}}\right)$ as in §1. Here we suppose that $\Theta(\pi)$ has a dominant regular infinitesimal character $\lambda_{0} \in \underset{\text { hat }}{\text {. }}$

Definition 6.1. Let $\Pi$ be the simple system in $\Delta^{+}$. Then $\tau$-invariants $s(\pi)$ of $(\pi,(H)$ is a subset of $\Pi$ defined as

$$
S(\pi)=\left\{\alpha \in \pi \left\lvert\, \frac{\left\langle\alpha, \lambda_{0}\right\rangle}{\langle\alpha, \alpha\rangle} \in z \quad\right. \text { and } \quad \tau\left(s_{\alpha}\right) \Theta(\pi)=-\Theta(\pi)\right\},
$$

# where <,> is an inner product on $\mathrm{h}_{\mathrm{C}}^{*}$ invariant under the action of $W$. Remark that if $\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle$ is an integer, then $s_{\alpha} \in W_{H}\left(\lambda_{0}\right)$ holds for any $H$. 

Remark. Our definition of $\tau$-invariants may slightly differ from that of Vogan's (see [19]). The difference between our representations of Weyl groups and Vogan's ([1,19]) is the cause of the difference of $\tau$-invariants. However, most of the results obtained by D.Vogan are valid in our situation for example, see Propositions 6.2 and 6.4).

Put $\mu=\left(\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle\right) \alpha$. Let $p$ be a positive integer such that $\xi_{p \mu}\left(a_{i}\right)=1$ for any $i$ on each Cartan subgroup $H$ ([H] $\operatorname{Car}(\mathrm{G}))$. The existence of such a $p$ is assured for a special choice of $\left\{a_{i}\right\}$ (see Appendix $B$ ).

Proposition 6.2(D.Vogan). Take an $\alpha \in \Pi$ such that $\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle \in \mathrm{pz}$. Put $\lambda=\lambda_{0}-\mu, \mu=\left(\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle\right) \alpha$. Then $w_{\lambda}=\left\{e, s_{\alpha}\right\}$ and the following two conditions are equivalent.
(1) $\quad \psi_{\lambda}^{\lambda_{0}}(\oplus(\pi))=0$.
(2) $\alpha \in S(\pi)$.

Proof. This proposition is essentially known (see [19, Prop.3.2]). But here we give a proof because it shows usefulness of our theory. The proof is very short, if we use the results of preceeding sections.

We know from Corollary 5.6, $\operatorname{Ker} \psi=\left\{v \in V\left(\lambda_{0}\right) \mid \tau\left(e_{\lambda}\right) v=0\right\}$. The equation $\tau\left(e_{\lambda}\right) v=0$ means $\tau\left(s_{\alpha}\right) v=-v$ because $e_{\lambda}=\left(e+s_{\alpha}\right) / 2$.
Q.E.D.

Example 6.3. (1) If $\pi_{f}$ is a finite dimensional representation, then $S\left(\pi_{f}\right)=\Pi$.
(2) If $\pi_{d}$ is a discrete series representation with
 subalgebra of (9). Remark that $G$ has discrete series representations if and only if $G$ has a compact Cartan subgroup. Choose a positive system $\Delta^{+}$so that $\lambda_{0}$ is dominant regular

$$
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with respect to $\Delta^{+}$. Then we have

$$
s\left(\pi_{d}\right)=\{\alpha \in \Pi \mid \alpha \text { is a compact simple root }\} .
$$

This is the deep result of W.Schmid ([17,Th.9.4]).

Take a regular dominant infinitesimal character $\lambda_{0} \in \widehat{h}_{C}^{\star}$. If necessary, replacing $\lambda_{0}$ by a multiple of $\lambda_{0}$ by some positive integer, we can assume:
(1) For suitable choice of $\left\{a_{i}\right\}, \lambda_{0}$ satisfies Assumption
2.1.
(2) If $\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle \in z$ for an $\alpha \in \Pi$, then $\mu=$ $\left(\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle\right) \alpha$ satisfies Assumption 5.3.

This is clear from the argument given in Appendix B. Let $\left\{\Theta_{j} \mid j \in J\right\}$ be the set of all the irreducible characters of $G$ with infinitesimal character $\lambda_{0}$. Take an $\alpha \in \Pi$ such that $\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle \in z$. We put $s=s_{\alpha} \in W$, the reflection with respect to $\alpha$ and $\lambda(\alpha)=\lambda_{0}-\left(\left\langle\alpha, \lambda_{0}\right\rangle /\langle\alpha, \alpha\rangle\right) \alpha$. Then $W_{\lambda(\alpha)}=\left\{e, s_{\alpha}\right\} \subset W_{H}\left(\lambda_{0}\right)$ and $\lambda(\alpha)$ satisfies Assumption 2.1
for the same $\left\{a_{i}\right\}$. Let $J(s), s=s_{\alpha}$, be the subset of $J$ defined as

$$
\begin{aligned}
& J(s)=\left\{j \in J \mid \tau(s) \Theta_{j}=-\Theta_{j}\right\}=\left\{j \in J \mid s \in S\left(\Theta_{j}\right)\right\} \text {. } \\
& \text { Proposition } 6.4(D . V o g a n) . \text { (1) For } k \in J \backslash J(s) \text {, we have }
\end{aligned}
$$

$$
\tau(s) \Theta_{k}=\Theta_{k}+\sum_{j \in J(s)} z_{j} \Theta_{j}
$$

where $z_{j}(j \in J(s))$ is a non-negative integer. Consequently, $\tau(s) \Theta_{k}$ is a true character.
(2) If we put $V_{Z}\left(\lambda_{0}\right)=\sum_{j \in J}{ }^{Z} \Theta_{j}$, then $\tau(s)$ preserves $V_{Z}\left(\lambda_{0}\right)$.

Proof. The proof is carried out similarly as in the proof of Lemma 3.11 in [19]. So we omit it.

Now we return to the situation in $\S 5$, i.e., start from a dominant $\lambda$ not necessarily regular and put $\lambda_{0}=\lambda+\mu$ dominant regular. Of course, we assume Assumptions 2.1 and 5.3. Put
$\Pi(\lambda)=\{\alpha \in \Pi \mid\langle\lambda, \alpha\rangle=0\}$. Then $W_{\lambda}$ is generated by $\left\{s_{\alpha} \mid\right.$ $\alpha \in \Pi(\lambda)\}$.

Theorem 6.5. (1) Put

$$
\left.v_{z}\left(\lambda_{0} ; \pi(\lambda)\right)=\left\langle\oplus_{j}\right| j \in J\left(s_{\alpha}\right) \text { for some } \alpha \in \Pi(\lambda)\right\rangle / z
$$

generated as a $z$-module. Then $V_{Z}\left(\lambda_{0} ; \pi(\lambda)\right)$ is stable under the action of $W_{\lambda}$ and $V\left(\lambda_{0} ; \Pi(\lambda)\right)=V_{Z}\left(\lambda_{0} ; \Pi(\lambda) \otimes_{Z} c\right.$ is the kernel of $\tau\left(e_{\lambda}\right): v\left(\lambda_{0}\right) \longrightarrow v\left(\dot{\lambda}_{0}\right)$.
(2) For an irreducible character $\oplus$, it holds that $\psi_{\lambda}^{\lambda_{0}}(\Theta)=0$ if and only if $\tau\left(s_{\alpha}\right) \oplus(\oplus)=-\oplus$ for some $\alpha \in \Pi(\lambda)$.

Proof. (1) At first, we show that $V_{2}\left(\lambda_{0} ; \pi(\lambda)\right)$ is stable under the action of $W_{\lambda}$. It is enough to show that, for any $j \in J(\lambda)=U_{\alpha \in \Pi(\lambda)} J\left(s_{\alpha}\right)$ and any $\alpha \in \Pi(\lambda)$, it holds that

$$
\tau\left(s_{\alpha}\right) \omega_{j} \in v_{z}\left(\lambda_{0} ; \pi(\lambda)\right)
$$

This is trivial, if $j \in J\left(s_{\alpha}\right)$. Suppose $j \notin J\left(s_{\alpha}\right)$. Then we
have from Proposition 6.4,

$$
\tau\left(s_{\alpha}\right) \Theta_{j}=\Theta_{j}+\sum_{k \in J\left(s_{\alpha}\right)} z_{k} \Theta_{k} \quad\left(z_{k} \in Z\right)
$$

The second term of the right hand side of the above equation is contained in $V_{Z}\left(\lambda_{0} ; \Pi(\lambda)\right)$ by definition. Since $\Theta_{j}$ is originally taken from $V_{Z}\left(\lambda_{0} i \Pi(\lambda)\right)$, we proved $\tau(s \alpha) \Theta_{j} \in$ $\mathrm{V}_{\mathrm{Z}}\left(\lambda_{0} ; \Pi(\lambda)\right)$, hence $\mathrm{V}_{\mathrm{Z}}\left(\lambda_{0} ; \Pi(\lambda)\right)$ is $\mathrm{W}_{\lambda}$-invariant. Now we prove that $V_{Z}\left(\lambda_{0} ; \Pi(\lambda)\right)$ contains no non-zero fixed vector for ${ }^{W}{ }_{\lambda}$. Put

$$
\begin{aligned}
& V_{1}(\alpha)=\left(1+\tau\left(s_{\alpha}\right)\right) v\left(\lambda_{0}\right) \\
& V_{0}(\alpha)=\left(1-\tau\left(s_{\alpha}\right)\right) v\left(\lambda_{0}\right)
\end{aligned}
$$

Then $V\left(\lambda_{0}\right)=V_{0}(\alpha) \oplus V_{1}(\alpha)$ is a direct sum decomposition. From Proposition 6.4, $V_{0}(\alpha)$ has a basis $\left\{\Theta_{j} \mid j \in J\left(s_{\alpha}\right)\right\}$. If $\Theta \in V\left(\lambda_{0}\right)$ is a fixed vector for $W_{\lambda}, \Theta$ is contained in $V_{1}(\alpha)$ for every $\alpha \in \Pi(\lambda)$, that is to say

$$
\oplus \in \bigcap_{\alpha \in \Pi(\lambda)} v_{1}(\alpha)
$$

Therefore, if we denote by (,) a $w_{\lambda}$-invariant inner product on $v\left(\lambda_{0}\right)$, we have $\left(\Theta, v_{0}(\alpha)\right)=0$ for any $\alpha \in \Pi(\lambda)$. Consequently, $\left(\Theta, \Theta_{j}\right)=0$ holds for any $j \in J(\lambda)$ and we have $\left(\Theta, v\left(\lambda_{0} ; \pi(\lambda)\right)=0\right.$. From the above, we see that $v\left(\lambda_{0} ; \Pi(\lambda)\right) \subset \operatorname{Ker} \tau\left(e_{\lambda}\right)$. Remark that $\operatorname{dim} V\left(\lambda_{0} ; \Pi(\lambda)\right)=\# J(\lambda)$. From Proposition 6.4, we have for $j \in J \backslash J(\lambda)$ and $\alpha \in \Pi(\lambda)$,

$$
\tau\left(s_{\alpha}\right) \Theta_{j} \equiv \Theta_{j} \quad \bmod v\left(\lambda_{0} ; \pi(\lambda)\right)
$$

Since $\left\{\Theta_{j} \mid j \in J \backslash J(\lambda)\right\}$ is linearly independent modulo $v\left(\lambda_{0} ; \Pi(\lambda)\right)$, the dimension of the space of $W_{\lambda}$-fixed vectors is \#(J\J( $\lambda$ )) . Now, since the complement of Ker $\tau\left(e_{\lambda}\right)$ is precisely the space of $W_{\lambda}$-fixed vectors, we have $\operatorname{dim} v\left(\lambda_{0} ; \pi(\lambda)\right)$ $=\# J(\lambda)=\# J-\#(J \backslash J(\lambda))=\operatorname{dim} \operatorname{Ker} \tau\left(e_{\lambda}\right)$. Thus we proved $v\left(\lambda_{0} ; \Pi(\lambda)\right)=\operatorname{Ker} \tau\left(e_{\lambda}\right)$.
(2) is clear from (1) and Corollary 5.4. Q.E.D.

From this theorem, we know that the subspace Ker $\tau\left(e_{\lambda}\right)$ of $V\left(\lambda_{0}\right)$ (or equivalently, the direct sum of all the non-trivial representations of $W \lambda$ in $V\left(\lambda_{0}\right)$ ) has a basis consisting of irreducible characters. This is a remarkable fact and maybe is useful for picking up irreducible characters from the space of IEDs.

```
§7. The case of U(3,1).
```

In this section, we give some examples of representations of Hecke algebras on the virtual character modules of $G=U(3,1)$ (cf. [16,§6]). The results of this section is valid (with appropriate modifications) for $U(n, 1)(n \geq 2)$, however, we restrict ourselves to the case $n=3$ for simplicity of notations.
7.1. Irreducible representations of $U(3,1)$. Let $G=U(3,1)$ be the group of "unitary" matrix with respect to the Hermitian form $x_{1} \bar{x}_{1}+x_{2} \bar{x}_{2}+x_{3} \bar{x}_{3}-x_{4} \bar{x}_{4}$. That is to say, we put

$$
\begin{gathered}
G=\left\{g \in G L(4, C) \mid g J^{t} \bar{g}=J\right\}, \\
J=\left(\begin{array}{cc}
1_{3} & 0 \\
0 & -1
\end{array}\right),
\end{gathered}
$$

where $1_{3}$ denotes the identity matrix of size 3 . All the irreducible admissible representations of $G$ are classified by T.Hirai ([4]). We follow after his notations. Irreducible representations of $G$ are
a) Irreducible principal series representations:

D $\left(\alpha ; c_{1}, c_{2}\right)$, where $\alpha=\left(l_{1}, l_{2}\right) \quad\left(l_{1}>l_{2}\right)$ is a row of integers and $\left(c_{1}, c_{2}\right)$ a pair of complex numbers such that $c_{1}+c_{2}=$ an integer, and neither $c_{1}$ nor $c_{2}$ are equal to an integer, or else, both $c_{1}$ and $c_{2}$ are equal to some of integers $l_{1}, l_{2}$. The infinitesimal character of $\left(\mathrm{D}\left(\alpha ; c_{1}, c_{2}\right)\right.$ is $\left(\ell_{1}, \ell_{2}, c_{1}, c_{2}\right)$.
b) Irreducible subquatients of reducible principal series representations: $\mathrm{D}_{\alpha}^{\mathrm{i}, j}$, where $\alpha=\left(\ell_{0}, l_{1}, \ell_{2}, l_{3}\right)$ is a row of integers such that $l_{0}>l_{1}>l_{2}>l_{3}$ and $(i, j)$ is a pair of integers such that $0 \leqq i<j \leqq 4$. The infinitesimal character of $D_{\alpha}^{i, j}$ is $\alpha$. The representations $D_{\alpha}^{i, i+1}(0 \leqq i \leqq 3)$ are discrete series representations and $D_{\alpha}^{0,4}$ is a finite dimensional representation.
c) The limit representations of the representations of type b). We denote these representations by the same letters as in b), while the parameters are degenerate.

```
The representations with regular integral infinitesimal
```

character belongs to the class b) and, in the following, we consider this class of irreducible representations. Of course. irreducible representations of type c) and some of type a) naturally appear when we consider the representations of Hecke algebras.

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathrm{D}^{01}$ | $\mathrm{D}^{02}$ | $\mathrm{D}^{03}$ | $\mathrm{D}^{04}$ |
| 1 |  | $\mathrm{D}^{12}$ | $D^{13}$ | $\mathrm{D}^{14}$ |
| 2 |  |  | $\mathrm{D}^{23}$ | $\mathrm{D}^{24}$ |
| 3 |  |  |  | $\mathrm{D}^{34}$ |

Figure A.
7.2. Representations of the Weyl group. Let $W$ be the complex weyl group, then $W \simeq S_{4}$ (symmetric group of degree 4). Take a regular integral infinitesimal character $\alpha_{0}=\left(\ell_{0}, \ell_{1}, \ell_{2} \ell_{3}\right)$, $\ell_{0}>\ell_{1}>l_{2}>l_{3}$. Then its integral Weyl group is precisely $W$. and we realize the action of $w \simeq \mathbb{S}_{4}$ on $c^{4}=h_{C}^{*}$ by the
permutation of coordinates. Simple reflections, which make $\alpha_{0}$ dominant, are transpositions:

$$
\left\{s_{1}=(0,1), s_{2}=(1,2), s_{3}=(2,3)\right\} .
$$

Since we only consider the virtual characters, we denote by the same letters $D^{i j}$ the corresponding irreducible characters. We have, from 7.1.

$$
v\left(\alpha_{0}\right)=\sum_{0 \leqq i<j \leqq 4}^{\oplus} C D^{i j}
$$

and the action of $\tau\left(s_{k}\right)$ on $v\left(\alpha_{0}\right)$ is given by

$$
\tau\left(s_{k}\right) D^{i j}= \begin{cases}-D^{i j} & \text { if } k \neq i, j \\ D^{i-1, j}+D^{i j}+D^{i+1, j} & \text { if } k=i \\ D^{i, j-1}+D^{i j}+D^{i, j+1} & \text { if } k=j\end{cases}
$$

where $D^{i i}$ is considered to be 0 . This action of $\tau\left(s_{k}\right)$ defines a representation of $W$. The decomposition of $\tau$ into the irreducible components is given in $[16, \S 6]: \mathrm{V}\left(\alpha_{0}\right)=$
$\left[1^{4}\right] \oplus 2\left[2 \cdot 1^{3}\right] \oplus\left[3 \cdot 1^{2}\right]$ (for notations see [13]).

Remark. The above formula of $\tau\left(s_{k}\right)$ is valid for $U(n, 1)$ ( $n \geq 2$ ) without modifications for regular infinitesimal character $\alpha_{0}$. In this case, simple reflections are $\left\{s_{i}=(i-1, i) \mid 1 \leqq i \leqq n\right\}$ and the irreducible representations of $G$ with infinitesimal character $\alpha_{0}$ are $\left\{D^{i j} \mid 0 \leqq i<j \leqq n+1\right\}$ (see [4]). The decomposition of $\tau$ is given by $\left(\tau, \vee\left(\alpha_{0}\right)\right) \simeq$ $\left[1^{n+1}\right] \oplus 2\left[2 \cdot 1^{n-1}\right] \oplus\left[3 \cdot 1^{n-2}\right] \quad([16,56])$.

By the formula of $\tau\left(s_{k}\right)$, we know the $\tau$-invariants of $D^{i j}$.
$\begin{array}{llll}1 & 2 & 3 & 4\end{array}$

0

1

2

3

| $s_{2}$ | $s_{3}$ | $s_{1}$ | $s_{3}$ | $s_{1}$ | $s_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $s_{1}$ | $s_{2}$ | $s_{3}$ |  |  |  |
|  |  | $s_{3}$ | $s_{2}$ | $s_{2}$ | $s_{3}$ |
|  | $s_{1}$ | $s_{1}$ | $s_{3}$ |  |  |

Figure B.

We explain how to read Figure B. For example, $S\left(D^{02}\right)=\left\{s_{1}, s_{3}\right\}$ is the $\tau$-invariants of $D^{02}$ (we identify the simple system with simple reflections by usual manner). From Figure B and Theorem 6.5, we know the irreducible characters with infinitesimal character $\left(\ell_{0}^{\prime}, l_{j}^{\prime}, l_{2}, l_{3}\right), \ell_{0}^{\prime}=l_{1}^{\prime}>l_{2}>l_{3}$, are $\left\{\psi\left(D^{i j}\right) \mid i=1\right.$ or $j=1\}$. The other singular infinitesimal characters can be treated similarly.

From Proposition 6.5, we know
(i) The space $\Sigma^{\oplus} C D^{i j}(i \neq 1, j \neq 1)$ is invariant under the action of $W_{1}=\left\{1, s_{1}\right\}$. This space is a multiple of the sign representations of $w_{1}$ 。
(ii) The space $\sum^{\oplus} C^{i j}((i, j) \neq(1,2))$ is invariant under the action of $W_{12}=\left\langle s_{1}, s_{2}\right\rangle \simeq S_{3}$. This space is decomposed as 3[13]@3[2.1] (for notations, see [13]). The decomposition is calculated from [16,Lemma6.2].
(iii) The space $\sum^{\oplus} C^{i j}((i, j) \neq(1,3))$ is invariant under the action of $W_{13}=\left\langle s_{1}, s_{3}\right\rangle \simeq \widehat{S}_{2} \times \widehat{S}_{2}$. This space is decomposed
as $3(\operatorname{sgn} \otimes \operatorname{sgn}) \oplus 3(\operatorname{sgn} \otimes 1) \oplus 3(1 \otimes \mathrm{sgn})$.
7.3. Representations of the Hecke algebras. Essentially we have three different types of Hecke algebras for $G=U(3,1)$.
(i) At first, we consider the case where the singular infinitesimal character is of the form $\alpha_{1}=\left(\ell_{0}, \ell_{1}, \ell_{2}, \ell_{3}\right)$, $\ell_{0}=Q_{1}>\ell_{2}>\ell_{3}$. In this case, the irreducible characters with infinitesimal character $\alpha_{1}$ is given by $\left\{\psi\left(D^{i j}\right) \mid i=1\right.$ or $\left.j=1\right\}$ as commented in 7.2. We denote also by the same letters "degenerate" characters. Then we have $V\left(\alpha_{1}\right)=\left\langle D^{01}, D^{12}, D^{13}, D^{14}\right\rangle / C$ where $D^{01}$ and $D^{12}$ are limits of discrete series representations. The fixed subgroup $\mathrm{w}_{1}$ of $\alpha_{1}$ is given by $W_{1}=\left\{1, s_{1}\right\}$ and we put $e_{1}=\left(1+s_{1}\right) / 2$. Then a Hecke algebra $H\left(W, W_{1}\right)=e_{1} C[W] e_{1}$ is of dimension 7 and for the generators of $H\left(W, W_{1}\right)$ we can take $\left\{h_{2}=e_{1} s_{2} e_{1}, h_{3}=e_{1} s_{3} e_{1}\right\}$. The relations of generators are given as follows:

$$
h_{2}^{2}=\frac{1}{2}\left(1+h_{2}\right), \quad h_{3}^{2}=1,
$$

$$
\begin{aligned}
& \left(h_{2} h_{3}\right)^{2}=h_{2} h_{3} h_{2}+\frac{1}{2}\left(h_{3} h_{2}-h_{3} h_{2} h_{3}\right), \\
& \left(h_{3} h_{2}\right)^{2}=h_{2} h_{3} h_{2}+\frac{1}{2}\left(h_{2} h_{3}-h_{3} h_{2} h_{3}\right),
\end{aligned}
$$

The actions of generators on $v\left(\alpha_{1}\right)$ are given as below:

$$
\begin{aligned}
& \sigma\left(e_{1} s_{2} e_{1}\right)=\left(\begin{array}{cccc}
-1 / 2 & 1 / 2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & -1 / 2 & 0 \\
0 & 0 & 0 & -1 / 2
\end{array}\right), \\
& \sigma\left(e_{1} s_{3} e_{1}\right)=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & -1
\end{array}\right),
\end{aligned}
$$

where the matrix is expressed with respect to the basis $\left\{D^{01}, D^{12}, D^{13}, D^{14}\right\}$ in this order. This representation is reducible and has three irreducible components. Invariant subspaces are precisely,

$$
7-8
$$

$$
\left\langle D^{01}\right\rangle / C,\left\langle D^{14}\right\rangle / C,\left\langle D^{12}+\left(D^{01}-D^{14}\right) / 2, D^{13}-\left(D^{01}-3 D^{14}\right) / 4\right\rangle / C .
$$

## Corresponding to this basis, operators are diagonarized as

$$
\begin{aligned}
& \sigma\left(e_{1} s_{2} e_{1}\right)=\left(\begin{array}{cccc}
-1 / 2 & & & \\
& 1 & 0 & \\
& 1 & -1 / 2 & \\
& & & -1 / 2
\end{array}\right) \text {, } \\
& \sigma\left(e_{1} s_{3} e_{1}\right)=\left(\begin{array}{cccc}
-1 & & & \\
& -1 & 1 & \\
& 0 & 1 & \\
& & & -1
\end{array}\right) \text {. }
\end{aligned}
$$

(ii) Next, consider the case where the singular infinitesimal character is of the form $\alpha_{12}=\left(l_{0}, \ell_{1}, l_{2}, l_{3}\right), \ell_{0}$ $=l_{1}=l_{2}>l_{3}$. In this case, the only irreducible character with infinitesimal character $\alpha_{12}$ is $\psi\left(D^{12}\right)$. This is a "degenerate" principal series representation (type a) of 7.1)
and, in the same time, is a limit of discrete series
representations. We write this irreducible character by the same letter $D^{12}$. Since the fixed subgroup $W_{12}$ of $\alpha_{12}$ is
generated by $s_{1}$ and $s_{2}$, the Hecke algebra $H\left(W, W_{12}\right)$ has dimension 2. A generator of $H\left(W, W_{12}\right)$ is $h_{3}=e_{12} s_{3} e_{12}$, where $e_{12}=(1 / 6) \Sigma_{s \in W_{12}} s$. The relation of the generator is given by

$$
3 h_{3}^{2}-2 h_{3}-1=0
$$

Non-trivial element $e_{12} s_{3} e_{12} \in H\left(W, W_{12}\right)$ acts on $D^{12}$ as

$$
\sigma\left(e_{12} s_{3} e_{12}\right) D^{12}=-\frac{1}{3} D^{12}
$$

(iii) This case treats the singular infinitesimal character of the form $\alpha_{13}=\left(l_{0}, l_{1}, l_{2}, l_{3}\right), l_{0}=l_{1}>l_{2}=l_{3}$. The only irreducible character with infinitesimal character $\alpha_{13}$ is $\psi\left(D^{13}\right)$. This is a "degenerate" principal series representation of type a) in 7.1. We write this character by the same letter $D^{13}$. The fixed subgroup of $\alpha_{13}$ is $W_{13}=\left\langle s_{1}, s_{3}\right\rangle \simeq S_{2} \times S_{2}$ and
the Hecke algebra $H\left(W, W_{13}\right)$ has dimension 3 . Put $e_{13}=$
$(1 / 4) \sum_{s \in W_{13}} s$. Then the action of the generator $e_{13} s_{2} e_{13}$ of $H\left(W, W_{13}\right)$ is given by

$$
\sigma\left(e_{13} s_{2} e_{13}\right) D^{13}=0
$$

In this case, the relation of the generator $h_{2}=e_{13} s_{2} e_{13}$ is given by

$$
2 h_{2}^{3}-h_{2}^{2}-h_{2}=0
$$

Therefore one dimensional representations of $H\left(W, W_{13}\right)$ consist of three equivalent classes. The other two classes are given by

$$
\sigma^{\prime}\left(e_{13} s_{2} e_{13}\right)=-\frac{1}{2} \text { or } 1
$$

respectively, and do not appear in the virtual character modules. The above three types (i), (ii) and (iii) corresponds to (i), (ii) and (iii) in 7.2.

Remark. For $G=U(n, 1) \quad(n \geq 2)$, one can calculate out the
representations of Hecke algebras using the formula of $\tau$ in
7.2. The details will be discussed elsewhere.

## Appendix A.

This appendix is devoted to describe Hirai's method $T$ for the usage in $\S 5$. For detailed arguments see $[6, \S 3]$.
A.1. Let $(\lambda)\left(\lambda \in \widehat{h}_{C}^{*}\right)$ be the space of all the IEDs with infinitesimal character $\lambda$. Since $\Theta \in \mathscr{A}(\lambda)$ is essentially a locally summable function on $G$ which is analytic on $G^{\prime}$, it is determined by the values on the set of regular elements $G^{\prime}$. Moreover, $\Theta$ is determined by the values on the finite system of Cartan subgroups $\{H \mid[H] \in \operatorname{Car}(G)\}$ because $\Theta$ is invariant under the inner automorphisms of $G$.

To understand Hirai's method $T$, it is essential to
consider some kind of order on $\operatorname{Car}(G)$. Let us explain this order on $\operatorname{Car}(G)$ (see $[5, \S 3])$. Take $[A] \in \operatorname{Car}(G)$, where [A] means the conjugacy class of a Cartan subgroup $A$. For $\alpha \in \Delta_{R}=$ $\Delta_{R}\left(\hat{\sigma}_{C}, \hat{\mathrm{a}}_{C}\right)$, let $H$ be the element of $\widehat{\mathrm{a}}_{\mathrm{C}}$ for which $\alpha(\mathrm{X})=$ $B\left(H_{\alpha}, X\right)$, where $B($,$) denotes the Killing form on C_{C}$. Take root vectors $X_{\alpha}, X_{-\alpha}$ from (9) in such a way that $\left[X_{\alpha}, X_{-\alpha}\right]=H_{\alpha}$
and we put

$$
H_{\alpha}^{\prime}=\frac{2}{|\alpha|^{2}} H_{\alpha}, \quad X_{ \pm \alpha}^{\prime}=\frac{\sqrt{2}}{|\alpha|} x_{ \pm \alpha}
$$

Let $\nu=\nu_{\alpha}$ be the automorphism of $9_{c}$ defined by

$$
V=V_{\alpha}=\exp \left\{-\sqrt{-1} \frac{\pi}{4} \operatorname{ad}\left(x_{\alpha}^{\prime}+x_{-\alpha}^{\prime}\right)\right\},
$$

so-called Cayley transform with respect to $\alpha$. Then (b) $\nu\left(\mathrm{O}_{C}\right) \cap(\mathrm{G})$ is a Cartan subalgebra of (9) not conjugate to (a) under any automorphism of (9), and $\beta=V(\alpha)$ is a singular imaginary root of (b). We have

$$
\left(\mathrm{a}=\sum_{\alpha}+\mathrm{RH}_{\alpha}^{\prime}, \quad \widehat{b}=\sum_{\alpha}+\sqrt{-1} \mathrm{RH}_{\beta}^{\prime},\right.
$$

where $\Sigma_{\alpha}$ is the hyperplane of (a) defined by $\alpha=0$ and

$$
H_{\beta}^{\prime}=V\left(H_{\alpha}^{\prime}\right)=\sqrt{-1}\left(X_{\alpha}^{\prime}-X_{-\alpha}^{\prime}\right)
$$

This relation between (a) and (b) is denoted by $($ (a), $\alpha) \longrightarrow($ (b), $\beta$ ) or simply by - . We introduce the order s on Car(G) by

```
defining [A]<[B] when (a->b for an appropriate choice of a
representative B of the class [B] , and extend it
transitively.
```

    For \(\Theta \in A(\lambda)\), we put
    ```
\(\operatorname{Supp}(\Theta)=\left\{[H] \in \operatorname{Car}(G)|\Theta|_{H} \neq 0\right\}\),
\(\operatorname{Hght}(\Theta)=\{[H] \in \operatorname{Supp}(\Theta) \mid[H]\) is maximal in \(\operatorname{Supp}(\Theta)\}\).
```

and call $[H] \in \operatorname{Hght}(\Theta)$ a height of $\Theta$. If $\Theta$ has the unique
height [H], then $\Theta$ is called an extremal IED of height [H]
(or simply, H).
For a Cartan subgroup $H$, put
$D^{H}(h)=\xi_{p}(h) \prod_{\alpha \in \Delta^{+}}\left(1-\xi_{\alpha}(h)^{-1}\right) \quad(h \in H)$,
$D_{R}^{H}(h)=\prod_{\alpha \in \Delta_{R}^{+}}\left(1-\xi_{\alpha}(h)^{-1}\right) \quad(h \in H) \quad$.
For a given IED $\Theta$ on $G$ we put

$$
C_{H}(\Theta)(h)=D^{H}(h) \Theta(h) \quad\left(h \in H^{\prime}\right),
$$

$$
C_{H}^{\prime}(\Theta)(h)=\varepsilon_{R}^{H}(h) D^{H}(h) \Theta(h) \quad\left(h \in H^{\prime}\right),
$$

where $\varepsilon_{R}^{H}(h)=\operatorname{sgn}\left(D_{R}^{H}(h)\right)\left(h \in H^{\prime}\right)$.
Define a family of analytic functions $\widehat{B}(H ; \lambda)$ as in $\S 1.3$. Then we have

Theorem A.1(Hirai [5,Th.1]). Let $\Theta$ be an IED on $G$ with eigenvalue $\lambda$. If $\Theta$ has a height $[H] \in \operatorname{Car}(G)$, then $C_{H}^{\prime}(\Theta)$ can be extended to an analytic function on the whole group $H$. Moreover, it belongs to $\widehat{B}(H ; \lambda)$.
A.2. Hirai's method $T$ is the method to construct an extremal IED with height $H$ from an element $\zeta \in \mathcal{B}(H ; \lambda)$. This is done by induction on the order on $\operatorname{Car}(G)$, and has two different steps $R$ and $S$. Roughly speaking, the step $R$ corresponds to boundary conditions to be satisfied by IEDs, and the step $S$ corresponds to Weyl group symmetry which assures the invariance of IEDs. As is mentioned above, an IED $\Theta$ is

```
determined by the system of functions CJ(\Theta) ([J]\inCar(G)). So,
in order to give an IED T\zeta for }\zeta\in\widehat{B}(H;\lambda), it is sufficient t
give functions }\mp@subsup{C}{J}{}(T\zeta)\mathrm{ for every [J]GCar(G) . T.Hirai gave
necessary and sufficient conditions for the system of functions
CJ(\Theta) ([J]\in Car(G)) obtained from an IED \Theta in his works
([5,6]). Using his results one can verify that constructed
functions }\mp@subsup{C}{J}{}(T\zeta)([J]\inCar(G)) really determine an IED T\zeta
    Let us explain the construction in detail. Take an element
\zetaEB(H;\lambda). We put
\[
\begin{array}{ll}
C_{H}(T \zeta)=\varepsilon_{R}^{H} \cdot \zeta & \text { for } H \text { itself, } \\
C_{J}(T \zeta) \equiv 0 & \text { for }[J] \$[H]
\end{array}
\]
```

Let $A$ be a Cartan subgroup of $G$ and assume that we have already constructed $C_{B}(T \zeta)$ for $[B]>[A]$. Let $A_{1}$ be a connected component of $A$ and $F$ a connected component of $A_{j}^{\prime}(R)=A_{1} \cap A^{\prime}(R)$, where $A^{\prime}(R)=\left\{h \in A \mid \xi_{\alpha}(h) \neq 1\right.$ for any $\left.\alpha \in \Delta_{R}\right\}$. Denote by $\Sigma=\Sigma\left(A_{1}\right)$ the set of all the real roots $\alpha \in \Delta_{R}$ for
which $\xi_{\alpha}(h)>0$ on $A_{1}$. Then $\sum$ is a root system. Let $S=S\left(A_{1}\right)$ be the subgroup of $W\left(G ; A_{1}\right)$ generated by $\left.\omega_{\alpha}\right|_{A_{1}}$ $\left(\alpha \in \sum\right)$, where $\omega_{\alpha}$ is the conjugation by an element $g_{\alpha}=\exp$ $\frac{1}{2} \pi\left(X_{\alpha}^{\prime}-X_{-\alpha}^{\prime}\right) \in G$. We put $\left.\omega_{\alpha}\right|_{A_{1}}=s_{\alpha}$. Let $P(F)$ be the set of $\alpha \in \sum$ for which $\xi_{\alpha}(F)>1$. Then $P(F)$ is the set of all the positive roots of $\Sigma$ with respect to a certain order of roots. Let $\Pi=\Pi(F)=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ be the simple system in $P(F)$. Step R. Denote by $b^{m}$ a Cartan subalgebra obtained from (a) by the Cayley transform $\nu_{\alpha_{m}}=\nu_{m}$ with respect to the real root $\alpha_{m}(1 \leqq m \leqq r)$. By assumption, the functions $C_{B^{m}}(T \zeta)$ have been already determined. We write $C_{m}$ instead of $C_{B_{m}}(T \zeta)$ for brevity.

We put

$$
\begin{aligned}
& \Sigma_{m}=\left\{h \in A \mid \xi_{\alpha_{m}}(h)=1\right\}, \\
& \Sigma_{m}^{\prime}=\left\{h \in \Sigma_{m} \mid \xi_{\alpha}(h) \neq 1 \text { for any root } \alpha \neq \pm \alpha_{m}\right\} .
\end{aligned}
$$

Then for $a \in \sum_{m}^{\prime} \cap A_{1}$ and $x \in(a)$, we put

$$
\left(R_{\alpha_{m}} C_{m}\right)(a \exp x)=C_{m}\left(a \exp \nu_{m}(x)\right)
$$

Here $V_{m}(x)$ may not be contained in $\widehat{b}^{m}$, but $C_{m}$ is locally a linear combination of the form $\exp \mu(x) \quad\left(\mu \in\left(\hat{b}_{C}^{m}\right) *\right)$ (or its multiple by a certain polynomial function), so $C_{m}\left(a \exp \nu_{m}(x)\right)$ has natural meaning.

Step S. For a function $f$ on $A_{1}$ and $s \in S$, we define sf as $(s f)(h)=f\left(s^{-1} h\right) \quad\left(h \in A_{1}\right)$. For each $s_{m}=s_{\alpha_{m}}(1 \leqq m \leqq r)$, we put

$$
\stackrel{A}{=} S_{m}=\left(1-s_{m}\right)\left(R_{\alpha_{m}} C_{m}\right)
$$

Each element $s \in S$ can be written in the form $s=s_{i_{1}} s_{i_{2}} \ldots s_{i_{k}}$ (see, for example, [2]). Then we put

$$
\underline{A}_{s}=\underline{A}_{s_{i_{1}}}+s_{i_{1}}{\stackrel{A}{=} s_{i_{2}}}+\ldots+s_{i_{1}} s_{i_{2}} \ldots s_{i_{k-1}} \stackrel{A}{s_{i_{k}}}
$$

It can be proved that ${\underset{A}{A}}$ is independent of a choice of expressions for $s \in S$. Finally we put

```
\[
\underline{B}=\underline{B}\left(C_{1}, C_{2}, \ldots, C_{m}\right)=(\# S)^{-1} \sum_{s \in S} \stackrel{A}{=} s
\]
Denote by \(E_{A_{1}}\) the union of \(w A_{1}\) over \(w \in W(G ; A)\). Define \(C_{A}(T \zeta)\) on \(E_{A_{1}} \cap A^{\prime}(R)\) by \(C_{A}(T \zeta)(w h)=\operatorname{det}(w) \underline{=}(h) \quad(w \in W(G ; A), h \in F)\).
Let \(A_{1}, A_{2}, \ldots\) be a complete system of representatives of connected components of \(A\) under the conjugation of \(W(G ; A)\). Then \(A\) is the disjoint union of \(E_{A_{1}}, E_{A_{2}}, \ldots\). Repeating the same construction for every \(A_{i}\), we get \(C_{A}(T \zeta)\) on the whole A. Thus we can define \(C_{J}(T \zeta) \quad([J] \in \operatorname{Car}(G))\) inductively. We see that they altogether define an IED \(T \zeta\) by Hirai's arguments. Our proof of Proposition 5.1 is carried out along the above construction of \(T\). Steps \(R\) and \(S\) there correspond to the same parts of this appendix.
```


## Appendix B.

Here we remark about the Assumptions 2.1 and 5.3.

At first we prepare some notations. Let $H$ be a Cartan
subgroup of $G$. We can choose a $\theta$-stable Cartan subgroup from [H] , where $\theta$ is the Cartan involution with respect to a maximal compact subgroup $K$. So, we may assume $H$ is $\theta$-stable. Then the Lie algebra $h$ of $H$ is also $\theta$-stable and we define $h^{+}=((+1)$-eigenspace of $\theta)$ and $\hat{h}^{-}=((-1)$-eigenspace of $\theta)$. Put

$$
\mathrm{H}^{+}=\mathrm{H} \cap \mathrm{~K}, \mathrm{H}^{-}=\exp \bigcap^{-}
$$

Then $\mathrm{H}=\mathrm{H}^{+} \mathrm{H}^{-}$(direct product) and $\mathrm{H}^{-}$is connected. Denote the adjoint representation of $G$ by Ad: $G \longrightarrow$ Int( 9 ) . The kernel of Ad is the centre of $G$. Put

$$
\Gamma=\Gamma_{H}=A d^{-1}(A d(K) \cap \exp (\sqrt{-1}(h i))
$$

Then we have the following lemma (see, for example, [12]).

Lemma B.1. (1) $\Gamma$ is a finite group and commutes with $\mathrm{Z}_{\mathrm{G}}\left(\mathrm{H}^{-}\right)_{0}$, identity component of the centralizer of $\mathrm{H}^{-}$in G .
(2) It holds that $H=\Gamma H_{0}=H_{0} \Gamma$ and $\Gamma C H^{+}$.
(3) $T$ is stable under the action of $W(G ; H)$.

Put $M=\cap\left\{\operatorname{Ker}|X| \mid X: Z_{G}\left(H^{-}\right) \longrightarrow R^{*}\right.$, a continuous homomorphism \}. Then $M$ is a reductive subgroup of $G$ containing a compact Carton subgroup $\mathrm{H}^{+}$.

Lemma B.2. Let $\Gamma_{0}=\Gamma \cap H_{0}$. Then we have
(1) The finite group $\Gamma_{0}$ is contained in the centre of $M_{0}$, the connected component of $M$ containing $e$.
(2) For $\alpha \in \Delta_{\sqrt{-1 R}} \cup \Delta_{R}$ and $a \in \Gamma_{0}, \quad \xi_{\alpha}(a)=1$ holds.

Proof. (1) is clear from Lemma B.1(1). Let us prove (2).

For $\alpha \in \Delta_{\sqrt{-1 R}}$, take a non-zero root vector $x_{\alpha}$. By the definition of $\Gamma$, $A d(a)(a \in \Gamma)$ has the form $\exp (\sqrt{-1}$ ad $x)$ $\left(x \in \complement^{-}\right)$. We have $\operatorname{Ad}(a) X_{\alpha}=\exp (\sqrt{-1}$ ad $x) X_{\alpha}=\exp (\sqrt{-1} \alpha(x)) X_{\alpha}=x_{\alpha}$, since $\alpha(x)=0$. So $\xi \alpha(a)=1$ holds. The proof of $\xi_{\alpha}(a)=1$
$\left(\alpha \in \Delta_{R}\right)$ is carried out similarly, since $a \in H_{0}^{+}$. Q.E.D.

Lemma B.3. For $\lambda \in \hat{h}_{\mathrm{C}}^{*}$ and $t \in \tilde{W}_{\mathrm{H}}^{\sim}(\lambda)$, there exists a positive integer $m$ such that

$$
\xi_{\operatorname{tm} \lambda}(a)=1 \quad\left(a \in \Gamma_{0}\right)
$$

The integer $m$ can be taken as $m \leqq \# \Gamma_{0}$.

Proof. Since $\Gamma_{0}$ is a finite group, there exists an m such that $a^{m}=e$ for any $a \in \Gamma_{0}$. Then $\xi_{t \lambda}\left(a^{m}\right)=\xi_{t m}(a)=1$ holds. Q.E.D.

Let $\left\{H_{i} \mid i \in I\right\}$ be a complete system of representatives of the conjugacy classes of connected components of $H$, under the action of $W(G ; H)$. As for Assumptions 2.1 and 5.3, we have the following lemma.

Lemma B.4. There exists a subset $\left\{a_{i} \mid i \in I\right\}$ for each Cartan subgroup $H$ ([H] $\in \operatorname{Car}(G))$ satisfying the following
conditions.
(1) It holds that $a_{i} \in H_{i}$ for $i \in I$.
(2) For an arbitrary infinitesimal character $\chi=\chi \lambda(\lambda \in \cdot \overbrace{C}^{*})$, there exists a positive integer $m$ such that

$$
\xi_{t m \lambda}\left(a_{i}^{-1} s a_{i}\right)=1 \quad\left(t \in W_{H}^{\sim}(m \lambda), i \in I, s \in W\left(G ; H_{i}\right)\right)
$$

(3) There exists a positive integer $p$ depending only on G , such that

$$
\xi_{p \mu}\left(a_{i}\right)=1 \quad \text { for any } \mu \in Q[\Delta]
$$

Proof. It follows from Lemma B. 3 and its proof that there exist a positive integer $p$ depending only on $G$, and $\left\{a_{i} \mid\right.$ $i \in I\}$ a subset of $H$ such that
(a) It holds that $a_{i} \in H_{i}$ for $i \in I$.
(b) For any $\lambda \in \hat{h}_{c}^{*}$, we have

$$
\xi_{\operatorname{tp} \lambda}\left(a_{i}^{-1} s a_{i}\right)=1 \quad\left(t \in W_{H}^{\sim}(\lambda), i \in I, s \in W\left(G ; H_{i}\right)\right)
$$

(c) For any $\mu \in Q[\Delta]$, it holds that $\xi_{p \mu}\left(a_{i}\right)=1$. In fact, we can take $p=\prod_{[H] \in \operatorname{Car}(G)} \# \Gamma_{H}$ and $\left\{a_{i} \mid i \in I\right\}$
can be taken from $\Gamma_{H}$.
By the definition of $\tilde{W_{H}}(\lambda)$, it is clear that $\tilde{W}_{H}^{\sim}(p \lambda)>$
$W_{H}^{\sim}(\lambda)$. Therefore, for some positive integer $r, \tilde{W}_{H}\left(p^{r} \lambda\right)=$ $W_{H}^{\sim}\left(p^{r-1} \lambda\right)$ holds. Put $\lambda^{\prime}=p^{r} \lambda$. By the above argument, we have

$$
\xi_{t \lambda^{\prime}}\left(a_{i}^{-1} s a_{i}\right)=1 \quad\left(t \in W_{H}^{\sim}\left(p^{r-1} \lambda\right), i \in I, s \in W\left(G ; H_{i}\right)\right) .
$$

Since $\tilde{W}_{H}\left(p^{r-1} \lambda\right)=W_{H}^{\sim}\left(\lambda^{\prime}\right)$, we have

$$
\xi_{t \lambda^{\prime}}\left(a_{i}^{-1} s a_{i}\right)=1 \quad\left(t \in \mathcal{W}_{H}^{\sim}\left(\lambda^{\prime}\right), i \in I, s \in W\left(G ; H_{i}\right)\right) .
$$

Q.E.D.

Remark B.5. An integer $m$ in Lemma B. 4 (2) can be taken as $m \leqq p^{r}$ ( $r=\# W$ and $p$ as in the proof). This is clear from the above.

For an arbitrary $\lambda \in \mathbb{h}_{C}^{*}$, if necessary, take $m \lambda$ instead of
$\lambda$. Then Assumption 2.1 is satisfied.
Also, we can take $\mu \in{\underset{C}{C}}_{\text {C }}^{*}$ which satisfies Assumption 5.3 as follows. It is clear that there exists a $\mu^{\prime} \in Q[\Delta]$ such that $\lambda_{0}=\lambda+\mu^{\prime}$ is dominant regular. Then it holds that

$$
\xi_{t \mu}\left(a_{i}\right)=1 \quad\left(t \in \tilde{w}_{H}(\lambda), i \in I\right),
$$

where $\mu=p \mu^{\prime} \in Q[\Delta]$. Clearly $\lambda_{0}=\lambda+\mu$ is dominant regular and Assumption 5.3 is satisfied for this $\mu$.
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