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Semiquantum liquid water molecular dynamics simulation was developed using the time-dependent Hartree approach. The classical intra- and intermolecular potential functions of water were extended to describe the wave packet (WP) hydrogen atoms. The equations of motion with an extended phase space including auxiliary coordinates and momenta representing the hydrogen WP widths were derived and solved. The molecular dynamics simulation of semiquantum water demonstrated that the semiquantum hydrogen atoms make the liquid water less structured and the hydrogen bonds weakened. The poor structurization in liquid water was inferred from the increased mobility of a water molecule and the redshift of OH stretching frequency. The zero-point energy introduced by the semiquantum hydrogens enhances the anharmonic potential effects and contributes to the redshifted OH stretching vibration. We found a significant peak around 4400 cm⁻¹ in the absorption spectrum resulting from the energy exchange between the WP width dynamics and the coupling of the OH stretching mode and the rotational motion of each water. We proposed that a liquid free energy landscape is smoothed due to semiquantum hydrogen atoms, and influences the liquid structure and dynamics. © 2009 American Institute of Physics. [DOI: 10.1063/1.3200937]

I. INTRODUCTION

The many-body dynamics of chemical reactions are typically too complicated for a fully quantum-mechanical analysis. Although considerable progress has been made in the development of exact quantum-mechanical methods, they are still only applicable to relatively small molecular systems and simple models. In contrast, classical dynamics methods are routinely used to study complex chemical problems involving many thousands of particles. It is a fact that, however, quantum effects such as zero-point energy (ZPE), tunneling, dephasing, interference, branching, etc., are essential in chemistry. The ZPE of a proton, about 4 kcal/mol, implies that the quantum nature is far from negligible. This affects the structure and dynamics in ways beyond the classical mechanical description. One is, therefore, necessarily interested in approaches that capture the quantum phenomena in many degrees of freedom. A number of such approaches involving semiclassical and mixed quantum-classical dynamics have been proposed and applied in recent years, and remain under active development.

The anomalous properties of liquid water and its role in chemistry and biology have made it a subject of intense research. On the computational side, the earliest atomistic simulations of the ambient liquid using a simple empirical potential have been performed for many decades. Many improved potentials have been developed and shown to provide better agreement with experiments when used in classical molecular dynamics (MD) and Monte Carlo simulations. Classical mechanical MD is nowadays very straightforward once the force field parameters are decided, only depending on the quality of the force field and the sufficiency of the statistical sampling of the trajectories.

The first quantum-mechanical simulations of the static equilibrium properties of the liquid were performed, when the path-integral Monte Carlo (PIMC) method was used to assess the effect of quantum-mechanical fluctuations on the liquid structure. However, the role of quantum-mechanical effects in the dynamics of the liquid has been investigated quite recently. The centroid molecular dynamics (CMD) method to study the dynamics of a flexible simple point-charge (SPC/Fd) model of ambient water was proposed, and modeled para-hydrogen and ortho-deuterium. Several CMD studies of the orientational and translational motions in a rigid-body (TIP4) water model have appeared. The dynamics of a flexible water model was also studied using the Feynman–Kleinert linearized path-integral approach, while the ring-polymer MD method was focused on a rigid water model. All such semiquantum studies concluded that quantum-mechanical fluctuations tend to enhance the diffusion in the ambient liquid, the calculated increase in the self-diffusion coefficient over that obtained in a purely classical simulation. This increase in the diffusion coefficient is consistent with the decrease in the structure of the liquid due to quantum-mechanical effects that was observed in the earlier PIMC calculations.

The primary motivation of this work is to devise a practical and efficient simulation method to take account of the nuclear quantum aspects in the liquid water dynamics and structure. We thus develop the semiquantum water (SQW) MD simulation using the semiquantum time-dependent Hartree (SQTDH) theory proposed recently. The SQTDH is based on the time-dependent variational principle with a re-
striction of the Hilbert space to a subspace of the squeezed coherent state wave packet (WP), which yields the equations of motion (EOMs) with an extended phase space including auxiliary coordinates and momenta representing the WP widths. The EOMs in SQTDH are quite similar to the classical EOM, and many of the standard numerical tools of classical MD can be applied to them, facilitating its implementation and applications. Approximate accounts of the WP delocalization and the ZPE effects are expected to offer insights beyond the current understanding from classical simulations. Indeed, proton delocalization phenomena were experimentally observed in water systems.25,26

The delocalized nature of quantum particles would be well captured by semiclassical WP approaches, from the primitive version of the Gaussian WP method27,28 to the recent sophistication and complication of, e.g., multiconfiguration time-dependent Hartree29–31 and multiple spawning32,33 approaches. However, application of the Gaussian WP method to condensed phase MD simulations is rather scarce, presumably due to the high computational cost for the fully correlated WP or the lack of an obvious adequate factorization scheme. It is also interesting to note that the fourth-order expansion in SQTDH is essentially equivalent to the second-order quantized Hamiltonian dynamics (QHD-2) theory derived via an apparently different route from mixed quantum-classical Heisenberg EOM,34–36 and to the quantal cumulant dynamics method.37

Our paper is organized as follows. In Secs. II and III, we introduce the three-dimensional (3D) SQTDH for a many body system, and develop the 3D SQW MD simulation, respectively. The potential functions for the full-classical water (FCW) MD simulation are extended to the potentials describing SQW there. The details of our SQW and FCW MD simulations are explained in Sec. IV. The calculated results for SQW are directly compared to those for FCW, and the important roles of the semiquantum hydrogen atoms are discussed in Sec. V. Section VI gives the concluding remarks.

II. THREE-DIMENSIONAL SEMIQUANTUM TIME-DEPENDENT HARTREE APPROACH FOR A MANY BODY SYSTEM

The 3D SQTDH for a many body (N-particles) system which can be applied to the 3D SQW MD simulation is explained here. For simplicity, \( \hbar = 1 \) and all the coordinates are mass scaled. We invoke the 3D time-dependent Hartree approximation with the N-independent 3D squeezed coherent state Gaussian WP basis functions,

\[
\Psi_i(x_i,y_i,z_i,t) = \prod_{i=1}^{N} \Psi_i(x_i,y_i,z_i,t),
\]

where

\[
\Psi_i(x_i,y_i,z_i,t) = N_{i} N_{y_i} N_{z_i} \exp[A_{y_i}(t)(y_i - q_{y_i}(t))] \times \exp[A_{z_i}(t)(z_i - q_{z_i}(t))] + ip_{y_i}(t) + \frac{\hbar}{2m_i}(p_{y_i}^2 + p_{z_i}^2) + \frac{1}{2m_i}(\Lambda_{y_i}^2 + \Lambda_{z_i}^2) + \sum_{i<j} \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle.
\]

Here, the potential expectation \( \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle \) is a function of \{\( q_{ij}, p_{ij} \).\} Finally, the time-dependent variational principle, \( \delta \Gamma / \delta q_{ij} = 0, \) etc., results in the EOM,

\[
\dot{q}_{ai} = \frac{\partial H_{ext}}{\partial \rho_{ai}}, \quad \dot{\rho}_{ai} = -\frac{\partial H_{ext}}{\partial \rho_{ai}}, \quad \dot{\Lambda}_{ai} = -\frac{\partial H_{ext}}{\partial \rho_{ai}},
\]

with the extended Hamiltonian function,

\[
H_{ext} = \sum_{i=1}^{N} \left[ \frac{1}{2m_i}(p_{y_i}^2 + p_{z_i}^2) + \frac{1}{2m_i}(\Lambda_{y_i}^2 + \Lambda_{z_i}^2) \right] + \sum_{i<j} \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle.
\]

Note that the mass and \( \hbar \) have been retrieved here and they will be hereafter explicitly shown. \{\( q_{ai}, p_{ai} \)\} and \( \rho_{ai}, \Lambda_{ai} \) can be regarded as conjugate coordinate and momentum pairs. The 6N-dimensional phase space is now extended to
the 12N-dimensional phase space by the time-dependent Hartree approximation and variational principle. The system dynamics can be described with the potential concept in this extended Hamiltonian; the first two parts in Eq. (8) represent the kinetic energy, while the remaining two parts define the extended potential \( V_{\text{ext}} \).

The potential \( V_{ij}(x_{ij},y_{ij},z_{ij}) \) can be expanded around \( \langle x_i \rangle \), \( \langle y_i \rangle \), and \( \langle z_i \rangle \) as

\[
\sum_{i<j} V_{ij}(x_{ij},y_{ij},z_{ij}) = \sum_{i<j} V_{ij}(\langle x_i \rangle,\langle y_i \rangle,\langle z_i \rangle) + \sum_{i<j} \frac{\partial V_{ij}}{\partial x_i} \Delta x_i + \sum_{i<j} \frac{\partial V_{ij}}{\partial y_i} \Delta y_i + \sum_{i<j} \frac{\partial V_{ij}}{\partial z_i} \Delta z_i + \sum_{i\neq j} \frac{\partial^2 V_{ij}}{\partial x_i \partial y_j} \Delta x_i \Delta y_j \\
+ \sum_{i\neq j} \frac{\partial^2 V_{ij}}{\partial y_i \partial z_j} \Delta y_i \Delta z_j + \sum_{i\neq j} \frac{\partial^2 V_{ij}}{\partial z_i \partial x_j} \Delta z_i \Delta x_j + \sum_{i\neq j} \frac{\partial^2 V_{ij}}{\partial x_i \partial y_j} \Delta x_i \Delta y_j \\
+ \sum_{i<j} \frac{1}{2} \frac{\partial^2 V_{ij}}{\partial x_i^2} \left( (\Delta x_i)^2 + (\Delta x_j)^2 \right) + \sum_{i<j} \frac{1}{2} \frac{\partial^2 V_{ij}}{\partial y_i^2} \left( (\Delta y_i)^2 + (\Delta y_j)^2 \right) + \cdots, \tag{9}
\]

where \( \Delta x_i = x_i - \langle x_i \rangle \), \( \Delta y_i = y_i - \langle y_i \rangle \), and \( \Delta z_i = z_i - \langle z_i \rangle \). All the differential coefficients should be calculated at \( x_i = \langle x_i \rangle \), \( y_i = \langle y_i \rangle \), and \( z_i = \langle z_i \rangle \). Since Eq. (2) leads to \( \langle \alpha_i \rangle = q_{\alpha_i} \), \( \langle (\Delta \alpha_i)^2 \rangle = \rho_{\alpha_i}^2 \), and \( \langle (\Delta \alpha_i)^4 \rangle = 3\rho_{\alpha_i}^4 \) for \( \alpha_i = x_i, y_i, \) and \( z_i \), we obtain

\[
\sum_{i<j} \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle = \sum_{i<j} V_{ij}(q_{x_i},q_{y_i},q_{z_i}) + \sum_{i<j} \frac{1}{2} \frac{\partial^2 V_{ij}}{\partial x_i^2} \left( \rho_{x_i}^2 + \rho_{x_j}^2 \right) + \sum_{i<j} \frac{1}{2} \frac{\partial^2 V_{ij}}{\partial y_i^2} \left( \rho_{y_i}^2 + \rho_{y_j}^2 \right) + \sum_{i<j} \frac{1}{2} \frac{\partial^2 V_{ij}}{\partial z_i^2} \left( \rho_{z_i}^2 + \rho_{z_j}^2 \right) \\
+ \sum_{i\neq j} \frac{1}{4} \frac{\partial^2 V_{ij}}{\partial x_i^2 \partial y_j} \rho_{x_i}^2 \rho_{y_j}^2 + \sum_{i\neq j} \frac{1}{4} \frac{\partial^2 V_{ij}}{\partial y_i^2 \partial z_j} \rho_{y_i}^2 \rho_{z_j}^2 + \sum_{i\neq j} \frac{1}{4} \frac{\partial^2 V_{ij}}{\partial z_i^2 \partial x_j} \rho_{z_i}^2 \rho_{x_j}^2 \\
+ \sum_{i\neq j} \frac{1}{4} \frac{\partial^2 V_{ij}}{\partial y_i^2 \partial z_j} \rho_{y_i}^2 \rho_{z_j}^2 + \sum_{i\neq j} \frac{1}{4} \frac{\partial^2 V_{ij}}{\partial z_i^2 \partial x_j} \rho_{z_i}^2 \rho_{x_j}^2 \right) \\
+ \sum_{i\neq j} \frac{1}{8} \frac{\partial^2 V_{ij}}{\partial y_i^2 \partial z_j} \rho_{y_i}^2 \rho_{z_j}^2 + \sum_{i\neq j} \frac{1}{8} \frac{\partial^2 V_{ij}}{\partial z_i^2 \partial x_j} \rho_{z_i}^2 \rho_{x_j}^2 \right) + \cdots. \tag{10}
\]

All the differential coefficients are now calculated at \( x_i = q_{x_i}, y_i = q_{y_i}, \) and \( z_i = q_{z_i} \). The first term \( \sum_{i<j} V_{ij}(q_{x_i},q_{y_i},q_{z_i}) \) corresponds to the original classical potential function. The above equation results in Eq. (2.10) of Ref. 23 once \( x_i, y_i, \) and \( z_i \) are replaced by \( q_{3(i-1)+1}, q_{3(i-1)+2}, \) and \( q_{3i}, \) respectively. The EOM to be solved are

\[
\dot{q}_{\alpha_i} = \frac{p_{\alpha_i}}{m_i}, \quad \dot{p}_{\alpha_i} = -\frac{\partial \sum_{i<j} \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle}{\partial q_{\alpha_i}}, \tag{11}
\]

\[
\dot{\rho}_{\alpha_i} = \frac{\Lambda_{\alpha_i}}{m_i}, \quad \dot{\lambda}_{\alpha_i} = -\frac{\partial \sum_{i<j} \langle V_{ij}(x_{ij},y_{ij},z_{ij}) \rangle}{\partial \rho_{\alpha_i}} + \frac{\hbar^2}{4m_i \rho_{\alpha_i}^3}, \tag{12}
\]

from Eq. (7). If the symmetric (spherical) Gaussian WP basis functions are assumed, i.e., \( \rho_{\alpha_i} = \rho_i \) and \( \lambda_{\alpha_i} = \lambda_i \), in Eqs. (2) and (3), we get
\[
\sum_{i<j}^{N} (V_{ij}(x_{ij}, y_{ij}, z_{ij}))_{\text{sym}} = \sum_{i<j}^{N} V_{ij}(q_{x_{ij}}, q_{y_{ij}}, q_{z_{ij}}) + \sum_{i<j}^{N} \frac{1}{2} \left[ \frac{\partial^2 V_{ij}}{\partial x_i^2} \right] (p_i^2 + p_j^2) + \sum_{i<j}^{N} \left[ \frac{\partial^2 V_{ij}}{\partial y_i^2} \right] (p_i^2 + p_j^2) + \sum_{i<j}^{N} \left[ \frac{\partial^2 V_{ij}}{\partial z_i^2} \right] (p_i^2 + p_j^2) \]
\]

where \(N_{\text{mol}}\) indicates the number of water molecules. \(k_{\text{OH}} = 1054.2\) kcal mol\(^{-1}\) Å\(^{-2}\) and \(k_{\text{H-OH}} = 75.9\) kcal mol\(^{-1}\) Å\(^{-2}\) denote the harmonic coefficients for the stretching and bending modes, respectively. \(r_{\text{OH}}^0 = 1.0\) Å and \(\theta_{\text{H-OH}}^0 = 113.24^\circ\) are the corresponding equilibrium length and angle, respectively. The last term, called the Urey–Bradley term, gives a coupling between the valence bond angle and the chemical bond length with the coefficient \(k_{\text{HH}} = 79.8\) kcal mol\(^{-1}\) Å\(^{-2}\) and the equilibrium length \(r_{\text{HH}}^0 = 2r_{\text{OH}}^0 \sin(\theta_{\text{H-OH}}^0)/2\). The Urey–Bradley term adds effective anharmonicity to the potential and makes it possible to reproduce the ground state splittings of the symmetric and antisymmetric stretching modes of a water molecule. The above model corresponds to the flexible SPC/SPC/Fd model of water developed by Dang and Pettitt\(^6\) except for \(\theta_{\text{H-OH}}^0\).\(^7\) The equilibrium angle value was adopted from Ref.\(^7\) which reported that \(\theta_{\text{H-OH}}^0\) significantly affects the dielectric constant. We found that the present dielectric constant is still smaller than the experimental dielectric constant of water liquid because a dielectric constant is sensitive to the way in which the truncation of long-range forces is treated, as well as \(\theta_{\text{H-OH}}^0\). It is possible, however, to correct the dielectric value using the reaction field approximation with an effective dielectric constant.\(^{38}\)

The intermolecular potential can be written as
\[
V_{\text{inter}} = \sum_{i<j}^{N_0} 4 \varepsilon \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \sum_{i<j}^{N_0N_H} q_i q_j / r_{ij},
\]

where \(r_{ij}\) indicates distance between atoms \(i\) and \(j\). \(N_0\) and \(N_H\) are the numbers of oxygen and hydrogen atoms, respectively. We took into account the Lennard-Jones interaction only for the oxygen atoms. \(\sigma = 3.165\) Å and \(\epsilon = 0.1554\) kcal mol\(^{-1}\) are uniform Lennard-Jones parameters for the oxygen atoms. \(q_i\) denotes a partial charge on an atom \(i\), 0.41 a.u. for a hydrogen atom and −0.82 a.u. for an oxygen atom.

The total classical potential function is given by
\[
V_{\text{classical}} = V_{\text{intra}} + V_{\text{inter}}.
\]

The classical potential function corresponds to the first term in Eq. (13). We have implemented a smooth cutoff method introducing the smooth cutoff function to circumvent the problems:\(^{39,40}\) A simple abrupt cutoff of the potential function around boundary induces instability of the
energy, and the atom-based cutoff causes a charge neutrality problem for molecular pairs in boundary region. The potential function around boundary with the cutoff function is not applied to the semiquantum potentials derived in Sec. III B since the boundary region is determined only by distance between two oxygen atoms which are classically simulated.

B. Extended semiquantum potential functions

In order to calculate the EOM shown in Eqs. (15) and (16), we have to derive the differential coefficients displayed in Eq. (13) for \( V_{\text{intra}} \) and \( V_{\text{inter}} \). Since quantum effects should be significant only for the hydrogen atoms, we need to derive the differential coefficients only for them. We emphasize that, however, while the oxygen atoms follow the classical potential function shown in Sec. III A, their dynamics are also influenced by additional nonclassical forces from the semiquantum hydrogen atoms.

The potential terms which we have to extend to semiquantum ones are the following three parts: the stretching potential functions of \( k \)th water molecule,

\[
V_{\text{stretch},ij}^k = \frac{k_{ij}}{2}(r_{k,ij} - r_{ij}^0)^2,
\]

with \( k_{ij} = k_{\text{OH}} \text{ or } k_{\text{HH}} \), and the bending potential function of \( k \)th water molecule,

\[
V_{\text{bending},ij}^k = \frac{k_{\text{bending}}}{2}(\theta_{k,\angle iOj} - \theta_{\text{bending}}^0)^2,
\]

and the intermolecular Coulomb potential function,

\[
V_{\text{Coulomb},ij}^k = \frac{q_i q_j}{r_{ij}},
\]

where at least one of \( i \) and \( j \) should be a hydrogen atom. Substituting these potential functions into the differential coefficients of Eq. (13) as \( V_p \), we can derive the extended potential functions. The partial differential should be performed only by Cartesian coordinates of the hydrogen atoms since only the hydrogen atoms are semiquantumly simulated. Owing to the symmetric Gaussian WP basis functions, we found that the sum of the fourth-order differential coefficients in Eq. (13) vanishes for all the stretching functions. As a result, the extended stretching potential functions to the fourth order becomes

\[
\frac{1}{2} \left[ \frac{\partial^2 V_{\text{stretch},ij}^k}{\partial x_i^2} + \frac{\partial^2 V_{\text{stretch},ij}^k}{\partial y_i^2} + \frac{\partial^2 V_{\text{stretch},ij}^k}{\partial z_i^2} \right] (\rho_i^2 + \rho_j^2)
\]

\[
= k_{ij} \left( \frac{2}{r_{k,ij}} \right) (\rho_i^2 + \rho_j^2).
\]

Note that when \( j \) is an oxygen atom, \( \rho_j^2 \) should be removed from Eq. (22), and that \( i \) and \( j \) should be atoms of the same molecule.

We will take into account the semiquantum corrections for the bending potential function only to the second order, partly because the higher-order forms are too complicated to be embedded in the MD program. This is also rationalized by a physical reasoning that the tightness of the bending potential maintains a nearly harmonic single well shape. In contrast, the higher-order expansions are essential for potentials of the double-well structure. The extended bending potential function is thus derived as

\[
\frac{1}{2} \left[ \frac{\partial^2 V_{\text{bending},ij}^k}{\partial x_i^2} + \frac{\partial^2 V_{\text{bending},ij}^k}{\partial y_i^2} + \frac{\partial^2 V_{\text{bending},ij}^k}{\partial z_i^2} \right] (\rho_i^2 + \rho_j^2)
\]

\[
+ \frac{1}{2} \left[ \frac{\partial^2 V_{\text{bending},ij}^k}{\partial x_j^2} + \frac{\partial^2 V_{\text{bending},ij}^k}{\partial y_j^2} + \frac{\partial^2 V_{\text{bending},ij}^k}{\partial z_j^2} \right] \rho_j^2
\]

\[
= k_{\angle \text{OH}} (1 + (\theta_{\angle \text{iOj}} - \theta_{\angle \text{bending}}^0) \cot \theta_{\angle \text{iOj}})
\]

\[
\times \left( \frac{\rho_i^2}{r_{k,iO}} + \frac{\rho_j^2}{r_{k,jO}} \right),
\]

where \( i \) and \( j \) should be hydrogen atoms of the same molecule.

The fully extended intermolecular Coulomb potential function had been obtained to describe dynamics of plasma. Its rigorous form including the classical contribution, the last term of Eq. (18), is given by

\[
\sum_{i<j} N_i N_j \rho_i \rho_j \left( \frac{r_{ij}}{2(\rho_i^2 + \rho_j^2)} \right),
\]

where \( \rho_j^2 \) should be removed when \( j \) is an oxygen atom. Now the all extended potential functions have been obtained, making it possible to calculate the SQW dynamics and structure using EOMs (15) and (16).

IV. SIMULATION DETAILS

The SQW and FCW systems are composed of 432 water molecules and were simulated in a cubic simulation box with a periodic boundary condition. The number of particles and the cubic system volume \( V = (23.6)^3 \, \text{Å}^3 \) were kept constant through the simulation. The mass density is set to be 0.982 g/cm³, which is from the constant pressure Monte Carlo study on the rigid TIP3P water at 298 K, 1 atm. All integration of the EOM is performed by the velocity-Verlet method with the time step 0.1 fs.

Equilibration methods for SQW are not fully understood yet. While the quantum variables account for ZPE and tunneling, at the same time the extra dimensionality leads to an overcounting of states available to the system if the phase space averaging is performed over both the classical and semiquantum variables. Indeed, assuming a Boltzmann distribution and integrating over all the dimensions including the semiquantum degrees of freedom to calculate the average system energy lead to extra energy in addition to the ZPE. However, we may reasonably postulate that the classical degrees of freedom satisfy the canonical distribution at equilibrium even when embedded in the semiquantum simulation. In addition, radial distribution functions (RDFs) and diffusion constants are almost independent of the temperature-constraining methods such as the velocity scaling, Berendsen
and Nosé-Hoover methods. In the present cooling and equilibration runs, we made only the classical velocity degrees of freedom influenced by the heat baths, the velocity scaling thermostat, and Berendsen methods, with \( T = 298 \) K and the relaxation time 400 fs. Other degrees of freedom are freely time evolved by EOMs (15) and (16). After the careful cooling and equilibration runs, the whole phase space reach the thermal equilibrium owing to heat conduction between the degrees of freedom controlled by the heat baths and the other degrees of freedom free from the heat baths. Finally, we carried out the constant NVE (microcanonical) simulation for 2 ns. The time step of 0.1 fs gives good total energy conservation; the average root-mean-square (rms) deviations of the total energies were \( 2.0 \times 10^{-2} \) kcal/mol for SQW and \( 1.1 \times 10^{-2} \) kcal/mol for FCW. Another criterion for the trajectory accuracy is the ratio of the rms fluctuation of the total energy over that of the total kinetic energy, for which we obtained \( 9.0 \times 10^{-4} \) for SQW and \( 5.2 \times 10^{-4} \) for FCW. The resultant kinetic temperatures were found to be 298.6 K with the rms fluctuation 5.7 K for SQW and 297.7 K with the rms fluctuation 5.5 K for FCW. All averaged values except for the results of frequency domain were averaged over both time and individual molecules, \( \langle \cdots \rangle \), where \( \langle \cdots \rangle \) means averaging over both time and individual molecules, \( n(r) \) represents the number of molecules between shells of radii \( r \) and \( r+dr \), and \( n_0 \) is the number density of the whole system. The RDF \( g(r) \) reflects the average liquid structure around a central atom. The \( g(r) \) function for an oxygen-oxygen pair is shown in the upper figure of Fig. 3.

The upper-middle figure of Fig. 1 demonstrates that the intermolecular potential energy is higher in SQW than in FCW. This is because including the semiquantum hydrogen atoms, the liquid water is less structured and becomes unstable, as will be discussed later. No important difference is found in the kinetic energy data displayed in the lower figure of Fig. 1, rationalizing the minor difference in the rms fluctuation amplitude as noted for the kinetic temperature.

The new energies introduced by SQTDH are shown as a function of time in Fig. 2. As shown in the upper figure, the total semiquantum energy \( E_{\text{pe}} \) fluctuates in the multiscale times, from subpicoseconds to tens of picoseconds. \( E_{\text{pe}} \) and \( E_{\text{cl}} \) in SQW are complementary to each other since the sum of the two energies is well conserved owing to the microcanonical simulation. The \( E_{\text{pe}} \)'s constituents, the semiquantum potential energy \( E_{\text{pe}} \), and kinetic energy \( E_{\text{pe}} \) are shown in the middle and lower figures, respectively. \( E_{\text{cl}} \) consists mainly of \( E_{\text{pe}} \), while \( E_{\text{pe}} \) and \( E_{\text{pe}} \) fluctuate quite similarly.

The RDFs were calculated using the standard definition,

\[
g(r) = \frac{\langle n(r) \rangle_{\text{av}}}{4\pi r^2 dr n_0},
\]

where \( \langle \cdots \rangle_{\text{av}} \) means averaging over both time and individual molecules, \( n(r) \) represents the number of molecules between shells of radii \( r \) and \( r+dr \), and \( n_0 \) is the number density of the whole system.

**V. RESULTS AND DISCUSSIONS**

The upper figure of Fig. 1 displays the sum of the intramolecular \( (E_{\text{intra}}) \), intermolecular potential \( (E_{\text{pe}}) \), and kinetic \( (E_{\text{ke}}) \) energies, i.e., \( E_{\text{cl}} = E_{\text{intra}} + E_{\text{pe}} + E_{\text{ke}} \), as a function of time. \( E_{\text{cl}} \) in SQW fluctuates in the multiscale times, from subpicoseconds to tens of picoseconds. This multi-time-scale fluctuation in \( E_{\text{cl}} \) never appears in FCW as is shown by the dashed line since we ran the microcanonical MD simulation also in FCW. The newly introduced degrees of freedom, \( \rho_i \) and \( \Lambda_j \), behave just like an energy reservoir in SQW. As shown in the upper-middle figure of Fig. 1, the intramolecular energy is smaller in SQW than in FCW. This is explained by the fact that the energy is distributed not only to the intramolecular motions but also to the semiquantum motions in each water molecule as the semiquantum potential and kinetic energies, i.e., \( E_{\text{pe}} \) and \( E_{\text{pe}} \). On the other hand, the lower-middle figure of Fig. 1 demonstrates that the intermolecular potential energy is higher in SQW than in FCW. This is because including the semiquantum hydrogen atoms, the liquid water is less structured and becomes unstable, as will be discussed later. No important difference is found in the kinetic energy data displayed in the lower figure of Fig. 1, rationalizing the minor difference in the rms fluctuation amplitude as noted for the kinetic temperature.

The new energies introduced by SQTDH are shown as a function of time in Fig. 2. As shown in the upper figure, the total semiquantum energy \( E_{\text{pe}} \) fluctuates in the multiscale times, from subpicoseconds to tens of picoseconds. \( E_{\text{pe}} \) and \( E_{\text{cl}} \) in SQW are complementary to each other since the sum of the two energies is well conserved owing to the microcanonical simulation. The \( E_{\text{pe}} \)'s constituents, the semiquantum potential energy \( E_{\text{pe}} \), and kinetic energy \( E_{\text{pe}} \) are shown in the middle and lower figures, respectively. \( E_{\text{cl}} \) consists mainly of \( E_{\text{pe}} \), while \( E_{\text{pe}} \) and \( E_{\text{pe}} \) fluctuate quite similarly.

The RDFs were calculated using the standard definition,

\[
g(r) = \frac{\langle n(r) \rangle_{\text{av}}}{4\pi r^2 dr n_0},
\]

where \( \langle \cdots \rangle_{\text{av}} \) means averaging over both time and individual molecules, \( n(r) \) represents the number of molecules between shells of radii \( r \) and \( r+dr \), and \( n_0 \) is the number density of the whole system. The RDF \( g(r) \) reflects the average liquid structure around a central atom. The \( g(r) \) function for an oxygen-oxygen pair is shown in the upper figure of Fig. 3. The first peak position and height are in harmony with the corresponding experimental and PIMC results. In the case of SQW, the liquid becomes less structured as reflected by lowered peaks and raised valleys in the RDF. Moreover, the average distance between the oxygen atoms of two neighboring water molecules increases in SQW; the first peak shifts from 2.74 to 2.76 Å. This result indicates that the effective interoxygen attraction for two neighboring oxygen atoms is reduced by the additional excluded volume effect or repulsive force induced by the WP semiquantum hydrogen atoms. The decrease in the structure of the liquid owing to a quantum-mechanical effect was also observed in the earlier PIMC calculations. The \( g(r) \) function for an oxygen-oxygen pair provides a signature of the degree of hydrogen bonding. As shown in the upper-middle figure of Fig. 3, the first peak in SQW decreases and shifts from 1.74 to 1.76 Å, suggesting that hydrogen bonds are weakened when the hydrogen atoms show the semiquantum behavior. An overstructured first solvation shell seems common through many classical SPC variants, partly because the hydrogen-bonding network is enhanced by the hydrogen charge more exposed due to the fixed partial charge approximation. In the present RDF for an oxygen-oxygen pair, the first peak becomes lower than the second peak in SQW, which is in accord with the experimental and PIMC results. The FCW has excessive hydrogen bonding and its longer lifetime of the hydrogen bonds results in an anomalously stable hydrogen bond network. The lower-middle figure of Fig. 3
FIG. 1. Energies as a function of time. All the results from SQW are expressed by the solid lines, while the results from FCW are shown by the dashed lines. $E_{cl}$ of SQW fluctuates not only in subpicoseconds but also in tens of picoseconds, while $E_{cl}$ of FCW is well conserved (the upper figure). The newly introduced degrees of freedom behave just like an energy reservoir. The intramolecular energy $E_{intra}$ is smaller in SQW than in FCW due to the additional energy distribution to the semiquantum degrees of freedom (the upper-middle figure), while the intermolecular potential energy $E_{pe}$ is higher due to the poorer liquid structure (the lower-middle figure). The kinetic energy $E_{ke}$ exhibits no significant difference between SQW and FCW except that the fluctuation is slightly larger in SQW (the lower figure).
represents the $g(r)$ function for a hydrogen-hydrogen pair. The peak positions and heights are in harmony with the experimental and PIMC results.\textsuperscript{16,18,45} The less structure of the intermolecular hydrogen atoms owing to the semiquantum effect was again observed.

The liquid structure can be further characterized by analyzing the relative orientation of water molecules. To this end, the two-dimensional (2D) distribution function,
was calculated, where the radial coordinate $r_{OO}$ is the distance between two oxygen atoms, and the angular coordinate $\phi$ is the angle formed by the dipole vectors of two water molecules (dipolar angle). The difference between the semiquantum and classical 2D distribution functions is shown in the lower figure of Fig. 3. We found that by semiquantizing the hydrogen atoms, the liquid structure rearranges not randomly nor uniformly but quite systematically. The broad positive peak is seen along 3.35 Å which indicates that the
Figure 4 shows the self-diffusion properties calculated from the slope of the mean-square displacement as a function of time,

$$D(t) = \frac{\langle |r(t) - r(0)|^2 \rangle_{\text{mol}}}{6t},$$

where $r(t)$ denotes the position vector of the center of mass of a water molecule at time $t$ and the brackets $\langle \cdots \rangle_{\text{mol}}$ denote an average over individual water molecules.\(^{44}\) No significant difference was found in the short-time self-diffusion properties. According to Einstein’s relation, the diffusion coefficients are obtained by $\lim_{t \to \infty} D(t)$. We found that the semiquantum diffusion coefficient $D_{sq}$ increases compared to the classical diffusion coefficient $D_{cl}$: $D_{sq} = 3.00 \times 10^{-4}$ Å²/fs and $D_{cl} = 2.43 \times 10^{-4}$ Å²/fs. Even though the average structural changes in each molecule shown in Fig. 3 seem small, the overall liquid structure changes are significant. As a result of the poor structure due to the WP semiquantum hydrogen atoms, the mobility of a water molecule increased. The increasing in the semiquantum diffusion constant can be partly related to the decreasing in the average OH bond length, i.e., 1.011 Å for SQW and 1.019 Å for FCW. The earlier classical MD study on liquid water reported that an increase in OH bond length leads to more structured liquid and stronger hydrogen bonds, and results in a smaller mobility of each water molecule.\(^{7}\) We mention that, however, the shortened average OH bond length is caused not by changing the equilibrium OH bond length parameter $r^0_{OH}$ but by introducing the semiquantum hydrogen atoms in the present study. The additional excluded volume effect or repulsive force induced by the semiquantum hydrogen atoms could cause this decreasing in the average OH bond length. The reported quantum-mechanical effects evidently disrupting the hydrogen-bonding network also contribute to the accelerated water molecule diffusion. The present result is consistent with the previous reports that the quantum fluctuations introduced by the CMD simulation or the path-integral approaches tend to increase the diffusion in liquid,\(^{16,18,20-22}\) although the origin of the present increased diffusion is different from such quantum fluctuations.

The product of the Beer–Lambert absorption coefficient $\alpha(\omega)$ and the frequency dependent index of refraction $I(\omega)$, is given by

$$\alpha(\omega)I(\omega) \sim \omega(1 - e^{-2\pi\hbar\omega}) \int_{-\infty}^{\infty} d\tau e^{2\pi i \omega t} \langle \hat{d}(0) \cdot \hat{d}(t) \rangle,$$

where the integrand of the Fourier transform is the quantum dipole operator autocorrelation function. This quantum correlation function can be computed from the classical one by means of the identity,

$$\int_{-\infty}^{\infty} d\tau e^{2\pi i \omega t} \langle \hat{d}(0) \cdot \hat{d}(t) \rangle \sim \frac{\beta \hbar 2 \pi \omega}{1 - e^{-2\pi \hbar \omega}} \int_{-\infty}^{\infty} d\tau e^{2\pi i \omega t} \langle \hat{d}(0) \cdot \hat{d}(t) \rangle,$$

which gives an approximation termed the harmonic approximation.\(^{48,49}\) The integrand of the Fourier transform is now the classical dipole vector autocorrelation function. The standard deviation of $\langle \hat{d}(0) \cdot \hat{d}(t) \rangle$ for SQW now becomes about 1.5 times larger than the standard deviation for FCW, reflecting the larger mobility of individual water molecules in SQW. The $\alpha(\omega)I(\omega)$ for various frequency ranges of SQW and FCW are shown in Fig. 5. In the lowest frequency range (0–1200 cm⁻¹) where the translational and rotational motions are reflected, no significant difference other than the intensity appears between SQW and FCW. The bending modes are seen in the frequency between 1200 and 2000 cm⁻¹. The two peaks appearing in FCW could be attributed to the angular and distortion motions due to the Urey–Bradley term, or to the hydrogen-bonded and free bending motions. In SQW, these two peaks are merged into the single peak around 1681 cm⁻¹. The semiquantum behavior of the hydrogen atoms can mix such two bending motions. Owing to the Urey–Bradley term, both the symmetric and antisymmetric OH stretching modes appear in the frequency between 3400 and 4000 cm⁻¹. The semiquantum peak set is redshifted compared to the classical peak set. This can be interpreted as the effect of the poor structurization due to the semiquantum hydrogen atoms; the OH stretching modes are softened since the liquid becomes less structured. In addition, the ZPE introduced by the semiquantum hydrogen atoms enhances the effect of anharmonic potentials, re-
resulting in the redshifted OH stretching frequencies. Although the peak frequencies for OH stretching modes are slightly higher than the experimentally observed frequency,\(^5\) it will be possible to adjust the present peaks to the experimental result by calibrating \(k_{\text{OH}}\) of Eq. (17). It should be mentioned that the roles of the semiquantum hydrogen atoms reported here are qualitatively unchanged even when such parametric constants are refitted. Moreover, as shown in the lower figure of Fig. 5, the semiquantum behaviors of the hydrogen atoms give rise to the peak around 4400 cm\(^{-1}\). The peak intensity is somewhat small, one-tenth of the other maximum peak intensity appearing around 1681 cm\(^{-1}\). However, one could still identify this peak since there is only a few other significant peaks in the high frequency region, around 4400 cm\(^{-1}\). The present peak could be an evidence of the quantum effects of hydrogen atoms since no peak appears around 4400 cm\(^{-1}\) in FCW.

Figure 6 demonstrates that this significant peak results from the energy exchange between the WP width and the sum of the symmetric OH stretching mode and the rotational motion of each water. In Fig. 5, the highest peak in the rotational frequency range is 808 cm\(^{-1}\), while the peak position of the symmetric OH stretching mode appears at 3596 cm\(^{-1}\). Thus, the sum of the two frequencies, 4404 cm\(^{-1}\), is almost the same as the peak position around 4400 cm\(^{-1}\). Actually, it is their power spectra which have the peak around 4400 cm\(^{-1}\), as the upper and upper-middle figures of Fig. 6 show. The coupling of these two modes is also indicated by the peak appearing around the symmetric OH stretching frequency in the power spectrum of the rotational motion of a water molecular axis, while the peak around the antisymmetric OH stretching mode is much weaker (see the lower-middle figure of Fig. 6). The lowest figure of Fig. 6 displays the power spectrum of the time-dependent WP width \(p_i\) which shows the strong peak around 4400 cm\(^{-1}\). The present frequency corresponds to the vibrational motion of the WP width representing the semiquantum hydrogen atoms. Since \(E_p\) and \(E_q\) are complementary in SQW, energy of the frequency around 4400 cm\(^{-1}\) is exchanged between them. Only the coupling motion of the symmetric OH stretching mode and the rotational motion has a similar frequency, and can be resonant with the WP vibration. The WP motion has another peak around 3662 cm\(^{-1}\), as the inset figure of Fig. 6 shows. However, this peak is covered by the OH stretching mode peaks and cannot be identified as a SQW-induced peak in Fig. 5.

We emphasize that the experimental IR and Raman signals of liquid water indeed show a small and yet unassigned peak at about 4000 cm\(^{-1}\) above the OH stretching peak at around 3500 cm\(^{-1}\).\(^5\) Our suggestion is also supported by the experimental results of D\(_2\)O.\(^1\) The isotope effect less pronounces the corresponding peak above the OD stretching peak, indicating that the peak originates from quantum effects. Although the reported peak is in accord with the experimental results, both the intensity and the position are slightly overestimated. Because the peak reflects the energy exchange between the WP width and other water motions, the intensity could have been overenhanced in the present microcanonical simulation compared to a canonical condition. Also, since the WP vibrational motion is usually dependent on the intra- and intermolecular potentials more complicatedly than the OH stretching, the former peak deviation from the experimental results could be larger. In order to reproduce the experimental peak exactly, effective hydrogen mass might be needed instead of the normal hydrogen mass in Eq. (16). We note that since only hydrogen nuclei were calculated as semiquantum particles in the present SQW MD simulation of liquid water J. Chem. Phys. 131, 064501 (2009)
simulation, the current peak is not due to fictitious electron mass as seen in the Car–Parrinello MD simulations.52

In Fig. 7, we provide the free energy schematic illustrations suggested from the reported SQW and FCW MD simulations. Semiquantum hydrogen atoms lead to less structured liquid water, and the free energy wells thus become greatly smooth as illustrated in Fig. 7. This was reflected by the increased mobility of a water molecule and partly by the OH stretching frequency redshift. This reduction in the free energy local structure shown in Fig. 7 is also interpreted as an effect of hydrogen ZPE introduced by SQTDH. We conclude that semiquantum hydrogen atoms play essential roles in determining the liquid free energy landscape, and, therefore, its structure and dynamics.

VI. CONCLUDING REMARKS

We have developed the SQW MD simulation method using the time-dependent Hartree approach. According to the 3D SQTDH approach, the classical intra- and intermolecular potential functions of hydrogen atoms in liquid water were extended to the potential functions describing the WP hydrogen atoms. Since the EOM representing the semiquantum hydrogen WP widths include only the auxiliary coordinates and momenta of the WP, many of the standard numerical tools of classical MD can be applied, facilitating its implementation and applications. The SQW was less structured and its hydrogen bonds were weakened, resulting in the increased mobility of a water molecule and the redshift of OH stretching frequency. The significant peak around 4400 cm\(^{-1}\) was induced by the energy exchange between the WP width dynamics and the coupling of the symmetric OH stretching mode and the rotational motion of a water molecule, indicating an evidence of the quantum effects of hydrogen atoms. Semiquantum hydrogen atoms make a liquid free energy landscape smoothed, and play essential roles in determining the structure and dynamics. The present SQW MD simulation is computationally feasible even in more complex systems, and can be applied to other important condensed phase simulations in biological
systems or chemical reactions in solution where a water molecule plays a significant role. Developing alternative equilibration method for SQW and introducing an asymmetric Gaussian WP basis function seem interesting open questions.
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