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Since the pioneering works of Lorenz and Ueda, the difference between the usual random
noise (for -example,white-Gaussian noise) and the chaotic time behavior has been investigated
by many authors in various fields. One of char-acteristic features of chaos is that the chaotic
time behavior is deterministic. The stochastic nature comes from the sensitive dependence
of the time behavior on the initial condition. The second one is its coherent nature, whose
example may be seen in windows appearing in chaotic regions of the bifurcation parameter.
That is, chaos has bilateral aspects.

We have_ previously studied the Brownian motion with a chaotic force instead of the usual
random force,

x(t) = -7X(t) + j(t).

The chaotic force j(t) changes chaotically at time intervals of 1",

(1)

K
j(t) = vr(Yn+l- < Yo » for n1" < t ~ (n + 1)1" (n = 0,1,2, ...), (2)

where Yn+l is the (n+l)th iterate of a map F(y): Yn+l = F(Yn)'
In (2) K is the magnitude of the force and the factor 1/vr is needed to get a finite diffusion

constant for the small 1" limit (small but finite). We obteined that if 1" is much larger than the
decay time 1"d = 1/7; 1"» 1"d, the stationary distribution P(x) has the same form sa that of the _
invariant density of F(y). On the other hand, for small 1"(71" « 1) we can derive the Fokker­
Planck type equation with memory effects. If the correlation of the chaotic force < YnYo >
is 8-correlated or decays more rapidly than the change of the distribution function, we can
introduce the Markovian approximation, and the stationary distribution P(x) is described as
the Gaussian form.

In this paper we study the stationary distribution of the nonlinear system driven by the
chaotic force j (t),

x(t) = (1 + j(t))x(t) - x(t)2,

where j(t) is assumed to be the following form

(3)

K
j(t) = vrg(Yn+l) for n1" < t ~ (n + 1)1" (n = 0,1,2, ...). (4)

In this paper we consider the following two types as g(y) : (a) g(Yn+l) = Yn+l- < Yo > and

(b) g(Yn+l) = Yn+dl Yn+l I·
We have got the following result.

Case(i): 1"» 1
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If the factor K/ -IT is so small that 1 + Kg(Yn+1)/ -IT> 0 holds for all n, we get

-IT-ITPn+1(XjXo) ~ j(p(j((x -1)+ < Yo » for type (a), (5)

1 K K
Pn+1(x;xo) ~ 2[c5(x - (1 + -IT)) + c5(x - (1- -IT))] for type (b). (6)

Case(ii): T « 1
If the correlation < g(Yn)g(yO) > decays very rapidly and the Markovian approximation

holds, we can derive.the usual Fokker-Planck equation,

Pn+1(X; xo) - Pn(x; xo) = !..-[(-1 _ -1 + ) P. ( .)] + -1 8
2

[ 2p' (. )]
8 s x x n x, Xo. s 8 2 X n x, Xo ,

T X X

where s-1 is defined in terms of the magnitude K and the correlation 0,

1 00

S-1 = K 2C, C = 2 < g(Yo)2 > + L < g(Ym)g(yO) > .
m=1

The stationary distribution P(x) of (7) is calculated as.

(7)

(8)

sa
P(x) = f(s)xa-1exp(-sx).= sII(s -1,sx), (9)

where II(k, p,) is the Poisson distribution.
It was shown that the shape of the stationary distribution P(x) depends much on the time

interval T and the magnitude K of the chaotic force. For large T the stationary distribution
has the same form as that of the invariant density of the chaotic force g(y) as in the linear
case. On the other hand, for small T we find from (9) that the stationary distribution P(x)
exhibits the drastic change according to s. If s > 1, the stationary distribution has a simple

peak at x = (s -1)/sand P(O) = 0, which means that P(x) has the most probable value at the
nontrivial value x = (s - 1)/s. It should be noted here that the value x = (s - 1)/s is smaller
than the original stable point value x ~ 1. For large s the distribution (9) can be approximated
by the Gaussian form with the mean value x = 1. On the other hand, for 8 < 1 the stationary
distribution diverges at x = 0, and it is a monotonically decreasing function, which means that
the point x = 0 is the most probable value. The point x = 0 was unstable in the case of no
chaotic force. In other words ,if the magnitude K or the correlation C is small enough to satisfy
the condition: K < I/VC, the stationary distribution has a peak at x = (8 -1)/8.

A similar result is obtained in the model of the stochastic differential equation with white­
Gaussian noise, where the drastic change is called "noise induced transsition" .

It should be noted here that the stationary distribution (9) does not depend on the choice
g(y).
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