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1. Introduction

A graph is‘a.pQWerful tool to represent and manipulate binary
relations. There are, however, many relations which cannot be |
represented by binary relations, and thus hypergraphs are used.
When we want to solve database problems, hypergraphs seem to be‘
not powerful enough. If we can distinguish several characteris-
tics of relationé, further applications of graph formulation will
be possible. By this motivétion, in this paper a new representa-
tion method of relations by subset graphs will be introduced
together with their applications to database problems.

Ih subset graphs, each vertex corresponds to a subset of a
given set S. Several kinds of edges (directed or undirected) are
defined to represent different characteristics of relations. 1In
general there will be 25-% vertices and thus it will be Very
difficult to manipulate the graph. Practically in many cases,
however, existence of edges can be assumed to be not independént,
and in such cases the reduction of compﬁtation is possible.

Ir Section 2, a subset graph is defined. Each vertex of the
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graph corresponds to a set of events, and four kinds of edges,
which show characteristics of reiations, are used. These edges
are, however, shown to be special cases of one kind of edges.
Several basic’propérties’are also shown. There is a strong simi-
larity between propertiés of suBset graphs and dependency theory
in the relational datébases[l]-[S][S][Q].

Basic computation methods for subset graphs are discﬁssed
in Section 3. There exists a Boolean expression to solve prob-
lems on subset graphs. Some subclasses of general subset graphs
are Known to be manipulated efficiently.

In Scction 4, as an example of labeled subset graphs, a new.
authorization mechanism for database systems is infroduced.

In Section 5, other applications of subset graphs to data--

bases are summarized.

2. Subset Graphs
A subset graph is defined as G(S,V,E), where S={A1,A2,...,Ah}
is a set of events and each vertex in E corresponds to‘Xi which
is a non-empty subset of S. Thefe are the foliowing'four types
of edges.
(l)Xi—~9X- : If Xi occurs then X:. occurs.

J J
(2)XiQ<:Xj1: 1f X, occurs then at least one of Xjk(k=1,...,p)

v occurs. It can be represent as
Xjp
X=X, 1 {X.of*|X. .
=X Xl X
(S)Xi———Xj : At least one of X; and Xj occurs.,

(4)Xi"'xj : At least one of Xi and Xj does mnot occur.
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.Here, 'Xi occurs' means that 'every event in Xi occurs,'
Some edges are not independent and thus we only need to
write an essential part of the whole subset graph.
There are the following rules from the above definition.
21: If X; occurs then any subset Xj of X; occurs.
For XiQXj, X;—X;.

j A
P2: If X; does not occur then any superset Xj of X; does not
occur.

P3: The transitive rule is satisfied by edges of types (1) and (2).

If xi—>xj1|xj2!-o-lxjp X;1—>Xp1

; o+ Xeqs
then:,‘ Xl———>Xk1 l eoe ]qulXJz I e lij.

P4: The augmentation rule is satisfied by edges of types (1)

and (2).
If Xi%lelszl‘..lxjp and YiQij(k.:_l’.Q.’p)’
then xluYi—er IUYj 1 [XJ zl_)Yj 2 I L IXJPUYjp. |

P5: The decomposition rule is satisfied by edges of type (1).

If X, —axJ,
then for any AGXJ, X;—>A.
P6: The subset rule is satlsfled by edges of types (1) and (2)

I1f x.——>x.1|x..2|---|x. and Xj-k;Dij(k=1,...,p),
then X —>Y 1|Y 2| |Y

P7: The subset rule is satisfied by edges of type (3)

If Xj—X;j

j and  Xj2Yi, Xj2Yj

J=7J)>

then X Y..

J
P8: The superset rule is satisfied by edges of type (4)
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then Yi-—-Yj.

P9: The following property is satisfied by edges of type (4).

If X.---X,

i j _
then for any Yy and Yj sgch that Xiuxj==YiuYj
Yi---on

Notice that edges of type (1) are similar t0'thé functional
dependencies in the relational database ﬁodel and that edges of
type (2) are similar to the multivalued dependencies[1]-[5][8][9].
In the database theory. althogh functipnél dependencies are
special cases of multivalued dependencies, the former cannot be
expressed precisely as a special form of the latter. In our
model any edge of type (1) can be expressed by a special form of
an edge of type (2). P6 is not satisfied by the-multivalued
dependencies[4]. ,

We can eliminate edges of types (3) and (4) if two kinds of
vertices 0 and I are introduced, where O denotes an event which
never occurs and I denotes an event which always occurs. An edge
Xi———Xj of type (3) is represented by 1—->xilxj. An edge Xi---Xj
of type (4) can be replaced by XiLJXj——>0 because of the above P9,

By these correspondencés, P7 and P8 become special cases of
P6 and P4, respectively.

A special case of P2 is expressed as follows.

P2': If X.—>0 and X.<X,, then X.—>0.
1 1 J J

It is also a special case of P4.
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3. Computation Methods
There are the following possible problems.for subset graphs.
(a) The graph is consistent or not.
(b) Reduction of the nﬁmber of edges, or minimization of the
constraints.,
(c) Determine whether a given restriction can be implied by a
graph.or not.

If a subset graph does not contain edges of type (3), then
the graph is always consistent. The existence of edges of type
(3) togcther with other types of edges causes inconsistency, = -
i.e., there exists some Ay which is required to occur by one part
of the graph while Ai‘is required not to occur by another‘part
of the graph.

The problems above can be formulated by a Boolean equation
shown as follows; |

Let a; be a Boolean variable corresponding to Ai‘ a. is 1

i
if and only if A, occurs. The Boolean variables for O and I are

constant 0 and constant 1, respectively. Each Xi~>Xj1|Xj2|---Iij

is expressed by f(Xi)f(le)f(ij)---f(ij), wheri f(Xj) is a
"logical product of all ai's such that aiexi, and f is a logical
negation of f.

For example, if X1={A1,A2}, X2={A3,A4}, X3={A5,A6}, the
following correspondénces are obtained
Xp—>Xgt 313353
Xl————>X2|X3 : aja,aza acag.

X, —X

1 , i @ja,aza, (because X;—X, is equivalent to I——>X11X2)o
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Xl---Xz P ajasaqa, (because Xl-—~X2 is equivalent to X,uX f—?O),

1772
Let F be the logical sum of all the logic expressions

corresponding to all the edges in the graph. Using F, the above

problems can be solved as follows. o |

(a) The graph is consistent if and onlyiif>F=O has a solution.
(b) The réduction problem corresponds to the reduction of the

-Boolean expression F,

(c) If we want to check whether Xi~f>Xj1|-'-|ij, check whether

BB+ (X ) E (X ) E (X, )

1) ip””

By the results of the logic circuit theory and the relation-
al database theory, we have efficient algorithms for the follow-
ing cases, |
(i) Detection of inconsistency_wheh all edges are of types (1),
. (3) and (4) and every vertex corresponds to an event set con-

sistent of one event (quadratic Boolean equations).. _
(ii) Minimization problem for graphs consisting of edges of type
(4) only or edges of type (3) only (minimization of positive -
rfunctions or negafiﬁe functions).
(iii).Some minimization problems for graphs consisting of edges-
~ of type (lj only (minimum cover for functional dependencies
(81 | | |
(iv) The problem (c) when the graph contains only edges of type
(1) (functionél dependéncy problem[3])
(v) The problem (c) when the graph contains dhnly edges of type
(1) and edges of restricted veréion of type‘(Z) (functional

and multivalued dependency_prqblem[Z]).
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When only edges of types (1),(3),(4) are used, the following
properties hold.
P10: If Xif—-Xj? Xf——axk and Xj——éxk

then Xk Qccurs (Fig.1).

o~}
-
-]

If X=Xy, X=X and X;---X

then Xi-does not occur (Fig.2).

J
[
N

- If Xl——->XJ and Xi——‘Xj

then Xj occurs (Fig.3).

|

l"d
b
(V]

If X.,—X. and X,---X;

1 J 1 J

then Xj does not occur (Fig.4).

These properties are easily proved, since any subgraph con-
sisting of edges of type (1) satisfies that the label sequence
of any directed path is 00¢++011+++1, where 0 and 1 on vértex X
show that Xi does not occur and Xi occurs, respectively (Fig.5).

Using the above properties, reduction of a given subset graph

~ is possible.

O GO

Fig.l — P10  Fig.2 — P11 Fig.3 — P12 Fig.4 — P13
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Fig.5 — A property
of edges of
type (1).

4, Labelcd Subset Graphs and Their Application to an
Authorization Mechanism

A subset graph introduced in this paper can be regarded as
a kind of a dircted hypergraph. Like a labeled directed graph?
we can define a labeled subset graph, where each edge is labeléd
by an integer. A label will mean a cost for the transition, the
time of its creation, etc. Formally a labeled subset graph is
defined as G(S,V,E,W), where W is a function from E to a set of
integers and other symbols are the same as subset graphs.

As a practical example of a labeled subset graph, a new
generalized authorization mechanism is discussed in this section.

In System R an advanced dynamic authorization mechanism is
used, which was proposed by Griffiths and Wade[7] and modified
by Fagin[6]. Key ideas of this GWF mechanis@ are as follows.

(1) Any user may be authorized to create a new file.

(2) If the user wishes to share his file with other users,
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he may use the GRANT command to give various privileges on

that file to various users.

(3) The uéer'may grant a set of privileges with the grant option,
which permits the grantee to further grant his acquired
rights to othef users. |

(4) Any user who has.granted a privilege may subsequently with-
draw it by issuing the REVOKE command.

One important problem is to calculate all users who will
lose the privilege by a given revoke command, since if user i
loses the privilege, all the users who have gotten the privilege
from:i will also lose the privilege unless they got the same
privilege from other users. This problem is not simple because
of its recursive nature.

The mechanism can be represented by a labeled directed graph,
where each user corresponds to a vertex and a privilege transfer
from i to j at time t is shown by an edge eij(t) from i to j,
labeled by t.

A problem of the original model[7] was pointed out by Fagin
[61, It can be solved if all the grants which are issued from
the same grantor to the same recipient at different time are
recorded. This method, however, causes another problem since the
number of edges is unlimited even for é‘finite number of users.

We will permit a new kinds of grant transfers to solve this
problem. Grants which are issued from the same grantor fo the
same recipient at different time are usually requiréd when the

grantor wants to make sure that the recipient has the privilege
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whenever the grantor has it. In order to fepresent it, we will
introduce a new label * for edges. If eij(t)Vis labelgdbby”*, it
is reggrdgd as eij(t')vfor.any t'>t. This mé;hod will‘be used in
the simple threshold authorization mechanism discussed below.

In computer systems, usually‘several security lévelé are
required, éuCh as 'top secret’, '§ecret;;"confidential', énd'
'public'. According to the security levels of files, we should
have different lévels of aufhorization mechanisms. The GWF mech-
anism cannot handle such a security level. 1In order to handle
this probiem,‘we cén use labeled subsef graphs in étead of labeled
directed graphs in thé above discussion. Subset graphs correspond
to the new mechanism use only edges of typé (1) and thus we have
an efficient procedure to calculate the effect of a revoke com-
“mand.

A simple threshold authorization mechanism is defined as
follows. |

AST(F’P) = (U, G, Uy, Q) ‘

If is defined for each combination of F (a set‘of files with
which the mechanism is concerned) and P (a set of privileges).j
U= {ul, Uys eoes un} is a set of users. G = {gl, By eves gm}.
is a set of grénting operations, where g.: u, > u[t,w] and Uiﬁis
-a set of users (Uis; U), ue U, t is a time stamp for this
granting operation,’and we {r, g, i*, g*} shows the type. T
and g are granting privileges and granting privileges with grant
option, respectively. * shows the grant transfer such that_the

grantor wants to make sure that the recipient has the privilege

70
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whenever the grantor has it. U0 is the set of users called the
co-owners of F, Q = {qr’ qg} is a set of threshold values. qi
and qg coifespond to these of the granting privileges and the
granting privileges with grant option, respectively.,

For example, g+ {ul, uZ} +’u3[t, r(or r*)] (us[t, glor g*)

]) shows that users u, and u, together grant privileges P (with

1
grant options, respectively) to u, at time t. The number of users
in the left side of + is determined by min(qr, IUg)) (min(qg,

[Ug|), respectively). Here, Up, U_ and U_ are subsets of U, each

g n
of which corresponds to a set of users with the privileges, a set
of users with the privileggs and grant transfer rights or a set
of users without any rights at all, respectively; Since users
in Ug have the privileges, Ugs; U and U=U_U U

P P~ n’
for example, let U = {ul, Uy, Ug, Uy, us}, G = {gl, 9> g3}

and U0 ='{u1, uz} and Q {2, 2}. Granting operations are

assumed to be as follows;
g% upu, +‘u3[10, gl
gzi U uy > u4[10, r]
gz Ujug > u4[20, g]
The sets Up, Ug and U are as follows.

U U U

p g - n
At time 5 uu, u;u, uzu,uc
At time 10 u;uugu, U u,ug, ug
At time 20 uju,ugl, 'u1u2u3u4 ® ug

At least one user in the left set of g; can revoke the gfaﬁting

operation gi(i =1, 2, 3). If u, revokes g5 at time 30, ug will

1
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lose the grant transfer right. If, however,.u2 revokes g, at
time 30, ug will lose the privilege as well as the grant transfer

right. Because of this, g2 becomes ineffective and u, will lose

4
the grant transfer right.

‘Because of the generalization, the calculation to compute an
effect of one revoke command becomes complicated. We have the
fdllowing'efficient algorithm for the calculation.

[An algorithm to compufe the effect of one revoke command]

(1) Let tri and tgi be the time when uy firsf obtained the
privileges and the privileges with grant option, respective-
ly. 1If not defined, a suffiéiently large number is assigned.

(2) Assume that user ui'revokes‘gj: uy - ugj[tj,w] satisfying
u; € Uj’ Tenove gj from the set G.

¢3) Let Ugo be the set of users whose tgi is less than tj.

Users in Ugo have the privilege as well as the grant transfer
right and are not influenced by the revocation of gjo

(4) If there exists gy’ Uk +‘ugk[tk,g](or [tk,g*]) such that

U, < Ugo and for any Ui € Ups tgk { tk.{the condition is

k-—

. . . , e .
not required for g*), then ugkvlé added to Ugo and tggk is
defined to be tk(for g%, max(tk, tgki for U € Uk)).

(5) Repeat step (4) until no new user is added to Ugo'

(6) After cdlculating Ugo’ calculate Uro as follows.

Uro is initially Ugo‘ If there exists gh® Uh > ugh[th’ T]

(or [th, r*]) such that Uh.Q Ugo and fog;any u; € Uh’
t < ty (the condition is not required for r*), then u .
i B g
is added to U and t is defined to be th(for T*,

IO Toh

12
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max(th, tghi for up s .Uk))° Repeat this process until no
increase of Uro occurs.

(7) If there exists g's with w = r or g which are not used in
steps (4) and (6), remove them from G. Granting operations

with w = v* or g* which are not used in these steps, need

not be modified.

5. Other Database Applications
There seems to be many areas where the‘concept of the subset
graphs can be utilized. Possible applications to databases are
listed as fclilows, |
(1) Trigger system: Trigger is used in a database system to keep
the integrity of the system autoﬁatically. ‘For example; if a
salary value is modified, we need to change values like
avefage salary, company's profit, etc. The meaning of an
edge X, +,lel:7:lxjp is that if all events in X, occurs,
then for at least one Xjk all events in Xjk must be
processed. Edges of types (3) and (4) give some constraints
on the trigger computation. By a subset.graph model we can
detect inconsisténcy of a frigger definition and find all
the processes to be executed.
(2) View computation: Relations stored in a database system are
called base relations. Each user can generate his own rela-
tions (called views) by combinations of®the base relations.

There are also views generated by other views. One view

can be generated by several different ways. If we assume

73
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that the meaning of an edge Xi > Aj labeled by w is that
the view Aj is formed by relations in Xi using cost w, the
minimum cost view generation proﬁlem can be solved by the
minimum path problem of a subset graph. Ai---Aj means two

views Aiand A, are not permitted at the same time.

j
The same model can be used to find the minimum computation
solution to calculate some constraint. The cost above can be

computation time in the case of centralized database systems and

data transmission time in the case of distributed database systems.

Because of the similarity between the edges of type (2) and
the multivalued dependencies, there may be efficient procedures
for some subset graph problems. . The author believes that there

are many application areas of subset graphs besides databases.
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