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ABSTRACT

Parallel execution of algebraic computation is discussed in the first half of this paper. It is argued that, although a high efficiency is obtained by the parallel execution of divide-and-conquer algorithms, the processor turnover ratio is still small. Parallel processing will be most successful for the modular algorithms and many algorithms in linear algebra. In the second half of this paper, parallel algorithms for symbolic determinants and linear equations are proposed. The algorithms manifest a very high parallelism and will give a very high efficiency in a simple parallel processing scheme. These algorithms are well usable in also the serial processing scheme.
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§1. Introduction

A remarkable advancement has been attained in parallel processing recently, and many parallel algorithms were developed in the area of numeric computations. This paper is concerned with parallel processing of algebraic computations, in particular, with parallel algorithms for symbolic linear systems.

There are two reasons for studying parallel algorithms for symbolic linear systems. First, the algebraic calculations which are performed most frequently in the applications are calculations of symbolic determinants and solving symbolic linear equations, and the users are requesting efficient routines for these calculations. Second, calculations for symbolic linear systems are well suited for parallel processing, and a very high efficiency will be obtained by parallel processing as we shall show in this paper.

In the below, the term "task" is used as a full calculation to be executed by a computer, and the term "task unit" as a part of the calculation which is executable by one of the parallel processors of the computer.

There are basically two problems in any scheme of parallel processing. One is the cost of communications among different processors working parallelly, and the other is how to divide a task into task units which are executable highly parallelly. Regarding to the first problem, the ratio of the communication cost to the total computation cost decreases as the size of each task unit increases. On the other hand, if the size of each task unit is increased, parallelism among the task units is decreased in general. Due to this reason, many researchers are concentrating their attention mainly upon low level parallelism, such as parallelism among basic arithmetic operations.

In this paper, we consider only high level parallelism, that is, the parallelism among task units of large sizes. We cannot always find such high level parallelism in a general algebraic algorithm. We can, however, find high level parallelisms in many algorithms for symbolic linear systems. For example, we can reduce the main part of the determinant calculation to a set of large task units of almost the same size which are executable parallelly. The communication cost is negligible in such algorithms, and we can obtain a very high efficiency.
§2. Various parallelisms in symbolic/algebraic algorithms

Parallel processing of LISP has been discussed by many authors.\textsuperscript{4,5,6)\textsuperscript{Among various parallelisms in processing lists, the parallelism which is quite obvious and seems to be quite effective for speeding up the processing is the parallel execution of the function EVLIS. That is, we evaluate a set of arguments in each procedure parallelly. This scheme will be effective if the arguments themselves are large task units of almost the same size. However, the most LISP programs are composed of many procedures of quite different sizes, and they refer to each other many times going into deep recursion levels. Furthermore, the number of arguments in a procedure is not many: the number is only 2 or 3 on an average. Therefore, the efficiency of computation will not increase so much even if we use many parallel processors.

This point was clarified by Yasui et al. of Osaka University recently.\textsuperscript{7)\textsuperscript{ These authors simulated the parallel execution of EVLIS on five common LISP programs, and found that the efficiency was increased by a factor of 4 \sim 5 on only one program and no remarkable increase of the efficiency was found on other four programs. Furthermore, the efficiency increase was almost saturated at eight processors.

A high efficiency will be obtained if we execute divide-and-conquer algorithms parallelly. In many divide-and-conquer algorithms, a task is usually divided into two almost equal subtasks which are executable parallelly. Each subtask itself is divided into two smaller subtasks, and so on. Therefore, we have $2^k$ subtasks at the $k$-th recursion level, and we can execute these subtasks parallelly.

Suppose we have a task of size $n$ which can be divided into two subtasks of size $n/2$, and let $f(n)$ be the number of basic operations necessary to divide the task into the subtasks and unify the results of subtasks to get the answer. Let $T_S(n)$ be the number of basic operations necessary to execute this task in the conventional serial processing scheme. Then, we have the following recursive relation:

\begin{equation}
T_S(n) = 2 \cdot T_S(n/2) + f(n).
\end{equation}

If $f(n) = n \log_2^m n$, which is the case for many fast algorithms, the above relation gives
(2) \[ T_s(n) = \frac{1}{m+1} n \log_2^m n. \]

On the other hand, in the parallel processing scheme mentioned above, we have the following recursive relation for the time complexity function \( T_p(n) \):

(3) \[ T_p(n) = T_p(n/2) + f(n). \]

If \( f(n) = cn \), where \( c \) is a constant, we have

(4) \[ T_p(n) = 2cn. \]

Here, we assumed we had an enough number of processors. Similarly, if \( f(n) = cn \log_2 n \), we get

(5) \[ T_p(n) = 2cn \log_2(n/2), \]

and if \( f(n) = cn \log_2^n \), we obtain

(6) \[ T_p(n) = 2cn(\log_2^2 n - 2 \cdot \log_2 n + 3). \]

For example, \( f(n) = (3/2)n \) for the fast Fourier transform. Hence, \( T_s(n) = (3/2)n \log_2^n \) steps are necessary in the serial computation, while the computation will be finished within \( T_p(n) = 3n \) steps in the parallel processing.

Probably only one defect of the above parallel execution of divide-and-conquer algorithms is that high parallelism is attained only at deep recursion levels. At the \( k \)-th recursion level, \( 2^k \) processors are working while only one processor is working at the top level where the size of the task unit is largest. Therefore, the processor turnover ratio is about \( (\log_2 N)/N \) if we have \( N \) processors (\( N >> 1 \)).

The third type of the parallelism, which is the main theme of this paper, is on an algorithm which can be divided into parallelly executable large task units of almost the same sizes. A typical example is the modular algorithm. For example, let us consider the modular algorithm for coupled linear equations of integer coefficients. The main
part of the algorithm is to solve the equations by the Gaussian elimination over Galois fields $GF(p_i)$, $i=1, \cdots, k$, where $p_1, \cdots, p_k$ are mutually distinct prime numbers. Therefore, the original task is divided into $k$ almost the same task units which are executable parallelly and a task unit which is to interpolate the answers over $GF(p_i)$, $i=1, \cdots, k$.

The architecture of a machine which executes the modular algorithms parallelly is quite simple: a set of processors having their own work memories and being coupled loosely to a large common memory under a supervising processor. In fact, Yoshimura et al. of Toshiba Corporation realized such a machine and demonstrated that the machine was quite useful for solving coupled linear equations of integer coefficients by a modular algorithm. 8)

§3. Data-driven computation and a minor expansion algorithm

One of the most attractive and prospective schemes of parallel computation is the data-driven computation. 2) In this scheme, the computation is done as follows: When a task unit has been executed, the result is transmitted to all the task units that use the result as their inputs. When a task unit is given all necessary inputs, it is activated to be executable irrespectively of the state of other task units. That is, the flow of data controls the computation and the processor turnover ratio is made as large as possible. Therefore, we will obtain a large throughput in principle.

Many algorithms for symbolic linear systems can be well executed by the data-driven computation scheme. A typical example is the minor expansion algorithm by Griss 9) and Wang. 10) In this algorithm, all different minors that are necessary to expand the determinant recursively are firstly replaced by temporal variables generated by the system. When the determinant is expanded completely, the minors are evaluated successively and substituted for the temporal variables. The computation time is mostly spent at the second step in this algorithm when executed serially. This step can, however, be executed highly parallelly in the data-driven scheme.
In order to get a better insight into the computation, let us consider the following $4 \times 4$ matrix:

$$
\begin{pmatrix}
    a_1 & b_1 & c_1 & d_1 \\
    a_2 & b_2 & c_2 & d_2 \\
    a_3 & b_3 & c_3 & d_3 \\
    a_4 & b_4 & c_4 & d_4
\end{pmatrix}
$$

$$
M_4 = M_4 = \begin{pmatrix}
    a_1 & b_1 & c_1 & d_1 \\
    a_2 & b_2 & c_2 & d_2 \\
    a_3 & b_3 & c_3 & d_3 \\
    a_4 & b_4 & c_4 & d_4
\end{pmatrix}.
$$

In the first step of the algorithm, the determinant of this matrix is expanded in temporal variables as follows:

1. $G0001 := c_3 d_4 - c_4 d_3$
2. $G0002 := b_3 d_4 - b_4 d_3$
3. $G0003 := b_3 c_4 - b_4 c_3$
4. $G0004 := b_2 G0001 - c_2 G0002 + d_2 G0003$
5. $G0005 := a_3 d_4 - a_4 d_3$
6. $G0006 := a_3 c_4 - a_4 c_3$
7. $G0007 := a_2 G0001 - c_2 G0005 + d_2 G0006$
8. $G0008 := a_3 b_4 - a_4 b_3$
9. $G0009 := a_2 G0002 - b_2 G0005 + d_2 G0008$
10. $G0010 := a_2 G0003 - b_2 G0006 + c_2 G0008$

$$
|\begin{pmatrix}
    a_1 & b_1 & c_1 & d_1 \\
    a_2 & b_2 & c_2 & d_2 \\
    a_3 & b_3 & c_3 & d_3 \\
    a_4 & b_4 & c_4 & d_4
\end{pmatrix}| := a_1 G0004 - b_1 G0007 + c_1 G0009 - d_1 G0010;
$$

The minors being assigned to temporal variables $G0001$, $G0002$, $G0003$, $G0005$, $G0006$ and $G0008$ can be evaluated parallelly, and after these evaluations, $G0004$, $G0007$, $G0009$ and $G0010$ can be evaluated parallelly.

It is interesting to point out that the procedure (8) is quite similar to a program written in the single assignment language. This language was designed to manifest the flow of data maximum, and it is considered to be the simplest language for data-driven computation.

We can observe from the above example that the size of a task unit increases and the degree of parallelism decreases as the processing proceeds in the above algorithm. This point is undesirable for parallel processing, although the processor turnover ratio is much larger in the above algorithm than in parallel processing of a divide-and-conquer algorithm.
§4. New determinant algorithm with high parallelism

Let \( M \) be an \( n \times n \) matrix:

\[
M = \begin{pmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{n1} & \cdots & a_{nn}
\end{pmatrix}
\]

(9)

Following Laplace's expansion formula, we can calculate the determinant of \( M \) as

\[
|M| = \sum_{(i_1, \cdots, i_{n_1}, j_1, \cdots, j_{n_2})} |M^{(i_1, \cdots, i_{n_1})}| \cdot |\bar{M}^{(j_1, \cdots, j_{n_2})}|,
\]

(10)

where \( M^{(i_1, \cdots, i_{n_1})} \) is the \( n_1 \times n_1 \) submatrix constructed from left \( n_1 \) columns and \( i_1, \cdots, i_{n_1} \) rows of \( M \) without changing their order, \( \bar{M}^{(j_1, \cdots, j_{n_2})} \) is the \( n_2 \times n_2 \) submatrix constructed from right \( n_2 \) columns and \( j_1, \cdots, j_{n_2} \) rows of \( M \) multiplied by the sign factor, and the summation is made over all possible sets \( (i_1, \cdots, i_{n_1}) \). The number of summands in (10) is \( n_1!n_2! \). In the below, we write \( M^{(i_1, \cdots, i_{n_1})} \) and \( \bar{M}^{(j_1, \cdots, j_{n_2})} \) as, respectively, \( M^{(i)} \) and \( \bar{M}^{(i')} \) in short.

For example, the determinant of the \( 4 \times 4 \) matrix (7) is calculated as

\[
|M_4| = \begin{vmatrix}
a_{11} & b_1 & c_3 & d_3 \\
a_{21} & b_2 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4
\end{vmatrix}
\]

\[
= \begin{vmatrix}
a_{11} & b_1 & c_3 & d_3 \\
a_{21} & b_2 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4
\end{vmatrix}
= \begin{vmatrix}
a_{11} & b_1 & c_3 & d_3 \\
a_{21} & b_2 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4 \\
a_{31} & b_3 & c_4 & d_4
\end{vmatrix}
\]

if we choose \( n_1 = n_2 = 2 \).

The conventional minor expansion algorithms for determinant calculation use the formula (10) recursively by setting \( n_1 = 1 \) and \( n_2 = n-1 \), i.e., by expanding the determinant w.r.t. a row or a column (cf., the expansion (8)). The algorithm we propose in this paper uses the formula
(10) recursively by setting \( n_1 = n/2 \), i.e., by splitting the matrix \( M \) into two matrices of nearly the same orders. Then, as the above example shows, the major part of the determinant calculation is divided into \( n^{C_{n_1}} \) subcalculations, i.e., evaluation of minors \( |M^{(i)}| \) and \( |M^{(i')}| \) and their product. These subcalculations are of nearly the same sizes and executable parallelly. Furthermore, the summation in (10) can be made highly parallelly by the binary summation method:

\[
\sum_{i=1}^{\frac{n}{2}} A_i = (\cdots (((A_1 + A_2) + (A_3 + A_4)) + \cdots + ((A_{\frac{n}{2}-3} + A_{\frac{n}{2}-2}) + (A_{\frac{n}{2}-1} + A_{\frac{n}{2}}))\cdots).
\]

When \( n \) is small, the ratio \( n^{C_{n_1}}/n! \), which is the ratio of the number of summands in (10) to the number of terms of the determinant expanded completely, is rather large. Hence, it is better to use a conventional minor expansion algorithm if \( n \) is small. (In the following algorithms, we employ the conventional minor expansion algorithm if \( n \) is less than six.) Taking this notice into account, we obtain the following algorithm:

**Parallel algorithm DET.SPLIT**

1. Calculate the determinant of order \( n \) by splitting it into minors of orders \( n_1 = \lfloor n/2 \rfloor \) and \( n_2 = n - n_1 \);
2. Input: a \( n \times n \) matrix \( M \) with polynomial entries;
3. Output: a polynomial \( D = |M| \);
4. if \( n \leq 5 \) then return DET.MINOR\( (M) \);
5. \( n_1 \leftarrow \lfloor n/2 \rfloor \); \( n_2 \leftarrow n - n_1 \);
6. [parallel execution w.r.t. index \( i, i=1, \ldots, n_{C_{n_1}} \):]
   - begin
   - construct \( M^{(i)} \) and \( M^{(i')} \);
   - \( D^{(i)} \leftarrow \) DET.SPLIT\( (M^{(i)}) \times \) DET.SPLIT\( (M^{(i')}) \);
   - end;
7. [parallel binary sum w.r.t. index \( i, i=1, \ldots, n_{C_{n_1}} \):]
   - \( D \leftarrow \) sum \( D^{(i)} \);
8. return \( D \);

Here, DET.MINOR in the above procedure is a determinant-evaluating procedure using the conventional minor expansion method.
The algorithm DET.SPLIT manifests a very high parallelism. In fact, if we use \( n^C_{n-1} \) processors, we can evaluate \( d^{(i)}, i=1, \ldots, n^C_{n-1} \), all at once. A high parallelism comparable to that in the above algorithm can be found only in modular algorithms, so far as algebraic algorithms are concerned. Furthermore, it is worthwhile to note that the algorithm DET.SPLIT is executable by such a simple machine as was referred to at the end of §2.

It is possible to improve the above algorithm considerably. The DET.SPLIT evaluates the same minor many times when \( n \geq 4 \). The first improvement is, hence, to avoid duplicate evaluation of minors. This can be achieved mostly by dividing \( |M^{(i)}| \) and \( |M^{(i')}| \), \( i=1, \ldots, n^C_{n-1} \), into groups so that all determinants in each group contain as many same minors as possible and by evaluating all these groups parallelly. Then, we can avoid duplicate evaluation of the same minor in each group easily by such a method as mentioned in §3. This improvement will be quite effective if \( n \) is quite large. However, for many practical applications where \( n = 10 \), the redundancy due to duplicate evaluation of minors in DET.SPLIT will not be so serious. For example, for the determinant of order 10, the duplicate evaluation is done only for minors of order less than or equal to 4, while minors of order less than or equal to 8 are multiply evaluated in the conventional recursive minor expansion algorithm.

The second improvement is for evaluating sparse determinants. The improvement is quite simple in our algorithm. We make reordering of rows and columns of \( M \) so that the nonzero elements are gathered around the diagonal line of \( M \). Then, the number of summands in (10) decreases much. For example, suppose \( n = 10 \) and all elements \( M_{ij} \), \( i=9 \) and 10, \( j=1,2, \ldots, 5 \), become zero after a reordering of rows and columns. This decreases the number of summands in (10) from \( \binom{10}{5} = 252 \) to \( \binom{8}{5} = 56 \).

§5. Parallel algorithm for symbolic linear equations

Using the same idea as was used in algorithm DET.SPLIT, we can construct efficient parallel algorithms for solving symbolic linear
equations. Consider the following coupled linear equations of \( n \) unknowns:

\[
\begin{align*}
    a_{11}x_1 + \cdots + a_{1n}x_n &= b_1, \\
    \vdots & \quad \vdots \\
    a_{n1}x_1 + \cdots + a_{nn}x_n &= b_n,
\end{align*}
\]

(12)

where, we assume the coefficient matrix \( M = [a_{ij}] \) is not singular, i.e., \( |M| \neq 0 \). Let \( M_k \) be the following \( n \times n \) matrix:

\[
M_k = \begin{bmatrix}
    a_{11} & \cdots & a_{1,k-1} & b_1 & a_{1,k+1} & \cdots & a_{1n} \\
    \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots \\
    a_{n1} & \cdots & a_{n,k-1} & b_n & a_{n,k+1} & \cdots & a_{nn}
\end{bmatrix}, \quad k=1,\ldots,n.
\]

(13)

Then, Cramer's formula gives the solution of (12) as

\[
x_k = \frac{D_k}{D}, \quad k=1,\ldots,n,
\]

(14)

with \( D_k = |M_k| \) and \( D = |M| \).

From the viewpoint of parallel processing, \( D \) and \( D_k, k=1,\ldots,n \), can be computed parallelly. The degree of parallelism in this scheme is only \( n+1 \). We can, however, calculate \( D \) and \( D_k \) highly parallelly as follows. Let \( n_1 = \lfloor n/2 \rfloor \) and \( n_2 = n-n_1 \), as before. According to formula (10), we can calculate \( D \) as

\[
D = \sum_{i=1}^{n_{C_{n_1}}} |M^{(i)}| \cdot |\tilde{M}^{(i')}|,
\]

(15)

where \( M^{(i)} \) is the matrix of order \( n_1 \), \( \tilde{M}^{(i')} \) is the matrix of order \( n_2 \), and the summation is made over \( n_{C_{n_1}} \) different submatrices. The \( D_k \), \( 1 \leq k \leq n_1 \), is given by

\[
D_k = \sum_{i=1}^{n_{C_{n_1}}} |M_k^{(i)}| \cdot |\tilde{M}_k^{(i')}|, \quad 1 \leq k \leq n_1,
\]

(16)

where \( M_k^{(i)} \) is the submatrix of order \( n_1 \) constructed from \( M_k \) by the same way as the construction of \( M^{(i)} \) from \( M \). Similarly, for \( n_1 < k \leq n \), we have
\[ D_k = \sum_{i=1}^{n} |M(i)| \cdot |\hat{M}(i^\prime)|, \quad n_1 < k \leq n. \]

Note that the same minor \( |\hat{M}(i^\prime)| \) appears in (15) and (16), and the same minor \( |M(i)| \) in (15) and (17). Therefore, if we save the expressions \( |M(i)| \) and \( |\hat{M}(i^\prime)| \), \( i=1, \cdots, n_{n_1} \), which are obtained by the evaluation of \( D \), we can use them for the evaluation of \( D_1, \cdots, D_n \). Thus, we obtain the following algorithm:

**Parallel algorithm CRAMER.SPLIT**

% Solve the coupled linear equations \[ \sum_{j=1}^{n} a_{ij} x_j = b_i, \quad i=1, \cdots, n, \]
% by Cramer's method, where \( a_{ij} \) and \( b_i \) are polynomials;
% Input: an \( n \times n \) nonsingular matrix \( M = [a_{ij}] \) and
% an \( n \)-dimensional vector \( \vec{b} = (b_1, \cdots, b_n) \);
% Output: polynomials \( D = |M| \) and \( D_k = |M_k|, \quad k=1, \cdots, n; \)

\[ D \leftarrow \text{DET.SPLIT}(M), \quad \text{and} \]
\[ \text{save } d(i) \leftarrow |M(i)| \quad \text{and} \quad \hat{d}(i) \leftarrow |\hat{M}(i^\prime)|, \quad i=1, \cdots, n_{n_1}; \]

for \( k = 1 \) until \( n_1 \) step 1 do
begin
[parallel execution w.r.t. index \( i, \quad i=1, \cdots, n_{n_1} \):]
\[ D(i) \leftarrow d(i) \times \text{DET.SPLIT}(M(i)); \]
[parallel binary sum w.r.t. index \( i, \quad i=1, \cdots, n_{n_1} \):]
\[ D_k \leftarrow \text{sum } D(i); \]
end;

for \( k = n_1 + 1 \) until \( n \) step 1 do
begin
[parallel execution w.r.t. index \( i, \quad i=1, \cdots, n_{n_1} \):]
\[ D(i) \leftarrow \hat{d}(i) \times \text{DET.SPLIT}(\hat{M}(i^\prime)); \]
[parallel binary sum w.r.t. index \( i, \quad i=1, \cdots, n_{n_1} \):]
\[ D_k \leftarrow \text{sum } D(i); \]
end;
return \( D, D_1, \cdots, D_n \);

If we have many processors, parallel evaluation of \( D_1, \cdots, D_n \) is also possible.

The above algorithm manifests a very high parallelism as DET.SPLIT.
does, and it is executable by such a simple machine as was referred to at the end of §2.

The CRAMER.SPLIT will be quite efficient if \( n < 10 \) or so. If \( n \)
becomes quite large, however, the overhead due to duplicate minor
evaluation becomes serious. This overhead can be decreased much by
the same method described for algorithm DET.SPLIT. In addition to
this improvement, we have the following attractive scheme for de-
creasing the overhead.

Let \( n_1' = [n/4] \), \( n_2' = [n/2] - [n/4] \), \( n_3' = [3n/4] - [n/2] \), and
\( n_4' = n - [3n/4] \). Let us divide the \( n \) columns of \( M \) into four groups
and define four matrices \( M_I \), \( M_{II} \), \( M_{III} \) and \( M_{IV} \) of forms \( n \times n_1' \), \( n \times n_2' \),
\( n \times n_3' \) and \( n \times n_4' \), respectively:

\[
M_I = \{ M_{ij} \}, \quad i=1, \ldots, n, \quad j=1, \ldots, [n/4],
M_{II} = \{ M_{ij} \}, \quad i=1, \ldots, n, \quad j=[n/4]+1, \ldots, [n/2],
M_{III} = \{ M_{ij} \}, \quad i=1, \ldots, n, \quad j=[n/2]+1, \ldots, [3n/4],
M_{IV} = \{ M_{ij} \}, \quad i=1, \ldots, n, \quad j=[3n/4]+1, \ldots, n.
\]

We first evaluate \( n \times n \) minors of order \( n_1' \) which are constructed from \( M_I \)
without changing the order of the elements. Let these minors be in
class I. Similarly, we evaluate \( n \times n \) minors constructed
from \( M_{II} \), \( M_{III} \), and \( M_{IV} \), respectively. Let these minors be in classes
II, III, and IV, respectively. Second, we evaluate \( |M^{(i)}_{II}| \), \( i=1, \ldots, n \times n_1' \),
by using minors in classes I and II. Let these minors be in class I+II.
Similarly, we evaluate \( |M^{(i')}_{III}| \), \( i=1, \ldots, n \times n_1' \), by using minors in classes
III and IV. Let these minors be in class III+IV. Then, we can evaluate
\( D_k, \quad k=1, \ldots, [n/4] \), by using minors in classes II and III+IV. Similarly,
we can evaluate \( D_k, \quad k=[n/4]+1, \ldots, [n/2] \), by using minors in classes I
and III+IV, and so on.

It is clear that the number of groups into which the \( n \) columns of
\( M \) are divided may be another number than 4. In addition to the above
improvement, preordering of rows and columns of \( M \) and \( \tilde{M} \) will reduce
the total amount of computations much when the matrix \( M \) is sparse, as
was explained for DET.SPLIT.
§6. Empirical study

We have not tested our parallel algorithms yet but tested only a serial computation version of the determinant algorithm. We compared three algorithms, DET.MINOR, DET.EMINOR, and DET.SPLIT'. The DET.MINOR is the well-known recursive minor expansion algorithm, and DET.EMINOR is the efficient minor expansion algorithm being implemented in REDUCE by Griss. This algorithm uses bucket hashing to avoid duplicate minor evaluation. The DET.SPLIT' is the serial computation version of DET.SPLIT presented in §4.

The test problem is the following matrix of order n-1:

\[
M = \begin{pmatrix}
a_{n-1} & 2a_{n-2} & \ldots & (n-1)a_1 \\
a_{n-1} & \ldots & (n-2)a_2 \\
\vdots & \ddots & \ddots & \ddots \\
na_n & (n-1)a_{n-1} & \ldots & 2a_2 \\
n\alpha_n & \ldots & 3a_3 \\
\vdots & \ddots & \ddots & \ddots \\
n\alpha_n & (n-1)a_1 & \ldots & 2a_2 \\
n\alpha_n & \ldots & 3a_3 \\
\end{pmatrix}
\times
\begin{pmatrix}
a_1 \\
a_2 \\
\vdots \\
(n-1)a_{n-1} \\
(n-2)a_{n-2} \\
\vdots \\
1 \\
\end{pmatrix}
\]

The determinant of M gives the discriminant of equation of degree n except for a numeric factor.\(^{13}\)

The results are given in Table I.

<table>
<thead>
<tr>
<th>order of M</th>
<th>DET.MINOR</th>
<th>DET.EMINOR</th>
<th>DET.SPLIT'</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.169</td>
<td>0.165</td>
<td>0.177</td>
</tr>
<tr>
<td>5</td>
<td>1.096</td>
<td>0.848</td>
<td>1.230</td>
</tr>
<tr>
<td>6</td>
<td>9.52</td>
<td>5.65</td>
<td>9.60</td>
</tr>
<tr>
<td>7</td>
<td>95.5</td>
<td>42.5</td>
<td>94.6</td>
</tr>
</tbody>
</table>

Table I: Computing times for dense determinant by three algorithms; times in seconds, and GBC times excluded. Memory = 11.2 MB.
Table I shows that our algorithms are, when executed serially, not so efficient as the efficient minor expansion algorithm but as efficient as the recursive minor expansion algorithm. (Note that DET.MINOR and DET.SPLIT' are the same for determinants of order less than or equal to five.) Therefore, our algorithms will be quite efficient when executed parallelly.

It is rather dangerous to say much about the serial computation version of our algorithms from only the data in Table I. However, we may well expect that, when improvements on our algorithms mentioned in §4 and §5 will be done, the algorithms will become quite efficient even in the serial computation scheme. In particular, our algorithm for symbolic linear systems will be useful because we can systematically avoid duplicate evaluation of $|M^{(i)}|$ and $|X^{(i')}|$ in the calculation of $D_k$, $k=1,\ldots,n$. It is worthwhile to note that our algorithms are space-efficient when executed serially. This is an important feature in applications, because the determinant calculation is often necked not by time but by space.
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