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Introduction

Among many language defining mechanisms, sequential rewriting
systems, or grammars, and parallel rewriting systems, or L systems,
are the two major ways to generate the words of a language system-
atically. Many comparative studies of the generative powers
between the parallel rewriting systems and the grammars have been
investigated. It is already known that the family of languages
generated by OL systems, i.e., interactionless L systems, and that
of context free languages are mutually incomparable [1,6].

In fact very simple OL systems can generate non-context free
languages, e.g., let S=<{a}, T,a> where 7T is a homomorphism on

2, then the language generated by S is

a* given by T(a)=a
L(S)={a?’t' i20}.
Several works have been done to answer the questions why some
of the parallel rewriting systems can generate such rather compli-
cated languages, or conversely, which parallel rewriting system
merely generates a context free or a rational language.
Lindenmayer [4] showed a sufficient condition for a OL system to

generate a context free language. Kral [3] showed a similar condi-

tion for an iterated substitution which generates a context free
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set. Herman and Walker [2] characterize context free languages witl
0L systems through "adult" concept; i.e., a word w 1is adult for a
OL system if the descendants of w produced by the 0L system con-
sist of w alone. Nishidavand Kobuchi [5], and Sakarqvitch,
Nishida, and Kobuchi [7] introduce a recurrent word which is a
generalization of an adult word; i.e., a erd W ié recurrént if
it is a descendant of any of its descendant. Clearly an adult word
is recurrent. It is shown in [7] ﬁhat there is the same chafacteri-
zation of context free languages using iterated substitutions‘énd
the recurrent concept.

In [7] it is also shown that the set of recurrent wérds forza
rational (resp. context free) substitution is rational (resp.
context free). That is, for any parallel fewriting proqeéé, the
set of recurrent words is not parallel any more. In this paper we
will show that the same statement is valid for the widef séﬁ'Qf
words which contains the set of recurrent words properly,‘ Weifirst
define repeatable word, i.e., a word w 1is repeatable fop“a sﬁbsti
tution if it is a descendant of itself. Needless to say é recurren
word is fepeatable. Then we will show that the éet of répeatable
words for a rational (resp. context free) substitution is raﬁional
(resp. context free). We will show our result with a similar metho
to that of [7]. Hence we omit the details of some technical lemmas

the reader shouldrefer to [7].
1. Preliminaries

Let 3 be a nonempty set, called alphabet, the elements of

which are called letters. The finite sequences of letters, called
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words, together with the operation of concatenation form the
free mémoid generated by 3}, )/* ; the empty word, denoted by 1,
is theridentity element of Y *.
A subsequenceiof a word s is called a sparse subword of s

or, for short, a subword of s. Tﬁe length of a word s is,
by definition, the length of the sequence s and is denoted by

\s‘ ; if }V' is any subset of ¥, [s]v denotes the number of
' occurrences of lefters of V in s. We denote by 9?2) the
pdwer set of L+ The structure of monoid of '\* éxtehds to the
power set ((Y*) by XY={gylx§X YQY} for any subsets X and
Y of ’2*. We dentte by‘card(Z) the cardinality of‘the set 'Z.

A:multivalued mapping T:‘E*.;@* is a substitution if it

vi; a‘ﬁoﬁomorphisﬁ from T into _f%@#). Thus a substitution
;ﬁié cbﬁpietelf defined by the family of sets &T(a)[ag{ﬂ- and we
héve bel);l: As any relation, a substitution T: E*_9Cﬁ is
extended additively to £(z*) by ’((L)=)C\€JLJT(f)' for every L
Cin Q). |
| 'Uﬁless otherwise stated,'we treat inkthis paper substitutibns
T: L*¥> 7 aﬂd we call such T a substitution on §*.
In this case Qe define for every'integer n the products

TnmﬁTXTﬂ) to be those of relations ; these products are again

substitutions. We shall use the following notations :
T*= kgdﬁ and ”ﬁﬁT(T*), where TO is the identity mapping
of y*.

Let u=x;X,...%) x, &L and v=s;s;...5 S;€)* be
two words. The word v is said to be a descendant of u if
v belongs to I“(u) for some positive integer n. The

derivation § from u to v is an {~-tuple of pairs
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O=((x1,51),(X),89) ,-.., (xp,8)) where s e T(x;) i=1,2,...,L.
A substitution T on y* is said to be finite (resp.

rational, cbntext free) if for every a of Y, T(a) 1is a

finite (résp. rational, context free) subset of Z*.
In the literature on L-system a pair (3,7T) is called a OL-
scheme if v 1is a finite substitution’on v*.
Let alph be the function from $* into (1) definéd
as follows : for any word f in T, alph(f) is the smallest’
subset S of 3 such that £ 1is in S*. The canonical additive
extension of ‘alph is thus a function from {(y*). into $(¥).

Let T be a substitution on ‘T*. The alphabetical projec-

tion of T, denoted by Y, is the mapping from T into S7(})

defined by ‘ ‘ S =
Yr(a)=alph(T(a)).

The canonical additive extension of 'ﬁ(:is'a function from '§%Z)f;

into itself and‘is'again denoted by ?T‘

DEFINITION : A substitution T on ¥* is said to be alphabeti-

cally stable (or stable for short) if the following two conditions

hold :

ii) For every a in ), if 1 is in 1*(a) then 1 is in Tl)

PROPOSITION 1.2 [7] : For every substitution T there exists an

r

integer r such that T  is stable.
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2. Repeatable words

DEFINITION : Let < be a substitution on 7y*. A word w of

T* 1is repeatable for T if it is a descendant of itself, i.e.,

we’ﬁlw). We denote by P (1) the set of repeatable words for «:
Ploy={w|lw e tHw)}, |

From the above definition a repeatable word u has at least

one derivation & from u to u. If u=x;X;...x, and

S=((x1,si),(xl,sl),...,(xzjs£)) then u is factorized into

u=s{Sjy...sy. We sometimes call this a factorization by s.

Let R(T) be the set of recurrent words for substitution on
2* [5,7]. That is, R(T)={w€§§*] w¢ ffﬂf) fqr any £ g'ow)}.
Then’it is clear that P(T):)R(T), and that a repeatable word is
a very natural extension of that of recurrent words.

The followings are immediate consequences of the definition
and have the corresponding version for recurrent words in [7], so

we omit the proofs:

LEMMA 2.1 : P(T) 1is .closed under product.

LEMMA 2.2 : For any positive integer n, P(t)=P(Iﬂ).

3. Classification of letters

DEFINITION : Let <1 be a substitution on w*. A letter x of

T is said to be vital for T if 1 is not a descendant of x,
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i.e., if lﬁ T*H(x). We denote by -V the set of vital letters.
The set of non-vital letters is denoted by N; i.e., N=2\V, or

equivalently, N={g]l e’fﬁx)}.

PROPERTY 3.1 : Let u=xqXj...Xp xi}gﬂ be repeatable word. Let

8=((x1,sl),(xQ,sl),...,(xﬁ,se)) be a derivation from u to

u. Then

1. If x; 1is non-vital then ’silv=0.

2. If x4 is vital then x; is the only vital letter contained

in Sq-

DEFINITION : Let T be a substitution on y*. A letter x
in 3, is said to be cyclic if there exist two words s and
t in N* such that sxt is in ’[Wx). The set of cyclic

letters is denoted by C.

DEFINITION : Let T be a substitution on 2*. Let V- be the

set of vital letters for . T 1is said to be vitality preserving

if for any x in y and any u in T(xh‘{ulv=\x1v.

Let T be a substitution on Y*. Let V, N, and C the set

of vital, non-vital, and cyclic lettergfor T, respectively.
Consider the mapping ~’/ on (NUC)* defined by

T/(x) = UX)\ TV TFVT* if  xeC(\WV,

T(x)=Tx)\ D*Vy* if xeN.

It is easily seen that T’ is a well defined substitution on
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(NUC)* and 7T’ is vitality preserving. We call T the vital-
ity preserving substitution of 7. The following is an immediate

consequence of Property 3.1.
PROPERTY 3.2 : P(T)=P(T’).

That is, we may also assume, without loss of generality, that

T 1is vitality preserving to compute the set of repeatable words.

LEMMA 3.3 [7] : Let T be stable substitution on ¢*. For any f

in C* +there exists a word s such that £ is a subword of s

and s is in Tk(f) for every positive integer k.

COROLLARY 3.4 : Let T be a stable and vitality preserving

substitution on E*. For any x 1in C and any positive inte-

ger k

™x)C i) .

4. Letter position function

In this section we define a letter position function,
which turns out to be very useful in the following discussion.
We characterize the letters which appear in a repeatable word

using the letter position function.
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DEFINITION : Let u=x,X,...X, X,(L be a repeatable word for
a substitution T on T*. Let §=((x1,51),(X),83) 00/ (Xy,5))

be the derivation from u to u. The letter position function

o {1l,2,...,08 > {1,2,...,Lk for § 1is given by (i)=j

where Xi{ 1is contained in Sj.

Informally, o indicates the ancestor of each letter of u
in the derivation ©O. It is very important, although obvious
by the definition, that ® is a non-decreasing function on

the integer interval [1,L]. Then we have

PROPERTY 4.1 : Let « be a letter position function.

® has at least one fixed point, i.e., there exists an i

in {1,2,...,¢} such that a(i)=i.

DEFINITION : Let u=x;X;...X, Dbe a repeatable word. Let
X be the letter position function for a derivation § from

u to u. Then x; is said to be repeatable in u if 1

is a fixed point of X,

LEMMA 4.2 : Let u=xX,...X be a repeatable word. If x; is

vital then x; is repeatable in u.

Proof : Let & be the letter position function for a derivation
 from u to u. Let x; be a vital letter and let &(i)=j.

From Property 3.1.1 x: must be vital. And then, from Property

J
3.1.2, we have i=j. O



294

There is a very closerelation between cyclic letter and

repeatable letter in a repeatable word. Indeed we have

PROPOSITION 4.3 : If x; 1is repeatable in u then x; is in

C.

Proof : Let s; be the segment produced by x: in a derivation

1
from u to wu. Then, from Lemma 4.2, x; is the only possible
vital letter in s;, even if s{ contains any vital letters.

Therefore, for some words £ and g in ©N*, we have s;=fx;g

Cis in 1T,
and s; 1is in ’[(xl). 0

5. Characterization of repeatable words

DEFINITION : A repeatable word u for T 1s said to be elemen-

tary if u#l and any factorization u=u;u,y for repeatable words

u; and u,y implies u;=1 or u1=l. We denote by Pl(f) the

set of elementary repeatable words for 7.

PROPERTY 5.1 : P(TU)=(P41(T))*.
Proof : P(T)D(P,(T))* 1is obvious by Lemma 2.1. P(T)C(P,(T))*

directly follows from the definition. [O

LEMMA 5.2 : Let wu=x4qX,...X, be a word in P, (7). There exists

one and only one i such that X4 is repeatable in u.

Proof : Assume there are exactly two cyclic letters X{,Xj(i<j)
for a letter position function . (We can show the lemma

similarly in case there are more than two cyclic letters.)
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As 1 and j are the fixed points of &, there exists a positive
integer p and an integer k i¢k<j such that
b i if 1{nk |
o (n)=
j if k+l<ngf.
That is, ty=x;x;...x, is in ‘fﬂxi) and t2=x.q...%X, is
. + . : ‘ I >
in 1:(Xj). Since u=t ;t, and ru is in 'T+(u), tq is in
+ . .
©t'(ty4) and t, 1is in ‘Iﬁtl). Thus t4 and t, are repeat-

able. This contradicts the fact that u is elementary.

The proof of the above lemma also shows

LEMMA 5.3 : Let u=x4%,...X, be a word in Pg(7) and:,xi.w

be repeatable in u. Then u 1is in T*(xi).

PROPOSITION 5.4 : Let T be a stable substitution on JF*. Let

C and N be the set of cyclic and non-vital letters for T,

respectively. Then

Py (D) C U, ( THRINN*xN*)CP(T) -
X € i
Proof : The left side inclusion is a corollary of the above
Lemmas. Let u be a word in T&(xNﬁN*xN* for some x¢C. Then

u 1is written as u=sxt for some st in N*. Since T is

stable, 1 is in T(st), and hence u is in 7#(SXt)=’CQu). 0
COROLLARY 5.5 : P(T)=( U () NN xN*) ) *
1eC

Next we will give an effective finitary description of

-10 -
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U (tH(x)\N*xN*). We need some additional definitions.
;ﬁgéughout the remaining of this section let T be a stable
and vitality preserving substitution.
For any x in C let C, be the set defined by
CL={Yl3YO'Y1""'YK€C such that y,=y,=x I v =y and
for any i 0<in 3sL,t{éN* SLXLtLGT(yL—\)E‘
Let Dy ,Ey,Gys and H, be the sets defined by
E1=alph({g1 Jgen*, 3y, zec, fygé((z)k)
H,=alph ({£] 3gen*, Iy, z¢c, fygcuz)})
Dy =Y (B, INNAC

Gy=Yr (HONN\C.

PROPOSITION 5.6 : There exists an integer n such that for

every x 1in C

N
THR) \N*xN*= T (G*xD%) (|N*xN*

In order to prove this Proposition we establish two lemmas,
which can be shown quite similarly as in the proof of the corre-

sponding results in [7].

LEMMA 5.7 : Let x be a cyclic letter. For any word £xg in

G§XD§ there exists a word sxt in ‘fﬂx) such that fxg 1is

a subword of sxt.

LEMMA 5.8 : There exists an integer k with the following prop-

erty : Let x be any cyclic letter, sxt any word in T*(x)NN*xN¥%

-11 -
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and c¢ any letter of s (resp. of t); if ¢ i i /
’ : if is not in ‘ﬂc(Gx)

(resp. in %éDx)) there exists a word uxv in '8%x)ﬂN*xN*

such that sxt=s"uxvt” and c¢ does not occur in s’ (resp. in t’)

Proof of Proposition 5.6 :

We first prove that

T(GEx DFIC T(x)

for any cyclic letter x. Let fxg be any word of G;xDz.
From Lemma 5.7 there exist an integer k and a word sxt ~such
that fxg is a subword of sxt and sxt is in’&%x). Now any
descendant w of fxg is a descendant of sxt and thus of x.

Conversely let w be in ~T(x)/\N*xN* : there exist =z in
‘le and s,t in N* such that w 1is in t’(szt),‘i;e:,'thére

exist two subwords f=a,a2;..aTD and g=b!bl...bq of s and t

_respectively and a factorization w=sisl...spuyvt1tl...tq.’such
that Si is.in - t(aL), ?j in Tﬂbj) for every i and j, and
uyv is in 7T (z). If all the a;'s and the bj's are in Y G )
and y,(D,) respectively w is in t?(GigD;). If it is not

the case it follows from Lemma 5.8 that there exists a factoriza-
tion szt=s’u’zv’t’ such that all the a; occurring in s’ are

in WT(Gx)' all the bj occurring in t’ are in 4%}D1) and

uzv is in <X(z). Then w 1is in tkﬂ(q:xni). O

THEOREM 5.9 : The set of repeatable words for a rational (resp.con-

text free) substitution is a rational (resp.context free) set.

-12 -
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Proof : The families of rational languages and context free
languages are both closed under union, intersection with rational
set, Kleene closure, and substitution. Then the theorem follows

immedeately from Corollary 5.5 and Proposition 5.6. [
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