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Information Games

By

Yu Kai*

Abstract

In a game each player holds a strategy based upon the actions that he can actually take. The quality and the quantity of the feasible actions are determined by his ability or power in the game. Generally every player has no information on the others' powers, it is one of the most important problems for them to know the powers. We treat such unknown games, played periodically, from the viewpoint of information theory. We discuss both non-cooperative and cooperative games and prove some sufficient conditions under which a player can get the full information on the other players' powers from sequential observations on the states. In two person games we show also optimal strategies with respect to the information.

* Department of Home Life Science, Fukuoka Women's University, Fukuoka.
1. Introduction.

The main problems of the game theory established by von Neumann and Morgenstern [9] are to find some solutions for the competitions of players' interests, and to show optimal strategies for the solutions. In the theory it is generally assumed that every player knows the game structure such as the sets of all feasible actions of the players and the payoff system according to the actions. However, the assumptions are not always satisfied in practical games. In complex games the skill and the experiences determine principally the issues of the games. For example, the skill and the experience in chess or 'go' provide the set of the feasible actions, and in athletic games provide the force of every feasible action, which affects the payoff derived from the actions. Such abilities of a player are not usually known to the other players, thus the game structures are not always clear to the players. If the structure is unknown, each player must play cautiously not to suffer a serious loss and should make a point of getting the information on the others. Therefore in the present paper we discuss the unknown games, treat the information as the principle subject, and study how much information the players can gain.

We may mention that the powers and the strategies of the players decides the issues of the games. The strategy is the way to choose actions, which effects the issue directly. The power is practical abilities to play the game such as forces, proficiencies and feasibility of actions, that is, the power shows the qualities and the quantities of the actions, and the powers provide the game structure. Thus the player, who wants to map out an optimal strategy, should make efforts to get the information on the others' powers as much
and as soon as possible. We suppose, of course, every player knows his own power exactly. The more a player gets the information, the more he gains advantages over the others. We show an example of two-person zero sum game. The players are denoted by P-1 and P-2, whose action spaces are A and B respectively. Let \( r(a,b) \), \( a \in A \), \( b \in B \), be a payoff function, the value of which is paid to P-1 by P-2. If P-1 gets the information that the feasible actions of P-2 are restricted to a subset \( B' \) of \( B \), he can expect more reward according to the following inequality:

\[
\max_{a \in A} \min_{b' \in B'} r(a, b') \geq \max_{a \in A} \min_{b \in B} r(a, b)
\]

If the payoff depends on the proficiency in the actions and each player does not know it of the opponent, he will not able to estimate the value of \( r(a, b) \). Thus if a player gets enough information on the opponent's proficiency, he can choose more effective actions.

On the other hand the information on the strategies is also valuable, because it brings every player great benefit to know the ways that the others choose their actions. Since a strategy of each player is determined according to his power, it is impossible to estimate the other's strategy without sufficient information on the power. Even if the information is obtained enough, it is very hard to estimate the strategy, since the way to choose actions is very variable because of its dependency on time, the past states, the rewards and so on. Therefore we treat only the information on the powers, which we call simply the information from now on. If a player obtains the information enough and knows the game structure, he can take an optimal strategy by means of the general game theory. Therefore, if the structure is not known and the game is played
periodically, every player should treat it as the main subject to get the information as much as possible. We call such games the information games and study the amounts of information that players can obtain from sequential observations of actions, states and payoffs throughout all time.

We consider the information games as follows (see Fig. 1). In n-person games each player is called player i and denoted $P_i$. The power of each player is determined by some random system and is classified among finite grades $G = \{g_1, \ldots, g_m\}$ according to its quality and quantity. Every player does not know any other player's grade. A feasible action space of a player is determined according to his grade and is also not known to the others, so observed actions contain some information on the grades. Every player determine his strategy before the game begins. In the present paper we treat only simple strategies which are sequences of actions and are independent of past history. At each time players' actions bring them some results such as rewards and states, called briefly states from now on. The states do not depend only on the actions but on the grades of powers. Thus the players observe the actions and the states, and obtain information on the grades. The main subject in this paper is to study how much amounts of information players can get from sequential observation of the actions and states through all time. We discuss the subject, applying the results of Renyi [11], [12], which treat the testing hypothesis theory and give some conditions under which the full information on a parameter can be obtained from sequential observations. Kai and Kanô [4] studied the subject in special games such that the power grades strictly determine the strategies, that is, the grades are essentially equivalent to the strategies. In this
paper we treat generalized games and study relation between the information and the strategies.

In section 2 we discuss non-cooperative 2-person information games, where we give some sufficient conditions under which the full information on the grades can be obtained. At 2.2 we treat the cases that the states' sequences are Markov processes, at 2.3 and 2.4 study the cases that states' sequences are independent. At 2.4 we also show optimal strategies when the states are normally distributed. In section 3 we study n-person games, where we define the cooperation with respect to the information and show sufficient conditions under which the full information can be obtained by each of a cooperative group.
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Fig. 1. Game system
2. 2-person information games.

2.1 Introduction and essential theorems.

2-person information games are defined as follows. Let \( G = \{ g_1, \ldots, g_m \}, (1 \leq m < \infty) \) be the set of all grades of powers. We suppose that the power of each player is determined by some random system, and let \( P = \{ p_1, \ldots, p_m \} \) be a probability on \( G \) such that \( P(\{ g_i \}) = p_i \geq 0 \) and \( \sum_{i=1}^{m} p_i = 1 \). Let \( \theta_i \) and \( \theta_z \) be parameters on \( G \) which show the grades of P-1's power and P-2's power respectively, that is,
\[
P(\theta_i = g_i) = P(\theta_z = g_i) = p_i.
\]
Let \( A_i \) be the set of all feasible actions of a player whose grade is \( g_i \). A player being in grade \( g_i \) employs a strategy which is a sequence of actions \( \delta_t = (\delta_{it}, \ldots, \delta_{it}, \ldots) \) such that \( \delta_{it} \in A_i \) for all \( t = 1, 2, \ldots \). We denote his grand strategy by the m-tuple of strategies \( \delta = (\delta_1, \ldots, \delta_m) \), by which he takes \( \delta_i \) if his grade is \( g_i \). Let \( S \) be the state space, assumed to be a Borel subset of a finite dimensional Euclidean space. Let \( \xi_t = (s_1, \ldots, s_t) \in S^{t+1} \) be the sequence of states up to time \( t \), and let \( \delta_t^x = (\delta_{1t}, \ldots, \delta_{mt}) \) be the first \( t \) actions of \( \delta_i \). For a Borel subset \( \Omega \), let \( B(\Omega) \) be a \( \sigma \)-field of Borel subsets of \( \Omega \).

Throughout this section we assume that for every grade \( g_i \) of P-1 and \( g_j \) of P-2:

A1. The initial state \( s_0 \) is given by a probability measure \( \Phi_{i,j}^{s_0} (\cdot) \) on \( B(S) \), assumed absolutely continuous, whose density is denoted by \( \Phi_{i,j}^{s_0} (s_0) \);

A2. When \( \delta_i \) and \( g_j \) were employed, \( \xi_{t-1} \) occurred, \( \delta_{it} \) and \( \sigma_{jt} \) are taken, there exists a conditional probability \( Q_{i,j}^{f^x} (\cdot ; \xi_{x-1}, \delta_{i}, \sigma_{j}^x) \) on \( B(S) \), i.e. for every \( B \in B(S) \)
\[
\Pr \{ s_k \in B \mid \xi_{x-1}, \delta_{i}, \sigma_{j}^x, \theta_i = g_i, \theta_z = g_j \}.
\]
A3. For every \( t \geq 1, i, j, \delta_i^{(t)}, \sigma_i^{(t)} \), and \( \xi_{k,i}, Q_{i,j}^{(t)}(\cdot; \xi_{k,i}, \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \) is absolutely continuous and let \( q_{i,j}^{(t)}(s_t | \xi_{k,i}, \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \) be its density.

Let \( \phi_{i,j}^{(t)}(\cdot; \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \) be a probability on \( B(S^{x^t}) \) derived from \( \phi_{i,j}^{(t)}(\cdot; \xi_{k,i}, \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \), \( \nu = 1, \ldots, t \), i.e. for every \( \prod_{\nu=0}^t B_{\nu} \in B(S^{x^t}) \)

\[
\phi_{i,j}^{(t)}(\cdot; \delta_{i}^{(t)}, \sigma_{i}^{(t)}) = \int_{B_{s_t}} \phi^{(t)}_{i,j}(s_t | \xi_{k,i}, \delta_{i}^{(t)}, \sigma_{i}^{(t)}) ds_t \]

Thus \( \phi_{i,j}^{(t)}(\cdot; \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \) is absolutely continuous and has a density

\[
\phi_{i,j}^{(t)}(\xi_{k,i}; \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \] such that

(1) \[
\phi_{i,j}^{(t)}(\xi_{k,i}; \delta_{i}^{(t)}, \sigma_{i}^{(t)}) = \phi_{i,j}^{(t)}(s_t) \prod_{\nu=0}^t q^{(t)}_{i,j}(s_t | \xi_{k,i}, \delta_{i}^{(t)}, \sigma_{i}^{(t)}) \text{ a.s.}
\]

We suppose that both the players know all these systems.

Now we discuss the information about the grades of the players' powers obtained from \( \xi_k \). When \( \theta_1 = g_i \) and \( \theta_2 = g_j \), every player knows his own grade and up to time \( t \) observes \( \delta_i^{(t)}, \sigma_i^{(t)} \) and \( \xi_k \), but he does not know the opponent's grade. To avoid complexity, we discuss the information from the side of P-1. Under each condition that \( \theta_1 = g_i \), \( \theta_2 = g_j \), \( \delta_i \) and \( \sigma_j \) are employed, the expected information on \( \theta_2 \) P-1 can get from \( \xi_k \) is defined by

(2) \[
I_{i,j}^{(t)}(\delta_i, \sigma_j) = H(\theta_2) - E_{\delta_i, \sigma_j}[H(\theta_2 | \theta_1, \xi_k) | \theta_1 = g_i, \theta_2 = g_j],
\]

where \( H(\theta_2) \) is an entropy of \( \theta_2 \) defined by Shannon's formula

\[
H(\theta_2) = \sum_{i=1}^{m} p_i \log p_i,
\]

\( H(\theta_2 | \theta_1, \xi_k) \) is the conditional entropy of \( \theta_2 \) when \( \theta_1 \) is known and \( \xi_k \) is observed, i.e.
(3) \[ H(\theta_2 | \theta_1, \xi_k) = \sum_{g_k} \Pr(\theta_2 = g_k | \theta_1, \xi_k) \cdot \log \Pr(\theta_2 = g_k | \theta_1, \xi_k), \]

and \( E_{\delta_i \sigma_j} \{ H(\theta_2 | \theta_1, \xi_k) | \theta_1 = g_i, \theta_2 = g_j \} \) means the conditional expectation on the probability space \( (S^m, \mathcal{B}(S^m), \Phi_i^{(k)} (\cdot ; \delta_i^{(k)} , \sigma_j^{(k)})) \) with respect to \( \theta_1 = g_i \) and \( \theta_2 = g_j \), i.e.

(4) \[ E_{\delta_i \sigma_j} \{ H(\theta_2 | \theta_1, \xi_k) | \theta_1 = g_i, \theta_2 = g_j \} = \int_{S^m} \left\{ \sum_{g_k} \Pr(\theta_2 = g_k | \theta_1, \xi_k) \log \Pr(\theta_2 = g_k | \theta_1, \xi_k) \right\} \Phi_i^{(k)} (\xi_k; \delta_i^{(k)}, \sigma_j^{(k)}) \, d\xi_k. \]

Since a player in a grade \( g_i \) can not any action except the elements of \( A_i \), one can define with no contradiction that

\[ \Phi_{ik}^{(m)} (\xi_k; \delta_i^{(k)}, \sigma_j^{(k)}) = 0 \quad \text{for all } \xi_k \in S^m, \]

if \( \delta_i^{(k)} \neq A_i \) or \( \sigma_j^{(k)} \neq A_j \). Therefore \( \sigma_j^{(k)} \) contains some information on \( \theta_2 \).

When \( \theta_1 = g_i, \delta_i^{(k)} \) and \( \sigma_j^{(k)} \) are given, according to the Bayes’ theorem and the theorems on conditional probability, we have from our assumptions that

(5) \[ \Pr(\theta_2 = g_k | \theta_1, \xi_k) = \Pr(\theta_2 = g_k | \theta_1 = g_i, \xi_k) \]

\[ = \frac{P_k \Phi_{ik}^{(m)} (\xi_k; \delta_i^{(k)}, \sigma_j^{(k)})}{\sum_{k'} P_{k'} \Phi_{ik}^{(m)} (\xi_k; \delta_i^{(k)}, \sigma_j^{(k)})} \]

Therefore, when the grand strategies \( \delta = (\delta_1, \ldots, \delta_m) \) and \( \sigma = (\sigma_1, \ldots, \sigma_m) \) are employed, \( P^{-1} \) can expect the following amount of information on \( \theta_2 \):

(6) \[ I_1^{(k)} (\delta, \sigma) = E_P \left[ I_1^{(k)} (\delta_i, \sigma_j) \right] \]

\[ = H(\theta_2) - \sum_{i,j} P_i P_j E_{\delta_i \sigma_j} \{ H(\theta_2 | \theta_1, \xi_k) | \theta_1 = g_i, \theta_2 = g_j \}. \]
It is easy to know that $I_{1}^{d_{1}}(\delta, \sigma)$ is nondecreasing for $t = 1, 2, \ldots$ and $I_{1}^{d_{1}}(\delta, \sigma) \leq H(\theta_{2})$. Thus $\lim_{k \to \infty} I_{1}^{d_{1}}(\delta, \sigma) = I_{1}^{\infty}(\delta, \sigma)$ always exists. If $I_{1}^{\infty}(\delta, \sigma) = H(\theta_{2})$, we say that $P - 1$ obtains the full information on $\theta_{2}$ from the sequential observations $\{\xi_{k}\}$, $t = 1, 2, \ldots$.

We note a lemma of Renyi [11]

Lemma 1. There exists a universal constant $C > 0$ such that for any sequence $a_{1}, a_{2}, \ldots, a_{m}$ of positive numbers forming a probability distribution (i.e. $a_{1} + \cdots + a_{m} = 1$) we have

$$\sum_{i=1}^{m} a_{i} \log a_{i} \leq C \sum_{i=1}^{m} \sqrt{a_{i}}.$$ 

Applying this lemma, we prove the following result.

Lemma 2. There exists a constant $C$ such that for every $\delta, \sigma, i$ and $j$

$$E_{\delta_{i}, \sigma_{j}} \left[ H(\theta_{2} | \theta_{1}, \xi_{k}) | \theta_{1} = g_{i}, \theta_{2} = g_{j} \right]$$

$$\leq C \sum_{k \to j} \int_{S_{m}} \frac{P_{k} \phi_{i_{k}}^{(d)}(\xi_{k}; \delta_{i_{k}}, \sigma_{j}) \phi_{j_{k}}^{(d)}(\xi_{k}; \delta_{j_{k}}, \sigma_{j})}{P_{j} \phi_{j}^{(d)}(\xi_{j}; \delta_{j}, \sigma_{j})} d\xi_{k}.$$ 

Proof. By Lemma 1 and (3), there exists a constant $C > 0$ such that for any $1 \leq j \leq m$

$$H(\theta_{2} | \theta_{1}, \xi_{k}) \leq C \sum_{k \to j} \sqrt{P(\theta_{2} = g_{k} | \theta_{1}, \xi_{k})}.$$ 

Then from (4) and (5) it follows that

$$E_{\delta_{i}, \sigma_{j}} \left[ H(\theta_{2} | \theta_{1}, \xi_{k}) | \theta_{1} = g_{i}, \theta_{2} = g_{j} \right]$$

$$\leq C \sum_{k \to j} \int_{S_{m}} \frac{P_{k} \phi_{i_{k}}^{(d)}(\xi_{k}; \delta_{i_{k}}, \sigma_{j})}{\phi_{j}^{(d)}(\xi_{j}; \delta_{j}, \sigma_{j})} \int_{S_{m}} \frac{P_{j} \phi_{j_{k}}^{(d)}(\xi_{k}; \delta_{j_{k}}, \sigma_{j})}{\phi_{j}^{(d)}(\xi_{j}; \delta_{j}, \sigma_{j})} d\xi_{k}.$$ 
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\[ C \sum_{i,j} \left( \frac{P_{i} \phi_{i,j}^{(t)}(\xi_{x} ; \xi_{j}, \sigma_{j})}{P_{j} \phi_{i,j}^{(t)}(\xi_{k} ; \xi_{j}, \sigma_{j})} \right)^{1 \over 2} \phi_{i,j}^{(t)}(\xi_{k} ; \xi_{j}, \sigma_{j}) \, d \xi_{k}. \]

Theorem 1. If \( \delta \) and \( \sigma \) are employed and for every \( i, j, \) and \( k \neq j \)

\[ \lim_{t \to \infty} \sum_{k \neq i} \left[ \phi_{i,j}^{(t)}(\xi_{k} ; \xi_{j}, \sigma_{j}) \phi_{i,k}^{(t)}(\xi_{k} ; \xi_{i}, \sigma_{i}) \right]^{1 \over 2} \, d \xi_{k} = 0, \]

then \( P \)-1 obtains the full information on \( \theta_{2} \), i.e. \( I_{1}^{(\infty)}(\delta, \sigma) = H(\theta_{2}). \)

Proof. By Lemma 2 it follows that for every \( t \geq 1 \)

\[ \sum_{i} \sum_{j} \xi_{i,j} P_{i} P_{j} E_{\delta_{i}, \sigma_{j}} \{ H(\theta_{z} \mid \theta_{1}, \xi_{x}) \mid \theta_{1} = \delta_{i}, \theta_{z} = \sigma_{j} \}. \]

\[ \leq C \sum_{i} \sum_{j} \sum_{k \neq i,j} P_{i} P_{j} \phi_{i,j}^{(t)}(\xi_{k} ; \xi_{j}, \sigma_{j}) \phi_{i,k}^{(t)}(\xi_{k} ; \xi_{i}, \sigma_{i}) \left( \frac{\phi_{i,j}^{(t)}(\xi_{k} ; \xi_{j}, \sigma_{j})}{\phi_{i,k}^{(t)}(\xi_{k} ; \xi_{i}, \sigma_{i})} \right)^{1 \over 2} \, d \xi_{k}. \]

Then from (6) it implies the theorem.

2.2. Sufficient conditions under which the full information is obtained when states' sequence is a Markov process.

We suppose that the states' sequence \( s_{t} ; t = 1, 2, \ldots \) is a Markov process, that is, for every \( i, j, t, a_{t} \in A, b_{t} \in A \) and \( s_{t-1} \in S \) there exists a conditional probability \( U_{i,j}^{(t)}(\cdot ; s_{k}, a_{t}, b_{t}) \) on \( \mathcal{B}(S) \) such that for every \( B \in \mathcal{B}(S), \delta_{i}^{(t-1)} \in A_{i}^{(t)} \) and \( a_{t}, b_{t} \)

\[ Q_{i,j}^{(t)}(B \mid \xi_{k,t}, s_{k-1}, \delta_{i}^{(t-1)}, a_{t}, b_{t}) = U_{i,j}^{(t)}(s_{t} \in B \mid s_{k-1}, a_{t}, b_{t}). \]
We denote the density of \( U_{ij}^{(t)}(\cdot; s_{\lambda}, \delta_{ij}, \sigma_{i\nu}) \) by \( u_{ij}^{(t)}(s_{\lambda}; s_{\lambda-1}, \delta_{ij}, \sigma_{i\nu}) \), then the density \( \phi_{ij}^{(t)}(\xi_{ij}^{(t)}; \delta_{ij}^{(t)}, \sigma_{ij}^{(t)}) \) of \( \phi_{ij}^{(0)}(\cdot; \delta_{ij}^{(0)}, \sigma_{ij}^{(0)}) \) is a.s. equal to
\[
\phi_{ij}^{(0)}(s_0) \prod_{\nu=1}^{t} u_{ij}^{(0)}(s_\nu; s_{\nu-1}, \delta_{ij}, \sigma_{ij}) \prod_{\nu=1}^{t} \lambda_{i\nu k}^{(0)}(\delta_{ij}, \sigma_{ij}) \sup_{\delta_{ij} \in S_{ij}} \int_{S_{ij}} \left\{ u_{ij}^{(t)}(s_{\lambda}; s_{\lambda-1}, \delta_{ij}, \sigma_{ij}) \right\} \frac{1}{\lambda_{i\nu k}^{(0)}(\delta_{ij}, \sigma_{ij})} ds_{\lambda},
\]
we have the next result from Theorem 1.

**Theorem 2.** If \( \delta \) and \( \sigma \) are employed and for every \( i, j \) and \( k \neq j \)
\[
\lim_{t \to \infty} \prod_{\nu=1}^{t} \lambda_{i\nu k}^{(\nu)}(\delta_{ij}, \sigma_{ij}) = 0,
\]
then \( P-1 \) obtains the full information on \( \theta_2 \).

**Proof.** Since \( \phi_{ij}^{(t)}(\xi_{ij}^{(t)}; \delta_{ij}^{(t)}, \sigma_{ij}^{(t)}) = \phi_{ij}^{(0)}(s_0) \prod_{\nu=1}^{t} u_{ij}^{(0)}(s_\nu; s_{\nu-1}, \delta_{ij}, \sigma_{ij}) \) a.s., it follows that
\[
\int_{S_{ij}} \phi_{ij}^{(t)}(\xi_{ij}^{(t)}; \delta_{ij}^{(t)}, \sigma_{ij}^{(t)}) \phi_{ij}^{(t)}(\delta_{ij}^{(t)}, \sigma_{ij}^{(t)}) \frac{1}{\lambda_{i\nu k}^{(0)}(\delta_{ij}, \sigma_{ij})} d\xi_{ij} = \int_{S_{ij}} \left\{ u_{ij}^{(t)}(s_\nu; s_{\nu-1}, \delta_{ij}, \sigma_{ij}) \right\} \frac{1}{\lambda_{i\nu k}^{(0)}(\delta_{ij}, \sigma_{ij})} d\xi_{ij},
\]
Thus by Theorem 1 \( P-1 \) gets the full information on \( \theta_2 \).

We say that the Markov process is stationary if for every \( a \), \( b \), \( s \), \( s' \) and \( t \), \( u_{ij}^{(t)}(s' ; s, a, b) = u_{ij}^{(0)}(s' ; s, a, b) \) a.s.

**Corollary.** If the states' sequence is a stationary Markov process and for every \( i, j, k \neq j \)
\[
\sup_{a \in A_i, b \in A_j} \lambda_{i\nu k}^{(0)}(a, b) < 1,
\]
then, employing any strategy, \( P-1 \) can get the full information on \( \theta_2 \).
Proof. By the assumption, for every $\delta$, $\sigma$ and $t$

$$\lambda_{i,j,k}^{(d), t}(\delta_i, \sigma_j) \leq \sup_{a \in A, b \in B} \lambda_{i,j,k}^{(d)}(a, b) < 1,$$

then the result is derived by the theorem.

2.3. Sufficient conditions under which the full information is obtained when states' sequence is a independent process.

We suppose that the states' sequence is independent, that is, for every $i$, $j$, $t$, $a \in A_i$ and $b \in A_j$ there exists a probability $V_{i,j}^{(d)}(\cdot; a, b)$ on $\mathcal{B}(S)$ such that for every $B \in \mathcal{B}(S)$, $Q_{i,j}^{(d), t}, \sigma_i^{(d), t}$ and $\xi_i$

$$Q_{i,j}^{(d), t}(B; \xi_i, \sigma_i^{(d), t}, a, \sigma_j^{(d), t}, b) = V_{i,j}^{(d)}(B; a, b).$$

Denoting the density of $V_{i,j}^{(d), t}(B; a, b)$ by $f_{i,j}^{(d), t}(s_x; a, b)$, one has

$$\phi_{i,j}^{(d), t}(\xi_i, \sigma_i^{(d), t}, \sigma_j^{(d), t}) = \phi_{i,j}^{(d), t}(s_x) \prod_{\nu \in I} f_{i,j}^{(d), t}(s_{\nu}; \xi_{\nu}, \sigma_{\nu}) \quad a.s.$$  

Then we have the following result immediately from Theorem 1.

Theorem 3. If $\delta$ and $\sigma$ are employed and for every $i$, $j$ and $k \neq j$

$$\lim_{t \to \infty} \mathbb{E}_{\nu} \int_{S} \left\{ f_{i,j}^{(d), t}(s_{\nu}; \delta_{i,\nu}, \sigma_{j,\nu}) \cdot f_{i,k}^{(d), t}(s_{\nu}; \delta_{i,\nu}, \sigma_{j,\nu}) \right\} ds_{\nu} = 0,$$

then $P-1$ obtains the full information on $\theta_z$.

We show an application of this theorem.

Example 1. Let $S = \mathbb{R}^2$, $A_i \subset [0, \infty)$ for every $i$, and $f_{i,j}^{(d), t}(s_x; \delta_{i,j}, \sigma_{i,j})$ be a density of a 2-dimensional normal distribution, defined as follows;
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\[
\Sigma_{ij}^{(a)}(x_i, y_i; \delta_{ij}, \sigma_{ij})
= \frac{1}{2\pi \delta_{ij} \sigma_{ij} \sqrt{1-\rho_i^2}} \exp \left[ - \frac{1}{2(1-\rho_i^2)} \frac{\left( x_i - \alpha_{ij} \right)^2}{\delta_{ij}^2} 
- 2 \rho_i \frac{\left( x_i - \alpha_{ij} \right) \left( y_i - \beta_{ij} \right)}{\delta_{ij} \sigma_{ij}} + \frac{\left( y_i - \beta_{ij} \right)^2}{\sigma_{ij}^2} \right].
\]

Let \( \delta_{ijk} = \frac{\alpha_{ij} - \alpha_{ik}}{\delta_{ij}} \) and \( \delta_{ijk} = \frac{\beta_{ij} - \beta_{ik}}{\sigma_{ij}} \). We suppose that \( \rho_i \) is independent of \( \delta_{ij} \) and \( \sigma_{ij} \).

**Proposition 1.** Let \( \delta \) and \( \sigma \) be strategies of P-1 and P-2 respectively. If for every \( i, j \) and \( k \neq j \)
\[
\sum_{i=1}^{\infty} \frac{1}{1 - \rho_k^2} \left\{ \alpha(a)_{yjk}^2 - 2\rho_k \alpha(a)_{yjk} \beta(a)_{yjk} + \beta(a)_{yjk}^2 \right\} = \infty,
\]
then P-1 obtain the full information on \( \theta_x \).

**Proof.** Let \( a_{ijk} = \frac{\alpha_{ij} + \alpha_{ik}}{2} \) and \( b_{ijk} = \frac{\beta_{ij} + \beta_{ik}}{2} \). It follows
\[
\int \{ f_{ij}^{(a)}(x_i, y_i; \delta_{ij}, \sigma_{ij}) f_{ij}^{(a)}(x_i, y_i; \delta_{ij}, \sigma_{ij}) \}^{1/2} \, dx_i \, dy_i
= \frac{1}{2\pi \delta_{ij} \sigma_{ij} \sqrt{1-\rho_i^2}} \exp \left[ - \frac{1}{2(1-\rho_i^2)} \frac{\left( x_i - \alpha_{ij} \right)^2}{\delta_{ij}^2} 
- 2 \rho_i \frac{\left( x_i - \alpha_{ij} \right) \left( y_i - \beta_{ij} \right)}{\delta_{ij} \sigma_{ij}} + \frac{\left( y_i - \beta_{ij} \right)^2}{\sigma_{ij}^2} \right]
\]
\[
+ \frac{1}{4} \alpha(a)_{yjk}^2 + \frac{1}{2} \rho_k \alpha(a)_{yjk} \beta(a)_{yjk} + \frac{1}{4} \beta(a)_{yjk}^2 \right\} \, dx_i \, dy_i
= \exp \left[ - \frac{1}{8(1-\rho_i^2)} \left\{ \alpha(a)_{yjk}^2 - 2\rho_k \alpha(a)_{yjk} \beta(a)_{yjk} + \beta(a)_{yjk}^2 \right\} \right].
\]

- 12 -
Hence

\[ \frac{1}{\pi} \int_{\mathbb{R}^2} \left\{ f_{ij}^{(\nu)}(x, y; \delta_{ij}, \sigma_{ij}) f_{ij}^{(\nu)}(x, y; \delta_{ij}, \sigma_{ij}) \right\} \frac{1}{1 - \rho^2} \, dx \, dy \]

\[ = \exp \left\{ - \frac{1}{8} \sum_{i=1}^d \left( \frac{\alpha_{ij}^2}{1 - \rho^2} - 2 \rho_{ij} \alpha_{ij}^2 \right) \right\}, \]

and we have the result by Theorem 2.

Remarks. (a). Concerning the information on \( \theta_1 \) which may be obtained by P-2 and is equal to the information P-2 can get, we can prove the same results that we have shown with respect to the information on \( \theta_2 \). Defining the information that P-2 gets about \( \theta_1 \) by

\[ I_{2}(\delta, \sigma) \]

(8)

\[ = H(\theta_1) - \sum_i \sum_j \frac{1}{\delta_i} \left( H(\theta_1 | \theta_2, \xi_i) | \theta_1 = \sigma_i, \theta_2 = \sigma_j \right), \]

one has:

Theorem 1'. If \( \delta \) and \( \sigma \) are employed and for every \( i, j \) and \( k \neq i \)

\[ \lim_{\lambda \to \infty} \int_{\Omega_{1,\lambda}} \left\{ \psi_{\lambda i}^{(\theta)}(\xi_j; \delta_{ij}, \sigma_{ij}) \psi_{\lambda k}^{(\theta)}(\xi_j; \delta_{ik}, \sigma_{ik}) \right\} \frac{1}{1 - \rho^2} \, d\xi_j = 0, \]

then P-2 obtains the full information on \( \theta_1 \).

Both in independent case and in Markovian case we can show the same conditions under which P-2 obtains the full information on \( \theta_2 \).

(b). Theorem 1 shows that the probability on the grade set \( G \) does not affect essentially to get the full information. Therefore, even though a player knows little the probability on \( G \), he can get the full information ultimately as long as he does not misjudge
that there is no probability of his opponent's being in some grade when the opponent is in the grade.

2.4. Optimal strategies when states' sequence is independent and is normally distributed.

In the previous subsections we discussed the sufficient conditions under which a player can get the full information on the opponent's grade. However, every player should take account of both the information he gets and the information obtained by his opponent. Thus the object in the game of P-1 is to maximize the following quantity as soon as possible:

\[ I^{d}(\delta, \sigma) = I^{d}_{1}(\delta, \sigma) - I^{d}_{2}(\delta, \sigma). \]

Conversely P-2 wants to minimize the value of \( I^{d}(\delta, \sigma) \) as soon as he can. For each time \( t \) the system can be seen as a 2-person zero sum game, where the sets \( \{ \delta^{d} = (\delta_{1}^{d}, \ldots, \delta_{m}^{d}) \} \) and \( \{ \sigma^{d'} = (\sigma_{1}^{d'}, \ldots, \sigma_{m}^{d'}) \} \) are action spaces of P-1 and P-2 respectively. Hence, for example, if every action space \( A_{i} \) is finite, there exists the game value and exist optimal mixed strategies for both the players. Our problem in the present paper is to study optimal strategies through all time. We define \( \delta^{k} \) and \( \sigma^{k} \) to be optimal strategies for P-1 and P-2 respectively; if

\[ \sup_{\delta} \inf_{\sigma} I^{(\infty)}(\delta, \sigma) = \inf_{\sigma} \sup_{\delta} I^{(\infty)}(\delta, \sigma), \]

\[ = \inf_{\sigma} I^{(\infty)}(\delta^{k}, \sigma) \]
\[ = \sup_{\delta} I^{\text{col}}(\delta, \sigma^2), \]

where \( I^{\text{col}}(\delta, \sigma) = \lim_{\delta \to \infty} I^{(\delta)}(\delta, \sigma). \)

We suppose the states' sequence is independent, \( S = \mathbb{R}^1 \), \( A_i \) is a subset of \((0, \infty)\) for every \( i \), and the probability density of \( s_t = (x_t, y_t) \) is given by

\[
(11) \quad f_{ij}^{(\delta)}(x_t, y_t ; \delta_{ji}, \sigma_{ji}) = \\
\frac{1}{2\pi \delta_{ji} \sigma_{ji} \sqrt{1 - \rho_i^2}} \exp \left\{ - \frac{1}{2(1 - \rho_i^2)} \frac{(x_t - u_i)^2}{\delta_{ji}^2} - 2\rho_i \frac{(x_t - u_i)(y_t - v_i)}{\delta_{ji} \sigma_{ji}} + \frac{(y_t - v_i)^2}{\sigma_{ji}^2} \right\}. 
\]

Lemma 3. If \( \rho_i = \frac{\text{cov} (x_t, y_t)}{\delta_{ji} \sigma_{ji}} \) is independent of \( \delta_{ji} \) and \( \sigma_{ji} \), then \( I^{(\delta)}(\delta, \sigma) \) is independent of \( \delta \).

Proof. For every \( i \) and \( j \)

\[
E_{\delta_{ji} \sigma_{ji}} [ H(\theta_2 | \theta_1, \xi_i) | \theta_1 = \sigma_i, \theta_2 = \sigma_j ] = \\
\int_{\mathbb{R}^d} \left\{ \frac{P_{\delta_{ji} \sigma_{ji}}(\xi_i ; \sigma_i, \sigma_j)}{P_{\delta_{ji} \sigma_{ji}}(\xi_i ; \sigma_i, \sigma_j)} \log \frac{P_{\delta_{ji} \sigma_{ji}}(\xi_i ; \sigma_i, \sigma_j)}{P_{\delta_{ji} \sigma_{ji}}(\xi_i ; \sigma_i, \sigma_j)} \right\} \phi_{\delta_{ji} \sigma_{ji}}^{(\delta)}(\xi_i ; \sigma_i, \sigma_j) \, d\xi_i ,
\]

where

\[
\phi_{\delta_{ji} \sigma_{ji}}^{(\delta)}(\xi_i ; \sigma_i, \sigma_j) = \phi^{(\delta)}(x_o, y_o) \prod_{\nu=1}^k f_{\delta_{ji} \sigma_{ji}}^{(\nu)}(x_{\nu}, y_{\nu} ; \delta_{ji \nu}, \sigma_{ji \nu}).
\]
From (11), letting \( x_\nu = \frac{x_\nu - u_\nu}{\rho_\nu} \) for every \( \nu \), we see \( E_{\delta_1, \xi} \left[ H(\theta_1, \xi) \mid \theta_1 = g_1, \theta_2 = g_2 \right] \) is independent of \( \delta \).

**Theorem 4.** If for every \( t \), \( \rho_\delta \) is independent of \( \delta_1 \) and \( \sigma_\delta \), then for \( \delta, \delta' \) and \( \sigma \)

\[
\text{I}^{(\delta, \sigma)}(\delta_1, \sigma_1) \leq \text{I}^{(\delta', \sigma)}(\delta_1, \sigma_1)
\]

if \( \delta_1 = \cdots = \delta_m \), \( \delta'_1 = \cdots = \delta'_m \) and \( \delta_{1t} \leq \delta_{1k} \) for all \( t \geq 1 \).

**Proof.** From the assumption and Lemma 3, \( \text{I}^{(\delta, \sigma)}_1(\delta_1, \sigma_1) \) is independent of \( \delta \). Thus we treat only \( \text{I}^{(\delta, \sigma)}_2(\delta_2, \sigma_2) \). Denote \( \delta_\sigma = \delta_1 \). Since \( \delta_1 = \cdots = \delta_m \), we have

\[
\sum_i \sum_k \left\{ \frac{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)}{\sum_{i} P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)} \log \frac{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)}{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)} \right\}
\]

Putting \( x_\nu = \frac{x_\nu - u_\nu}{\delta_0 \nu} \) and \( y_\nu = \frac{y_\nu - v_\nu}{\sigma_0 \nu} \) for every \( \nu, 1 \leq \nu \leq t \), we get

\[
\sum_i \sum_k \left\{ \frac{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)}{\sum_{i} P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)} \log \frac{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)}{P_{\delta_{1i}}(\xi_i; \delta_0, \sigma_0)} \right\}
\]
\[
= \sum_{k} \int_{\mathbb{R}^2} \frac{p_k \phi^{(0)}_k(x_0, y_0)}{2 \sqrt{1 - \rho^2}} \, dx_0 \, dy_0
\]

\[
\cdot \left( \prod_{\nu=1}^{t} \exp\left\{ \frac{-1}{2(1-\rho^2_{\nu})} \left( x^2_{\nu} - 2\rho_{\nu} x_{\nu} y_{\nu} + y^2_{\nu} \right) \right\} \right)
\]

\[
\cdot \log \left\{ \sum_{f} \frac{p_f}{p_k} \prod_{\nu=1}^{t} \exp \frac{u_f - u_k}{\delta_{0\nu}(1-\rho^2_{\nu})} \left( x_{\nu} - \frac{u_f - u_k}{2\delta_{0\nu}} - \rho_{\nu} y_{\nu} \right) \right\} \, d\xi_k.
\]

Putting the integral on \(\mathbb{R}^t \times \mathbb{R}^t (\delta_0, \sigma_f)\), we get for every \(n, 1 \leq n \leq t\),

\[
\delta E_{\delta_0, \sigma_f}^{(t)}(\delta_0, \sigma_f) \over \delta \sigma_0
\]

\[
= \left( \prod_{\nu=1}^{t} \exp\left\{ \frac{-1}{2(1-\rho^2_{\nu})} \left( x^2_{\nu} - 2\rho_{\nu} x_{\nu} y_{\nu} + y^2_{\nu} \right) \right\} \right)
\]

\[
\cdot \left\{ \sum_{f} \frac{p_f}{p_k} \prod_{\nu=1}^{t} \frac{u_f - u_k}{\delta_{0\nu}(1-\rho^2_{\nu})} \left( x_{\nu} - \frac{u_f - u_k}{2\delta_{0\nu}} - \rho_{\nu} y_{\nu} \right) \right\}
\]

\[
/ \left( \sum_{f} \frac{p_f}{p_k} \prod_{\nu=1}^{t} \frac{u_f - u_k}{\delta_{0\nu}(1-\rho^2_{\nu})} \left( x_{\nu} - \frac{u_f - u_k}{2\delta_{0\nu}} - \rho_{\nu} y_{\nu} \right) \right) \, d\xi_t
\]

\[
= \frac{1}{\delta_{0n}} \left( \sum_{f} \frac{p_f c^{(i)}_{f,k}}{1-\rho^2_{\nu}} \left( c^{(i)}_{f,k} - x_n + \rho_{\nu} y_n \right) \right)
\]

\[
\cdot \left( \prod_{\nu=1}^{t} \exp\left\{ \frac{-1}{2(1-\rho^2_{\nu})} \left( x^2_{\nu} - c^{(i)}_{f,k} \right) - 2\rho_{\nu} x_{\nu} y_{\nu} \right\} \right)
\]

\[
/ \left( \sum_{f} \frac{p_f}{p_k} \prod_{\nu=1}^{t} \frac{c^{(i)}_{f,k}}{1-\rho^2_{\nu}} \left( x_{\nu} - \frac{c^{(i)}_{f,k}}{2} - \rho_{\nu} y_{\nu} \right) \right) \, d\xi_t \right),
\]
where \( c_{ik}^{(\nu)} = \frac{u_k - u_i}{\delta_0 + \nu} \). Then it follows

\[
\begin{align*}
\frac{\partial}{\partial \delta_0} & \left( F_{ij}(\delta_0, \sigma_j) \right) \\
& = \frac{1}{\delta_0} \left( \sum\frac{P_l \ c_{ik}^{(m)}}{P_l} \right) \\
& \cdot \prod_{\nu=1}^{t} \exp\left( \frac{-1}{2(1-\rho_{\nu}^2)} \left( (x_{\nu} - c_{ik}^{(\nu)})^2 - 2\rho_{\nu} y_{\nu} (x_{\nu} - c_{ik}^{(\nu)}) + y_{\nu}^2 \right) \right) \\
& \cdot \left( \sum\frac{P_l \ c_{ik}^{(n)}}{1-\rho_{\nu}^2} \prod_{\nu=1}^{t} \exp\left( \frac{c_{ik}^{(\nu)}}{1-\rho_{\nu}^2} - \rho_{\nu} y_{\nu} \right) \right) \\
& / \left( \sum\frac{P_l \ \prod_{\nu=1}^{t} \exp\left( \frac{c_{ik}^{(\nu)}}{1-\rho_{\nu}^2} (x_{\nu} - \frac{c_{ik}^{(\nu)}}{2} - \rho_{\nu} y_{\nu}) \right) }{d\xi_k} \right) \\
& \geq 0.
\end{align*}
\]

Hence for every \( j \) and \( 1 \leq n \leq t \)

\[
\frac{\partial}{\partial \delta_0} \left\{ \sum_{i} \ E_{\delta_0 \sigma_j} \{ H(\theta_1 | \theta_2, \xi_k) | \theta_1 = \sigma_1, \theta_2 = \sigma_j \} \right\} \geq 0.
\]

Thus from (6)

\[
\frac{\partial}{\partial \delta_0} \Gamma^{(t)}(\bar{\delta}, \sigma) \geq 0
\]

for all \( 1 \leq n \leq t \), which implies the theorem.

**Theorem 5.** Let \( A_1 = A_2 = \cdots = A_m = [\alpha, \beta] \subset [0, \infty) \) and every strategy be restricted such as \( \delta_1 = \delta_2 = \cdots = \delta_m \) and \( \sigma_1 = \sigma_2 = \cdots = \sigma_m \).

If \( \rho_\tau \) is independent of \( \delta_\tau \) and \( \sigma_\tau \), then a strategy \( \delta_\tau^* = (\delta_\tau^*, \cdots, \delta_{\tau}^*) \), \( \sigma_\tau^* = \beta \) for all \( \tau \geq 1 \), is optimal for both the players.
Proof. By Lemma 3 and Theorem 4, for any $\delta$ and $\sigma$

$$I^{(t)}(\delta, \sigma) \leq I^{(t)}(\delta^{*}, \delta^{*}) \leq I^{(t)}(\delta^{*}, \delta^{*}) \leq I^{(t)}(\delta^{*}, \sigma)$$

for all $t$.

Thus, since every $\delta$ and $\sigma$ $I^{(t)}(\delta, \sigma)$ converges to $I^{(m)}(\delta, \sigma)$, we have

$$I^{(m)}(\delta, \sigma) \leq I^{(m)}(\delta^{*}, \delta^{*}) \leq I^{(m)}(\delta^{*}, \delta^{*}) \leq I^{(m)}(\delta^{*}, \delta^{*})$$

which implies the theorem.

3. n-person Information games.

3.1. Definition.

We define n-person information games which is an extension of 2-person information games. Let $N = \{1, \ldots, n\}$ be the set of players, $G = \{g_1, \ldots, g_m\}$ be the set of grades with respect to the powers, $P = (p_1, \ldots, p_m)$ be a probability on $G$ such that $P(g_i) = p_i$ and $\sum p_i = 1$, $S$ be the state space which is assumed to be a Borel subset of a finite dimensional Euclidean space, and $A_i$, $(i=1, \ldots, m)$ be the set of all feasible actions of a player being in grade $g_i$.

Let $\theta_l$, $(l = 1, \ldots, n)$ be a parameter on $G$ which shows the grade of the $l$-th player $P-l$. A strategy of $P-l$ being in grade $g_i$ is a sequence of actions $\delta_i(\ell) = (\delta_i(\ell)_1, \delta_i(\ell)_2, \ldots, \delta_i(\ell)_t, \ldots)$, where $\delta_i(\ell)_t$ is an element of $A_i$, for all $t$. Let $\delta_i(\ell) = (\delta_i(\ell)_1, \ldots, \delta_i(\ell)_t, \ldots)$ be the first $t$ subsequence of $\delta_i(\ell)$ and let $\delta(\ell) = (\delta(\ell)_1, \ldots, \delta(\ell)_t, \ldots, \delta(\ell)_m)$ be a grand strategy of $P-l$. Let $g_{il}$, $(l = 1, \ldots, n)$
be a grade of P-l's power and denote m-tuple of their strategies by 
\( \delta(i_1, \ldots, i_n) = (\delta_u(1), \ldots, \delta_u(n)) \) and denote 
\( \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n) = (\delta_{i_1}^{(i_1)}, \ldots, \delta_{i_n}^{(i_n)}) \). Let 
\( \xi_t = (s_0, \ldots, s_t) \in S^{t+1} \) states' sequence up to time \( t \).

We suppose, when players' grades are \( g_{i_1}, \ldots, g_{i_n}, \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n) \) are employed and \( \xi_t \) is observed, a state \( s_t \) at time \( t \) is determined a conditional probability

\[ Q_{i_1}^{(i_1, \ldots, i_n)}(\xi_t; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) \]

on \( B(S) \), which is assumed to be absolutely continuous. Let 
\( \Phi_{i_1}^{(i_1, \ldots, i_n)}(\cdot) \) be a probability on \( B(S) \), which determines the initial state \( s_0 \),
and is assumed to be absolutely continuous. Thus a probability

\[ \Phi_{i_1}^{(i_1, \ldots, i_n)}(\cdot; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) \]  

on \( B(S^{t+1}) \) is derived from \( \Phi_{i_1}^{(i_1, \ldots, i_n)}(\cdot) \) and \( \{Q_{i_1}^{(i_1, \ldots, i_n)}(\cdot; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) \}_{\nu = 1, \ldots, t} \). From the assumptions each 
\( \Phi_{i_1}^{(i_1, \ldots, i_n)}(\cdot; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) \) has a density, which is denoted by

\[ \Phi_{i_1}^{(i_1, \ldots, i_n)}(\xi_t; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) \]. Since every player can not take any action except the elements of feasible actions' set restricted by his power, we define that

\[ \Phi_{i_1}^{(i_1, \ldots, i_n)}(\xi_t; \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n)) = 0 \]

for all \( \xi_t \) if an observed sequence of actions \( \delta^{(i_1, \ldots, i_n)}(i_1, \ldots, i_n) \) of P-l is not an element of \( A^*_j \).

To avoid complexity, we treat only P-l's information about P-n's power. When players' grades are \( g_{i_1}, \ldots, g_{i_n} \) and \( \delta_{i_1}^{(i_1, \ldots, i_n)}, \ldots, \delta_{i_n}^{(i_1, \ldots, i_n)} \) are employed, the expected information that P-l obtains about \( \theta_n \) is defined by

\[ I_1(\theta_n; \delta(i_1, \ldots, i_n)) \]

\[ = H(\theta_n) - E\delta(i_1, \ldots, i_n) \{ H(\theta_n|\theta_1, \xi_1) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n} \} \]

where

\[ E\delta(i_1, \ldots, i_n) \{ H(\theta_n|\theta_1, \xi_1) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n} \} \]

- 20 -
is the conditional expectation of $H(\theta_n | \theta_1, \xi_{k})$ given $g_{i_1}, \ldots, g_{i_n}$ with respect to the probability $\psi_{i_1, \ldots, i_n}^{(\theta)}(\cdot; \delta(i_1, \ldots, i_n))$, and $H(\theta_n | \theta_1, \xi_{k})$ is a conditional entropy of $\theta_n$ given $\theta_1$ and $\xi_{k}$, i.e.

$$H(\theta_n | \theta_1, \xi_{k}) = \sum_{i} -\Pr(\theta_n = g_{i} | \theta_1, \xi_{k}) \log \Pr(\theta_n = g_{i} | \theta_1, \xi_{k}).$$

According to the Bayes' theorem and the theorems on conditional probability, we have for $\theta_1 = g_{i_1}$ and $\delta(i_1, \ldots, i_n)$

$$\Pr(\theta_n = g_{i_n} | \theta_1 = g_{i_1}, \xi_{k}) = \frac{p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n))}{\sum_{f_n} p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n))},$$

where

$$\psi_{i_1, i_n}^{(\theta)}(\xi_{k}; \delta(i_1, \ldots, i_n))$$

$$= \sum_{j_1} \cdots \sum_{j_n} p_{i_1} \cdots \sum_{j_n} p_{i_n}^{\phi_{i_1}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n)),$$

which is a conditional probability density on $\mathcal{B}(S^{fn})$ when $\theta_1 = g_{i_1}$ and $\theta_n = g_{i_n}$ are given and $\delta(i_1, \ldots, i_n)$ is observed. Hence we get

$$\mathbb{E}_{\delta(i_1, \ldots, i_n)}[H(\theta_n | \theta_1, \xi_{k}) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n}]$$

$$= \int_{S^{fn}} \sum_{i_n} p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n))$$

$$\left\{ p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n)) \right\} \left( \sum_{f_n} p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n)) \right)$$

$$\log \frac{\sum_{f_n} p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n))}{p_{i_n}^{\psi_{i_1, i_n}^{(\theta)}}(\xi_{k}; \delta(i_1, \ldots, i_n))}$$

$$\phi_{\delta(i_1, \ldots, i_n)}^{(\theta)}(\xi_{k}; \delta(i_1, \ldots, i_n)) d\xi_{k}.$$

Therefore the expected information on $\theta_n$ obtained by $P$-1 with respect to the grand strategies $\delta(1), \ldots, \delta(n)$ is defined by
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\[ \begin{align*}
I_i^{d}(\theta; \delta(1), \ldots, \delta(n)) &= E_P\{ I_i^{d}(\theta; \delta(i_1, \ldots, i_n)) \} \\
&= H(\theta) - \sum_{i_1}^{\xi} \ldots \sum_{i_n}^{\xi} P_{i_1} \ldots P_{i_n} \\
&\quad \cdot E_{\delta(i_1, \ldots, i_n)}[H(\theta | \theta_1, \xi) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n}] 
\end{align*}\]

It is easy to show that \( I_i^{d}(\theta; \delta(1), \ldots, \delta(n)) \) is nondecreasing for \( t = 1, 2, \ldots \) and \( I_i^{d}(\theta; \delta(1), \ldots, \delta(n)) \leq H(\theta) \). Hence \( \lim_{t \to \infty} I_i^{d}(\theta; \delta(1), \ldots, \delta(n)) = I_i^{\omega}(\theta; \delta(1), \ldots, \delta(n)) \) always exists. We say that P-1 gets the full information on \( \theta \) if \( I_i^{\omega}(\theta; \delta(1), \ldots, \delta(n)) = H(\theta) \). We shall show a sufficient condition under which the full information is obtained.

**Theorem 6.** If for every \( i_1, \ldots, i_n \) and \( j_n \neq i_n \)

\[ \lim_{t \to \infty} \int_{\xi} \sum_{j_n \neq i_n} \{ \psi_{i_1, \ldots, i_n}(\xi; \delta(i_1, \ldots, i_n)) \psi_{i_1, \ldots, i_n}(\xi; \delta(i_1, \ldots, i_n)) \} = 0, \]

then P-1 obtains the full information on \( \theta \).

**Proof.** By Lemma 1 there exists a constant \( C > 0 \) such that

\[ E_{\delta(i_1, \ldots, i_n)}[H(\theta | \theta_1, \xi) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n}] \]

\[ \leq C \sum_{j_n \neq i_n} \{ \Pr(\theta = g_{j_n} | \theta_1 = g_{i_1}, \xi) \} \]

\[ \cdot \psi_{i_1, \ldots, i_n}(\xi; \delta(i_1, \ldots, i_n)) d\xi. \]

Since

\[ P_{i_1} \ldots P_{i_n} \phi_{i_1}^{(d)}(\xi; \delta(i_1, \ldots, i_n)) \]

\[ \leq \psi_{i_1, \ldots, i_n}(\xi; \delta(i_1, \ldots, i_n)), \]
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from (12) and (14) we obtain the conclusion.

Applying this theorem we can show sufficient conditions similar as Theorem 2 and Theorem 3 under which the full information is obtained when the states' sequence is Markovian or is independent.

3.2. Cooperation with respect to information.

Let \( K = \{1, \ldots, k\} \subset N \) be a cooperative group. Considering the cooperation between the players in \( K \), we must not treat only the strategies to be employed, but take account of the information they have. Even though they cooperate each other in some way, they can hardly map out effective strategies without enough information about every player in the group. Therefore we discuss the cooperation from the viewpoint of information and study conditions under which the full information on the opponents to the cooperative group is obtained. We define that the cooperation in a group is to offer each other all information they have about the others and themselves. In the present paper the cooperation is defined to offer the information on their own power, then every player in the group knows the powers of other members. We define the information each of \( K \) gets about \( \theta \) under the cooperation as follows: for \( \delta(1), \ldots, \delta(n) \)

\[
I^*_K(\theta_n; \delta(1), \ldots, \delta(n))
\]  

(16)
\[ H(\theta_n) = E_P \left[ E_{\delta}(i_1, \ldots, i_n) \left[ H(\theta_n | \theta_1, \ldots, \theta_k, \xi_t) \mid \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n} \right] \right], \]

where

\[ E_{\delta}(i_1, \ldots, i_n) \left[ H(\theta_n | \theta_1, \ldots, \theta_k, \xi_t) \mid \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n} \right] = \int \sum_{\delta_{i_1}^{\theta_n}} \left( - \log P(\theta_n = g_{i_n} \mid \theta_1 = g_{i_1}, \ldots, \theta_k = g_{i_k}, \xi_t) \right) \phi_{i_1 \ldots i_n}^{(d)}(\xi_t, \delta(i_1, \ldots, i_n)) d\xi_t \]

and

\[ P(\theta_n = g_{i_n} \mid \theta_1 = g_{i_1}, \ldots, \theta_k = g_{i_k}, \xi_t) = \frac{P_{j_n}^{(d)}(i_1, \ldots, i_n)(\xi_t, \delta(i_1, \ldots, i_n))}{\sum_{j_n} P_{j_n}^{(d)}(i_1, \ldots, i_n)(\xi_t, \delta(i_1, \ldots, i_n))}, \]

where

\[ \phi_{i_1 \ldots i_k}^{(d)}(\xi_t, \delta(i_1, \ldots, i_n)) = \sum_{j_n} E_{j_n \mid \theta_n = g_{i_n}} \phi_{i_1 \ldots i_n}^{(d)}(\xi_t, \delta(i_1, \ldots, i_n)). \]

By the definition each player in \( K \) obtains the same amount of information on \( \theta_n \).

According to the theorems on conditional entropy we obtain

(17) \[ i_{1t}^{(d)}(\theta_n; \delta(1), \ldots, \delta(n)) \leq i_{Kt}^{(d)}(\theta_n; \delta(1), \ldots, \delta(n)) \]

for all \( t = 1, 2, \ldots \) Thus the cooperation brings each member more amount of information than he gets by himself. We show a sufficient condition under which a player in \( K \) can get the full information on \( \theta_n \).

Theorem 7. If for every \( i_1, \ldots, i_n \) and \( j_n \neq i_n \)
\[
\lim_{t \to \infty} \int_{\mathcal{S}^{\text{null}}} \left\{ \psi_{i_1 \cdots i_k i_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \right. \\
\left. \cdot \psi_{i_1 \cdots i_k j_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \right\} \frac{1}{\xi_k} \, d\xi_k = 0,
\]

then every player in K obtains the full information on \( \theta_n \).

Proof. By Lemma 1 there exists a constant \( C > 0 \) such that

\[
E_{\theta_n} \cdots E_{\theta_k} \left[ \frac{\Pr(\theta_n = g_{i_n}, \ldots, \theta_k = g_{i_k}, \theta_1 = g_{i_1}, \ldots, \theta_1 = g_{i_1})}{\mathcal{S}^{\text{null}}} \right]^{\frac{1}{2}}
\]

\[
\leq C \int_{\mathcal{S}^{\text{null}}} \frac{\mathcal{E}_{\theta_1 \cdots \theta_k} \phi_{i_1 \cdots i_k i_n}(\xi_k; \delta(i_1, \ldots, i_n)) \frac{1}{\xi_k}}{\mathcal{E}_{\theta_1 \cdots \theta_k} \phi_{i_1 \cdots i_k i_n}(\xi_k; \delta(i_1, \ldots, i_n))} \frac{1}{\xi_k} \, d\xi_k
\]

\[
\leq C \int_{\mathcal{S}^{\text{null}}} \mathcal{E}_{\theta_1 \cdots \theta_k} \psi_{i_1 \cdots i_k i_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \frac{1}{\xi_k} \, d\xi_k
\]

\[
\leq C \int_{\mathcal{S}^{\text{null}}} \mathcal{E}_{\theta_1 \cdots \theta_k} \psi_{i_1 \cdots i_k i_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \frac{1}{\xi_k} \, d\xi_k
\]

Since

\[
P_{i_{k+1}} \cdots P_{i_{n-1}} \phi_{i_1 \cdots i_k i_n}(\xi_k; \delta(i_1, \ldots, i_n))
\]

\[
\leq \psi_{i_1 \cdots i_k i_n}(\xi_k; \delta(i_1, \ldots, i_n)),
\]

it follows

\[
E_{\theta_1 \cdots \theta_n} \left[ H(\theta_n | \theta_1, \ldots, \theta_k, \xi_k) | \theta_1 = g_{i_1}, \ldots, \theta_n = g_{i_n} \right]
\]

\[
\leq C \int_{\mathcal{S}^{\text{null}}} \mathcal{E}_{\theta_1 \cdots \theta_k} \psi_{i_1 \cdots i_k i_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \psi_{i_1 \cdots i_k j_n}^{(t)}(\xi_k; \delta(i_1, \ldots, i_n)) \frac{1}{\xi_k} \, d\xi_k,
\]

which implies the theorem.

Considering Theorem 6 and Theorem 7, (15) implies (18). Thus
taking account of the inequality of (17), we can say that the cooperation brings every member of the group much more benefits than he gets by himself.


We have defined optimal strategies with respect to the amount of ultimate information. However, in practical games another important problem is how soon one can get the maximum information on the opponents' power. Thus our next problem is to consider optimal strategies with respect to the time to get the maximum information. In the present game the information obtained at each time is not used to modify the strategies. In the next problem we also wish to consider such system that a player can employ the obtained information to determine his action at every time.

The information games can be treated from the viewpoint of learning theory. In the game player's object is to get information about another player, thus he learns some knowledge from the player. On the other hand a learning process of a teacher and a student can be considered as a kind of 2-person cooperative information game, where a optimal strategy of a teacher is a optimal reinforcement to teach the student. Therefore learning processes might be treated as information games.
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