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Abstract

An algorithm is presented which searches all occurrences of a given complete binary tree in another, in running time proportional to the sum of the numbers of their nodes. The algorithm is essentially an application of Knuth-Morris-Pratt's string matching algorithm. An extension to more general tree structures is also described.

1. Introduction

Pattern matching for typical data structures (string, tree, graph etc.) plays an important role in symbolic manipulations [1]. For string matching problems, a number of algorithms have been introduced ([2],[3],[4],[5]). Knuth-Morris-Pratt's string matching algorithm (KMP) [3] is noted among others as the first linear time algorithm. This paper introduces a linear pattern matching algorithm for binary trees, whose basic idea is derived from KMP.

Tree matching algorithm have wide-ranging applications in information processing e.g. automatic algebraic simplification and logical deduction. Figure 1.1 illustrates the example of the use of the tree matching algorithm.

\[ T: \quad \ast \quad 1 \\
\ast \quad 1 \\
a \quad 1 \\
\]

\[ P: \quad x \quad 1 \\
\]

\[ P': \quad \ast \quad x \quad 1 \\
\]

\[ T': \quad \ast \quad + \quad \ast \quad a \quad 1 \quad 1 \quad 1 \\
\]

The binary tree T represents the algebraic expression \((a\ast 1 + 1)\ast 1\) which can be simplified to \(a+1\) using the formula \(x\ast 1 = x\). In order to perform this simplification, it is necessary to find all occurrences of P in T regarding x as a special node that matches to any node of T. An obvious solution is to apply a string matching algorithm by transforming trees to strings. In Fig.1.1, T' and P' are strings which are obtained from T and P by preorder traversing. In fact, \(a1\), which is an occurrence of P', will be found if we apply a string matching algorithm to T' and P'. Unfortunately, however, no other occurrence of pattern P in T can
be detected from $P'$ or $T'$. Such defect is not particular to preorder ordering. It can be easily proved that no matter what representation may be used, extra informations are required in order to disarm this defect. Besides the obvious loss of time which is consumed for tree-string transformations, this fact shows that use of string matching algorithm is not the best solution for the tree matching problem.

The tree matching algorithm which is presented in this paper works on tree structures directly. In KMP, string matching is considered as placing the pattern string (say $x$) over the text string (say $y$) and sliding $x$ to the right. KMP slides $x$ over $y$ as far as possible making use of the information which is constructed by the analysis of $x$. The analysis of $x$ requires $O(|x|)$ time (i.e. time proportional to the length of $x$) and the sliding $x$ over $y$ requires $O(|y|)$ time. Therefore KMP requires $O(|x|+|y|)$ time on a whole. In order to attempt to apply the idea of KMP to tree structures, following problems must be solved.

(i) What information is necessary in order to slide a pattern tree over a text tree efficiently?
(ii) Is the information able to be constructed in linear time?

The tree matching algorithm which is described in this paper solves these problems in the case that the pattern tree is complete binary. The algorithm has two stages just as KMP: pattern analysis and matching between text and pattern.

In Section 2, we introduce the basic data representations as the basis for the discussion of the later section. In Section 3, a linear time algorithm for the analysis of the pattern tree is described. In Section 4, we describe the matching algorithm whose running time is also linear. In Section 5, the matching algorithm is extended to cover text trees which are not necessarily complete.

2. Data Structures

In this section, we introduce the basic data structures and the operations on them. Given a complete binary tree with $2^h - 1$ ($h > 0$) nodes, we represent it by an array $T$ in the following manner.

(i) the root of the tree is stored in $T[1]$.
(ii) the left son and right son of the node which is stored in $T[i]$, are stored in $T[2i]$ and $T[2i+1]$ respectively. That is, the nodes of the tree are stored in level-first order in array. So hereafter let the nodes of a complete binary tree be denoted by their level-first numbers.

We define "compact subtree" which is a suitable unit to our discussion.

**Definition 2.1**

Let $T$ be a complete binary tree. A compact subtree $T(i,j)$
is the tree whose nodes are descendants of \( i \) and numbered less than or equal to \( j \). The node \( i \) is the root of \( T(i,j) \). The node \( j \) is called the bottom of \( T(i,j) \). \(|T(i,j)|\) represents the number of the nodes of \( T(i,j) \). (fig. 2.1)

![Diagram](image)

Using def. 2.1, our tree matching problem can be formally described as follows.

**Problem**

Let \( T \) and \( P \) be complete binary trees. \( T \) is called a text tree and \( P \) is called a pattern tree. Construct an \( O(|T|+|P|) \) algorithm that searches all compact subtrees of \( T \) which is equal to \( P \).

We define three operations which give characteristic positions on compact subtrees.

**Definition 2.2**

(i) \( \text{left}(i,j) = 2^{\left\lfloor \log \frac{j}{i} \right\rfloor} \) \( i \) \( \text{if } (i,j\neq 0) \)

(ii) \( \text{right}(i,j) = 2^{\left\lfloor \log \frac{j}{i} \right\rfloor} \) \( i \) \( \text{if } (i,j\neq 0) \)

(iii) \( \text{fwd}(i,j) = \text{if } \text{left}(i,j) \leq j < \text{right}(i,j) \)

\( \text{then } j + 1 \) \( \text{else } 2^{\text{left}(i,j)} \) \( (i,j\neq 0) \)

These functions are also defined on \( i=0 \) as \( \text{left}(0,j)=j \), \( \text{right}(0,j)=j \) and \( \text{fwd}(0,j)=j \). (fig. 2.2)

![Diagram](image)

**Proposition 2.1**
Let $T$ be a complete binary tree and $T(i,j)$ be a compact subtree of $T$.
(i) If $T(i,k)$ is the minimal complete compact subtree of $T$ which contains $T(i,j)$, then left$(i,j)$ is the leftmost leaf and right$(i,j)$ is the rightmost leaf of $T(i,k)$.
(ii) $T(i,fwd(i,j))$ is a compact subtree which contains $T(i,j)$ and $|T(i,fwd(i,j))| = |T(i,j)| + 1$.

**Corollary**

(i) $\text{left}(i,j) = j$ iff $T(i,k)$ is a complete compact subtree where $j = \text{fwd}(i,k)$.
(ii) $\text{right}(i,j) = j$ iff $T(i,j)$ is a complete compact subtree.

Two auxiliary functions are introduced by the following definition.

**Definition 2.3**

(i) $\text{trans}(i,j) = j - 2^{\lfloor \log_2 j \rfloor - \lfloor \log_2 i \rfloor} \ast (i-1) \ast (i,j \neq 0)$
(ii) $\text{trans}^{-1}(j,1) = (1-j) \ast 2^{-\lfloor \log_2 j \rfloor} + 1 \ast (j,1 \neq 0)$

It can be easily proved that $\text{trans}(i,j) = |T(i,j)|$. $\text{trans}$ is an inverse of $\text{trans}$ in the sense that $\text{trans}^{-1}(j,\text{trans}(i,j)) = i$.

3. Analysis of pattern tree

In this section, we describe the analyzing algorithm which produces information used to speed-up the matching procedure. This algorithm takes a linear time for the size (number of nodes) of pattern tree. We assume that pattern tree is stored in array $P$ and that its size is $m$. First of all, we define five characteristic compact subtrees. These trees supply all necessary informations for the linear matching.

**Definition 3.1**

Candidate tree (C-tree) of the node $j$ is the maximal compact subtree $P(i,k)$ that satisfies following conditions.

(i) $i \neq 1$
(ii) $j = \text{fwd}(i,k)$
(iii) $P(i,k) = P(1,\text{trans}(i,k))$

If there is no such a compact subtree, C-tree for jth node of T is an empty tree. This also holds for def.3.1 to def.3.5. Notice that C-tree for $j$ is unique because there always exists the maximal tree among compact subtrees with the same bottom.

**Definition 3.2**

Success tree (S-tree) of the node $j$ is the maximal compact subtree $P(i,j)$ (i ≠ 1) such that $P(i,j)$ is equal to $P(1,\text{trans}(i,j))$. 
Definition 3.3

Failure tree (F-tree) of the node j is the maximal compact subtree P(i,j) (i ≠ 1) that satisfies following conditions.
(i) P(i,k) = P(1,trans(i,k)) where j = fwd(i,k)
(ii) P[j] = P[trans(i,j)]

Definition 3.4

Right tree (R-tree) of the node j is the maximal compact subtree P(i,k) (i ≠ 1, j = fwd(i,k)) such that P(i,j) is complete and equal to P(1,trans(i,j)).

Definition 3.5

Left tree (L-tree) of the node j is the maximal compact subtree P(i,j) (i ≠ 1) such that P(i,j) is complete and equal to P(1,trans(i,j)).

We define functions which return the root of C,S,F,L or R-tree of a given node.

Definition 3.6

Let X represent 'C','S','F','L' or 'R'. Then, X-root(j)=i iff i is the root of X-tree for j.
If the corresponding tree is an empty one, the value of function is 0. For example, C-root(j)=i if i is the root of C-tree for j th node and C-root(j)=0 if C-tree for j th node is empty.

We define one more convenient function named 'next'.

Definition 3.7

Let X be 'C','S','F','L' or 'R'. Then, 
next(X,j) = trans(X-root(j),j)
next(k) (X,j) = next(next(k-1) (X,j))

Our next task is to construct C,S,F,L and R-tree in a linear time. This can be achieved by utilizing the inductive relations among these trees. Firstly, we show this inductive relations.
The following five propositions show that we are able to find S-,F-,L- and R-tree of the node j if we know C-tree of the node and these four trees of nodes whose numbers are less than j.

Proposition 3.1

Assume that C-tree for j (j>1) is an empty tree. (i.e. C-root(j)=0)
(i) If P[j]=P[1], then S-root(j)=j, F-root(j)=0, L-root(j)=j and R-root(j)=0.
(ii) Otherwise, S-root(j)=0, F-root(j)=j, L-root(j)=0 and R-root(j)=0.

Proposition 3.2
Assume that $C$-root($j$) = $i$ ($i \neq 0$) and that $P[j] = P[\text{trans}(i, j)]$.

(i) $S$-root($j$) = $i$
(ii) $F$-root($j$) = $\text{trans}^{-1}(j, \text{next}(F, \text{trans}(i, j)))$

**Proposition 3.3**

Assume that $C$-root($j$) = $i$ ($i \neq 0$). If left($i, j$) = $j$, then $R$-root($j$) = $i$ else $R$-root($j$) = $\text{trans}^{-1}(j, \text{next}(R, \text{trans}(i, j)))$.

**Proposition 3.4**

Let $i = S$-root($j$). If right($i, j$) = $j$ then $L$-root($j$) = $i$. Otherwise, $L$-root($j$) = $\text{trans}^{-1}(j, \text{next}(L, \text{trans}(i, j)))$.

**Proposition 3.5**

Assume that $C$-root($j$) = $ic$ ($ic \neq 0$) and that $P[j] \neq P[\text{trans}(ic, j)]$.

(i) Let $m$ be the smallest integer which satisfies $P[j] = P[\text{next}(m)(F, j')]$ or $\text{next}(m)(F, j') = 0$, where $j' = \text{trans}(ic, j)$.
Then $S$-root($j$) = $\text{trans}^{-1}(j, \text{next}(m)(F, j'))$.
(ii) $F$-root($j$) = $ic$

If $C, S, F, L$ and $R$-tree of nodes whose numbers are less than or equal to $j$, some $C$-trees of the nodes whose numbers are greater than $j$ are known. The following two definitions and three propositions show this.

**Definition 3.8**

Let $is$ = $S$-root($j$) and $ic$ = $C$-root($j$). $R^3$ is a set nodes, which is constructed as follows.

(i) If right($is, j$) < right($ic, j$), then right($is, j$) + 1 $\in R^3$.
(ii) If $x \in R^3$ and right($R$-root($x, x$)) < right($ic, j$), then right($R$-root($x, x$)) + 1 $\in R^3$. (fig.3.1)

**Definition 3.9**
Let \( i_s = S\text{-}\text{root}(j) \) and \( i_c = C\text{-}\text{root}(j) \). Then, \( i_s \) is a set of nodes and constructed as following.

(i) If \( \text{left}(i_s,j) > \text{left}(i_c,j) \), then \( \text{left}(i_s,j) - 1 \in L^j \).

(ii) If \( x \in L^j \) and \( \text{left}(L\text{-}\text{root}(x),x) > \text{left}(i_c,j) \), then \( \text{left}(L\text{-}\text{root}(x),x) - 1 \in L^j \).

**Proposition 3.6**

Let \( i_s = S\text{-}\text{root}(j) \). If \( i_s = 0 \), then \( C\text{-}\text{root}(2j) = 0 \) and \( C\text{-}\text{root}(2j+1) = 0 \). Otherwise, \( C\text{-}\text{root}(\text{fwd}(i_s,j)) = i_s \).

**Proposition 3.7**

Let \( x \in R^j \) and \( i_c = C\text{-}\text{root}(j) \). Then, \( C\text{-}\text{root}(x) = \text{trans}^{-1}(x, \text{next}(R, \text{trans}(i_c,x))) \).

**Proposition 3.8**

Let \( x \in L^j \) and \( i_c = C\text{-}\text{root}(j) \). If \( L\text{-}\text{root}(x) = 0 \), then \( C\text{-}\text{root}(2x) = 0 \) and \( C\text{-}\text{root}(2x+1) = 0 \). Otherwise, \( C\text{-}\text{root}(\text{fwd}(L\text{-}\text{root}(x),x)) = L\text{-}\text{root}(x) \).

Now we are able to establish the pattern analysis algorithm which constructs \( C-, S-, F-, R- \) and \( L\text{-}\text{tree} \) for a complete binary tree \( T \). The algorithm is based on the inductive relations of \( C, S, F, R, \) and \( L\text{-}\text{tree} \) which are shown by prop.3.1 to prop.3.8. That is, each part of the algorithm corresponds to prop.3.1 to prop.3.8 strictly. This correspondence is as follows.

**prop.3.1** : line 6,7,8  
**prop.3.2** : line 11  
**prop.3.3** : line 16,17  
**prop.3.4** : line 18,19,20  
**prop.3.5** : line 12,13,14,15  
**prop.3.6** : line 22,23  
**prop.3.7** : line 24,25,26,27  
**prop.3.8** : line 28,29,30,31,32  

The algorithm uses five array \( c,s,f,l \) and \( r \) corresponding to the five tree. For example, \( f[j] = F\text{-}\text{root}(j) \) after the algorithm was executed.
Algorithm 3.1

1. \((c[1], s[1], f[1], r[1], l[1]) := (0, 0, 0, 0, 0)\);
2. \((c[2], c[3]) := (0, 0)\);
3. for \(j\) from 2 to \(m\) do
   4. \(i_c := c[j]\);
   5. if \(i_c = 0\)
      then
         6. if \(P[j] = P[1]\)
            then \((s[j], l[j]) := (j, j)\); \((f[j], r[j]) := (0, 0)\)
            else \(f[j] := j\); \((s[j], r[j], l[j]) := (0, 0, 0)\)
      end if
   else
      \(j' := \text{trans}(i_c, j)\);
      if \(P[j] = P[j']\)
         then \(s[j] := i_c\); \(f[j] := \text{trans}^{-1}(j, \text{next}(F, j'))\)
         else \(x := j'\); \(f[j] := i_c\);
            until \(P[x] = P[j]\) or \(x = 0\) do
               \(x := \text{next}(F, x)\)
            end until;
         \(s[j] := \text{trans}^{-1}(j, x)\)
      end if;
      if left(ic, j) = j then \(r[j] := i_c\)
      else \(r[j] := \text{trans}^{-1}(j, \text{next}(R, j'))\)
      end if;
   end if;
   16. if right(ic, j) = j
      then \(l[j] := s[j]\)
      else \(l[j] := \text{trans}^{-1}(j, \text{next}(L, \text{trans}(s[j], j)))\)
      end if
   end if;
   21. \(i_s := s[j]\);
   22. if \(i_s = 0\) then \((c[2j], c[2j+1]) := (0, 0)\)
   23. else \(c[fwd(i_s)] := i_s\)
   end if;
24. \(x := \text{right}(i_s, j) + 1\);
25. while \(x < \text{right}(ic, j)\) do
26. \(c[x] := \text{trans}^{-1}(x, \text{next}(R, \text{trans}(ic, x)))\);
27. \(x := \text{right}(c[x], x) + 1\)
end while;
28. \(x := \text{left}(i_s, j) - 1\);
29. while \(x > \text{left}(ic, j)\) do
30. if \(l[x] = 0\) then \((c[2x], c[2x+1]) := (0, 0)\)
    else \(c[fwd(l[x], x)] := l[x]\)
    end if;
32. \(x := \text{left}(l[x], x) - 1\)
end while
The correctness and complexity of algorithm 3.1 are described by the following theorems.

**Theorem 3.1**

Algorithm 3.1 computes C-tree, S-tree, F-tree, R-tree and L-tree correctly.

**Proof of Theorem 3.1**

Each tree of the node 1 of T is correctly computed at line 1 of algorithm 3.1 by definition of each tree. Assume that $c[j]=C\text{-root}(j)$ at line 4. If $c[j]=0$, then $S\text{-root}(j)$, $F\text{-root}(j)$, $R\text{-root}(j)$ and $L\text{-root}(j)$ are correctly computed by prop.3.1. So, let $c[j]=0$. If $P[j]=P\text{trans}(C\text{-root}(j), j)$, then $S\text{-root}(j)$ and $F\text{-root}(j)$ are correctly computed at line 11 by prop.3.2, otherwise they are also correctly computed at line 12-15 by prop.3.5. $L\text{-root}(j)$ and $R\text{-root}(j)$ are correctly computed at line 16-17 and line 18-19 by prop.3.4 and prop.3.3 respectively. Therefore it is sufficient to prove this theorem if we show $c[j]=C\text{-root}(j)$ at line 4. To show this, we provide the loop invariant (*) at line 4.

(*) $\bigwedge_{k=1}^{1} c[jk] = C\text{-root}(jk)$

where $j_1=j$, $jk=\text{right}(c[jk], jk)+1$ ($1<k<l+1$) and $j_1+1=2\text{left}(c[j1], j1)$. (fig.3.2)

When $j=2$, (*) becomes $c[2]=C\text{-root}(2)$ $c[3]=C\text{-root}(3)$ and this is true since $C\text{-root}(2)=C\text{-root}(3)=0$ by def.3.1 and prop.3.6 and $c[2]=c[3]=0$ at line 2. Now assume that (*) is true for $j$ ($j>1$). If $C\text{-root}(j)=S\text{-root}(j)=0$ and $j<\text{right}(C\text{-root}(j), j)$, then $j+1=\text{fwd}(C\text{-root}(j), j)$. By prop.3.6 $C\text{-root}(j+1)=C\text{-root}(j)$. Hence
(*) is still true after one for-loop traversal. If
\( C \text{-root}(j) = S \text{-root}(j) = 0 \) and \( j = \text{right}(C \text{-root}(j), j) \), then \( j+1 = j2 \) and
\( j1+1 = \text{fwd}(C \text{-root}(j), j) = 2 \text{left}(C[j2], j2) \). Since \( C \text{-root}(j2) = c[j2] \) by hypothesis and
\( C \text{-root}(\text{right}(C \text{-root}(j1), j1)+1) = c[\text{right}(C \text{-root}(j1), j1)+1] \),
\( c[\text{fwd}(C \text{-root}(j), j)] \) is correctly assigned at line 23 by prop. 3.6.
Hence (*) is also true after one for-loop traversal. If
\( C \text{-root}(j) = S \text{-root}(j) = 0 \), then \( j+1 = j2 \), \( 2j = j1 + 1 \),
\( 2j+1 = \text{right}(C \text{-root}(j1+1), j1+1)+1 \) and
\( \text{right}(c[2j]+1, 2j+1)+1 = 2 \text{left}(c[j2], j2) \). Since \( C \text{-root}(j+1) = c[j1+1] \),
\( C \text{-root}(2j) = c[2j] \) and \( C \text{-root}(2j+1) = c[2j+1] \) by hypothesis and
prop. 3.6, (*) is true in this case. If \( C \text{-root}(j) = S \text{-root}(j) \), then
\( R^j \) and \( L^j \) can not be empty. From the construction of \( R^j \) and \( L^j \),
however, (*) is clearly true. Therefore we have established (*) as
the loop invariant for for-loop. From (*), \( c[j] = C \text{-root}(j) \) at
line 4 especially. Hence algorithm 3.1 correctly computes each
tree.

**Theorem 3.2**

Algorithm 3.1 requires \( O(m) \) time.

**Proof of Theorem 3.1**

The algorithm has three loop at line 13, line 25 and line 29
on which the time complexity depends. Let us define two
functions \( G \) and \( H \) in order to evaluate the cost of these three
loops.

\[
G(j) = \sum_{k=1}^{j} |C \text{-tree for } jk|
\]

\[
H(j) = 1
\]

where \( j1 = j \), \( jk = \text{right}(c[jk-1], jk-1)+1 \) \((1 \leq k \leq l+1)\)
\( j1+1 = 2 \text{left}(c[j1], j1) \).

Notice that \( c[jk] = C \text{-root}(jk) \) at line 4 by the loop invariant in
proof of theorem 3.1. Assume that \( x := \text{next}(F, x) \) is executed \( p(j) \)
times at line 14. Then \( G(j) \) decreases by \( p(j)-1 \) at least because
\( p(j) < C \text{-root}(j) := S \text{-root}(j) \) and \( j \) becomes an element of \( C \)-tree for
\( \text{fwd}(S \text{-root}(j), j) \) if \( S \text{-root}(j) \neq 0 \). Therefore \( G(j+1) \leq G(j) - p(j)+1 \).
Hence \( \sum p(j) \leq G(1) - G(m+1) + m \leq m \) since \( G(1) = 0 \) and \( G(m+1) > 0 \). That
is, line 14 is executed at most \( m \) times during the execution of
algorithm 3.1. On the other hand, if the while loops at line 25
and 29 are repeated \( q(j) \) times, then \( H(j+1) \geq H(j) + q(j) \) since at
least \( q(j) \) new \( C \)-trees are added. On a whole,
\( q(j) \leq H(m+1) - H(1) \leq m \) since \( H(m+1) \leq m+1 \) and \( H(1) = 1 \).
Therefore the total cost of the loops at line 13, 25 and 29 is \( O(m) \). Hence
algorithm 3.1 requires \( O(m) \) time.
Matching algorithm

We are going to construct a linear pattern matching algorithm for complete binary trees in this section. We assume that text tree (size n) is stored in array T and pattern tree (size m) is stored in array P. For pattern tree P, we have already its F-tree, L-tree and R-tree in array f, l and r respectively by Algorithm 3.1. C-tree and S-tree are not used in the matching algorithm which we will construct. First of all, we revise the definitions of C-trees and S-trees.

Definition 4.1

C-tree for jth node of T is the maximal compact subtree T(i,k) which satisfies following conditions.
(i) j = fwd (i,k)
(ii) T(i,k) = P(1,trans(i,k))

Definition 4.2

S-tree for jth node of T is the maximal compact subtree T(i,j) which is equal to P(1,trans(i,j)) where trans(i,j)∈m

Since def.3.1 and def.3.2 are the special case that T=P and i=1 in def.4.1 and def.4.2, the revised versions of C-tree and S-tree are the extensions of old ones. From hereafter, we adopt def.4.1 and def.4.2 as the definitions of them. Because we do not utilize C-tree and S-tree of P which are constructed by algorithm 3.1 at all in this section, this causes no confusion. By def.4.1, constructing C-tree for every node of T is equivalent to solving our pattern matching problem. That is, we are searching C-tree T(i,k) such that |T(i,j)|=m and T[j]=P[m] with j=fwd(i,k). From this point of view, algorithm 3.1 is considered to be a matching algorithm between pattern tree and itself by regarding T as P in def.3.1 and def.3.2. Using def.4.1 and def.4.2, prop3.1,3.2 and 3.5 holds with minor changes.

Proposition 4.1

Assume that C-root(j)=0. If T[j]=P[1], then S-root(j)=j. Otherwise, S-root(j)=0.

Proposition 4.2

Assume that C-root(j)=i (i≠0) and that T[j]=P[trans(i,j)]. If trans(i,j)∈m, then S-root(j)=i. Otherwise, S-root(j)=trans⁻¹(j,next(L,trans(i,j))).

Proposition 4.3

Assume that C-root(j)=i (i≠0) and that T[j]≠P[trans(i,j)]. Then, S-root(j)=trans⁻¹(j,next⁺ (F,j')) where j'next⁺(i,j) and l is the smallest integer which satisfies T[j]=P[next⁺ (F,j')] or next⁺(F,j')=0.
Prop. 3.6, 3.7 and 3.8 hold true without any change. Now we show the matching algorithm. This algorithm searches all $T(i,j)$ that is equal to $P$ and prints pair $(i,j)$. As we have mentioned, the matching algorithm is essentially the same as algorithm 3.1. The correspondence between propositions and lines is as follows.

prop.4.1 : line 5
prop.4.2 : line 8
prop.4.3 : line 9, 10, 11
prop.3.6 : line 14, 16
prop.3.7 : line 17, 18, 19, 20
prop.3.8 : line 21, 22, 23, 24, 25, 26

Algorithm 4.1

```plaintext
1   c[1]:=0;
2     for j from 1 to n do
3       ic:=c[j];
4       if ic=0
5           if T[j]=P[1] then s[j]:=j else s[j]:=0 end if
6           j'=trans(ic, j);
7           if T[j]=P[j']
8               then s[j]: =ic; if j'=m then print(ic, j)
9               else x:=j';
10              until T[j]=P[x] or x=0 do
11                 x:=next(F, x)
12              end until;
13              s[j]: =trans^{-1}(j, x)
14           end if;
15       end if;
16     is:=s[j];
17     if is=0 then (c[2j], c[2j+1]):=(0, 0)
18     else
19           if j'=m then is:=trans^{-1}(j, next(L, j')) end if;
20           c[fwd(is, j)]:=is
21     end if;
22     x:=right(is, j)+1;
23     while x<right(ic, j) do
24         c[x]: =trans^{-1}(x, next(R, trans(ic, x)));
25         x:=right(c[x], x)+1
26     end while;
27     x:=left(is, j)-1;
28     while x>left(ic, j) do
29         y:=trans^{-1}(x, next(L, trans(ic, x)));
30         if y=0 then (c[2x], c[2x+1]):=(0, 0)
31         else c[fwd(y, x)]:=y
32     end if;
33     x:=left(c[x], x)-1
34   end while
end for
```
Theorem 4.1

Algorithm 4.1 searches all occurrence of \( T(i,j) \) such that \( T(i,j) = P \) in \( O(n) \) time.

We are able to prove this theorem in quite similar manner supplying the same for-loop invariant and the cost evaluation functions as proof of Theorem 3.1 and Theorem 3.2. We omit the detail.

5. Extension

Algorithm 4.1 can be extended to cover text trees which are not necessarily complete. Assume that a text tree \( T \) with \( n \) nodes is stored in array text in level-first order. lson, rson and parent are arrays such that lson[k], rson[k] and parent[k] are the left son, right son and parent of node \( k \) respectively. (Fig.5.1)

\[
\begin{align*}
\text{parent} & : 0 \ 1 \ 1 \ 2 \ 2 \ 3 \ 5 \ 5 \\
\text{lson} & : 2 \ 4 \ 0 \ 0 \ 6 \ 0 \ 0 \\
\text{rson} & : 3 \ 5 \ 0 \ 0 \ 7 \ 0 \ 0 \\
\end{align*}
\]

\( T \) is embedded to a complete binary tree \( T' \) by two functions \( f:T \rightarrow T' \) and \( f':T' \rightarrow T \). That is, for node \( k \) of \( T \), \( f(k) \) gives the corresponding node of \( T' \) and \( f' \) is the inverse of \( f \). (fig.5.2)

\[
\begin{align*}
\text{parent} & : 0 \ 1 \ 1 \ 2 \ 2 \ 3 \ 5 \ 5 \\
\text{lson} & : 4 \ 5 \ 6 \ 7 \\
\text{rson} & : 8 \ 9 \ 10 \ 11 \\
\end{align*}
\]
The table of $f$ and $f'$ can be constructed in $O(n)$ time in the obvious manner. It is possible to calculate $f'$ for nodes which don not appear in the table but their parents do.

$$f'(k) = \begin{cases} \text{lsn}[f'(k/2)] & \text{if } k \text{ is even} \\ \text{rsn}[f'(k-1/2)] & \text{else} \end{cases}$$

Note that the number of the nodes of $T'$ for which $f'$ is defined is $O(n)$. Now assume that the construction of $C$-tree for $T$ and $P$ proceeds upto $j$th node of $T$ and that $C$-root($j$)=$ic$. Then, using $f$, $T(ic,j)$ is translated to $T'(f(ic),f(j))$. (fig.5.3) That is, $f(j)$ and $f(ic)$ are used instead of $j$ and $ic$ in algorithm 4.1.

Since $T'$ is complete, algorithm 4.1 correctly works for $T'(f(ic),f(j))$ and decides $C$-trees for appropriate nodes of $T'$.

Let us assume that $C$-root($x$)=$y$ for nodes $x$ and $y$ of $T'$. This time $T'(y,x)$ is translated to $T(f'(y),f'(x))$. That is, let $C$-root($f'(x)$)=$f'(y)$ in $T$.

There is a possibility, however, that the corresponding node to $x$ may not exist in $T$ (i.e. $f'(x)=0$). Notice that $f'$ is defined for $x$ since $f'(\text{parent}[x])$ is not zero in algorithm 4.1.) In this case the extended algorithm searches the node $x'$ of $T'$ such that $x<x' \leq \text{right}(y,x)$ and $f'(x') \neq 0$. For such $x'$, $C$-root($f'(x')$)=$f'(y')$ in $T$ where $y'=\text{trans}^{-1}(x',\text{next}(R,\text{trans}(y,x')))$. If there remains the node $x''$ such that $\text{right}(y',x')<x'' \leq \text{right}(y,x)$ and $f'(x'') \neq 0$, then $C$-root($f'(x'')$)=$f'(y'')$ where $y''=\text{trans}^{-1}(x'',\text{next}(R,\text{trans}(y,x'')))$. This process continues until there remains no such $x$. A similar process is performed to the left of $x$ using appropriate L-trees and R-trees. (fig.5.4)
After these processes, the construction of C-tree successfully proceeds to \( j+1 \) th node of \( T \) since all necessary C-trees have been decided and quite a similar loop invariant which is used in the proof of Theorem 3.1 also holds. The time complexity of the extended algorithm is \( O(n) \) since we have only accessed to the nodes of \( T' \) on which \( f' \) is defined. The space complexity is clearly \( O(n) \) from the above data structures.
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