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7. Weierstrass Points on Curves of Fermat Type

Hidetsune Kobayashi (小林英恒)

§1. Introduction

An analytic function defined on a Riemann surface has some poles if this function is not constant valued. Let \( g \) be the genus of the Riemann surface and let \( P \) be a point on this surface such that there is an analytic function having a pole of order \( \nu \) with \( \nu \leq g \) and holomorphic at any other point, then this point \( P \) is called the Weierstrass point.

We calculated the Weierstrass points on the curve of Fermat type:

\[ x_0^n + x_1^n + x_2^n = 0, \]

and obtained all Weierstrass points when \( n = 4, 5, 6, 7 \), where \((x_0, x_1, x_2)\) is a homogeneous coordinate system of the complex projective plane \( \mathbb{P}^2 \). We also obtained the gap sequence and the Weierstrass weight of special Weierstrass points on these curves with \( n \geq 4 \).

These results are obtained by using the Poincaré residue map which is the relation between the rational 2-forms on \( \mathbb{P}^2 \) and abelian differentials on the Riemann surface corresponding to the given curve.

In §2 we describe the method to obtain Weierstrass points by using the Poincaré residue map.
And in §3, we show the algorithm to obtain Weierstrass points and we show the results obtained.

§2. The Poincaré residue map

Let $\mathbb{P}^2$ be the complex projective plane, $(X_0, X_1, X_2)$ be homogeneous coordinates, and let $F(X_0, X_1, X_2)$ be a homogeneous polynomial. The set of all points satisfying the equation

$$F(X_0, X_1, X_2) = 0$$

is called an algebraic curve, and we denote it as $C$. A point $P$ on $C$ is called a singular point if and only if it satisfies the equations

$$\partial F/\partial X_0(P) = \partial F/\partial X_1(P) = \partial F/\partial X_2(P) = 0 .$$

In our work we assume no points on $C$ is singular.

Let $\Omega^2$ be a sheaf of germs of holomorphic 2-forms on $\mathbb{P}^2$, $\Omega^2[C]$ be that of rational 2-forms having a pole of order at most 1 along the curve $C$, and let $\tilde{\Omega}$ be the quotient sheaf $\Omega^2[C]/\Omega^2$, then we obtain the exact sequence of sheaves:

$$0 \to \Omega^2 \to \Omega^2[C] \to \tilde{\Omega} \to 0 .$$

From this exact sequence, we obtain the exact sequence of cohomology groups:

$$0 \to H^0(\mathbb{P}^2, \Omega^2) \to H^0(\mathbb{P}^2, \Omega^2[C]) \to H^0(\mathbb{P}^2, \tilde{\Omega}) \to H^1(\mathbb{P}^2, \Omega^2) \to \cdots .$$

It is known that $H^0(\mathbb{P}^2, \Omega^2) = H^1(\mathbb{P}^2, \Omega^2) = 0$ ([1], p. 118), so we have the exact sequence:
0 \rightarrow H^0(\mathbb{P}^2, \Omega^2[C]) \xrightarrow{\text{P.R.}} H^0(\mathbb{P}^2, \widetilde{\Omega}) \rightarrow 0,

where P.R. is the abbreviation of the Poincaré residue map, and the explicit correspondence will be given in (2.1).

Let \( x = X_1/X_0, \ y = X_2/X_0 \) be affine coordinates and let \( f(x,y) = F(1,x,y) \), then if \( F(X_0,X_1,X_2) \) is a homogeneous polynomial of degree \( n \) and if \( F \) does not coincide to \( X_0 \), then \( f(x,y) \) is a polynomial of degree \( n \).

Hereafter, we assume \( f(x,y) \) is of degree \( n \ (\geq 4) \). Each element of \( H^0(\mathbb{P}^2, \Omega^1[C]) \) is expressed in the affine coordinates \( (x,y) \) as

\[
(g/f)dx \wedge dy,
\]

where \( g(x,y) \) is a polynomial of degree less than or equal to \( n - 3 \). ([1] p. 22). As we are assuming that this curve \( C \) has no singular point,

\[
\partial f/\partial x(P) \neq 0 \text{ or } \partial f/\partial y(P) \neq 0
\]
at any point \( P = (p,q) \) of \( C \). We may assume without loss of generality that \( \partial f/\partial y(P) \neq 0 \). Then by the implicit function theorem, there is a function \( y = y(x) \) such that

\[
f(x,y(x)) = 0
\]

and the domain of definition of \( y(x) \) is a neighborhood of \( p \).

In the neighborhood of \( p \), the Poincaré residue map is

\[
\frac{g}{f} \ dx \wedge dy \longmapsto \frac{g(x,y(x))}{-\partial f/\partial y(x,y(x))} \ dx. \quad (2.1)
\]
We denote \( \omega \) the right hand side of this correspondence. It is easy to see that \( \omega \) is an abelian differential on the curve \( C \).

The order of zero at \( p \) of this \( \omega \) is equal to the number of intersection of \( C \) with the curve \( g(x,y) = 0 \) at this point.

Now we calculate the order of zero at \( p \) of \( \omega \). Let

\[
g(x,y) = b_{00} + b_{10}x + b_{01}y + \ldots + b_{0m}y^m,
\]

\((m = n-3)\)

and let

\[
y(x) = q + a_1(x-p) + a_2(x-p)^2 + \ldots ,
\]

then

\[
g(x,y(x)) = A_0 + A_1(x-p) + A_2(x-p)^2 + \ldots .
\]

**Proposition** \( \omega \) has zero of order \( \nu \) at \( p \) if and only if

\[
A_0 = A_1 = \ldots = A_{\nu-1} = 0.
\]

**Proof.** Omitted.

\(A_0, \ldots, A_{\nu-1}\) are linear forms with variables \( b_{00}, \ldots, b_{0m}\).

We denote \( C(\nu P) \) the maximum number of linearly independent linear forms among \( A_0, \ldots, A_{\nu-1}\).

Let \( H^0(C, \Omega^1[-\nu P]) \) be the set of all abelian differentials having zero at \( P \) of order at least \( \nu \), then the dimension of \( H^0(C, \Omega^1[-\nu P]) \) as a vector space over the field of complex numbers \( \mathbb{C} \) is:
Proposition
\[ \dim_{c} H^0(C, \Omega^1[-\nu P]) = (n-1)(n-2)/2 - C(\nu P). \]

Proof. The space of all polynomials of degree less than or equal to \( n-3 \) is of dimension \( (n-1)(n-2)/2 \), and the dimension of the space of solutions of the equations
\[ A_0 = \ldots = A_{\nu-1} = 0 \]
is \( (n-1)(n-2)/2 - C(\nu P) \).

Q.E.D.

Let \( H^0(C, \mathcal{O}(\nu P)) \) be the space of all analytic function having only one pole of order at most \( \nu \) at \( P \), and let \( \ell(\nu P) \) be the dimension of this space, then by the Riemann-Roch theorem
\[ \ell(\nu P) = \nu + 1 - g + (n-1)(n-2)/2 - C(\nu P). \]

\([1] \text{p. 245}\)

Here, \( g \) is the genus of the curve \( C \) and this coincides with \( (n-1)(n-2)/2 \) because the curve \( C \) is assumed to be nonsingular.

We have
\[ \ell(\nu P) - \ell((\nu-1)P) = C((\nu-1)P) - C(\nu P) + 1. \]  \( (2.2) \)

From this equation, we see
\[ \ell(\nu P) - \ell((\nu-1)P) = 1 \text{ or } 0. \]

If \( \ell(\nu P) - \ell((\nu-1)P) = 1 \), then there is only one analytic function except multiplication of constant number, such that this function has only one pole of order \( \nu \) at \( P \). If this order \( \nu \) is less than or equal to \( g \), then this point \( P \) is called the Weierstrass point.
\[ \mathcal{L}(TP) = \mathcal{L}((\mathcal{V}-1)P) = 1 \text{ if and only if } C((\mathcal{V}-1)P) = C(TP), \]
and if the linear forms with variables \( b_{00}, \ldots, b_{0m}, \]
\( A_0, \ldots, A_{g-1} \)
are not linearly independent, there is a number \( \mathcal{V} \in [\varepsilon, g] \)
such that
\[ C(TP) = C((\mathcal{V}-1)P). \]

From this discussion, we have

**Theorem** Let \( A_0, \ldots, A_{g-1} \) be linear forms obtained from
the expansion around \( P \), and let \( D \) be the determinant of
the matrix consisting of coefficients of the linear forms
\( A_0, \ldots, A_{g-1} \), then \( P \) is a Weierstrass point if and only if
\( D = 0 \).

§3. The algorithm and the results obtained

We use new coordinates \((u,v)\) such that
\[ u = x - p \text{ and } v = y - q. \]
Let \( v \) be a polynomial
\[ v = c_1 u + c_2 u^2 + \ldots + c_{g-1} u^{g-1}, \]
the coefficients \( c_1, \ldots, c_{g-1} \) are determined by the equation
\[ 1 + (u+p)^n + (v+q)^n = 0. \]
We substitute the polynomial
\[ q + c_1 u + c_2 u^2 + \ldots \]
for \( y \), and substitute \( u + p \) for \( x \) in
\[ g(x,y) = b_{00} + b_{10} x + b_{01} y + \ldots + b_{0m} y^m. \]
Then we obtain a polynomial
\[ A_0 + A_1 u + A_2 u^2 + \ldots + A_{g-1} u^{g-1}. \]
Let \( M \) be a \( g \times g \) matrix \( (m_{ij}) \) such that
\[ m_{ij} = \text{the coefficient of } b_j \text{ in } A_{i-1}, \]
where we renamed the variables \( b_{00}, \ldots, b_{0m} \) as \( b_1, \ldots, b_g \).

Finally we calculate the determinant of \( M \) which we denote as \( AX \). Each root of the equation
\[ AX = 0 \]
gives a \( x \)-coordinate of the Weierstrass point.

The polynomial \( AX \) in the table at the last of this section determines the Weierstrass points on the curve
\[ x_0^7 + x_1^7 + x_2^7 = 0. \]
The case \( n = 4, 5, 6 \) are omitted.

The point \((1,0,z)\) with \( z = \sqrt{-1} \), is on the curve
\[ x_0^n + x_1^n + x_2^n = 0. \]

**Theorem ([2].)**

(a) \((1,0,z)\) is a Weierstrass point.

(b) The Weierstrass weight of this point is
\[ \sum_{i=1}^{3} (1+i)(n-2-i)(n-1-i)/2. \]

(c) The gap sequence at \((1,0,z)\) is
\[ \frac{1,2,\ldots,n-2,n+1,\ldots,2n-3,\ldots,kn+1,\ldots,(k+1)n-k-2,\ldots,}{\text{n-2}n-3,\text{n-3}n-k-2,\ldots,}{\text{n-3}n-k-2,\ldots,}{\text{n-3}n-k-2,\ldots,}{\text{n-3}n-k-2,\ldots,}{\text{n-3}n-k-2,\ldots,} \]
\[ \frac{(n-3)n+1}{1}. \]
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