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In what follows, $\epsilon$ denotes any positive number and $c$, with or without suffix, denotes a positive absolute constant.

§1. Introduction and historical survey.

Let $B_k(x)$ denote the $k$-th Bernoulli polynomial, $[x]$ the integral part of $x$, $(x) := x - [x]$ the fractional part of $x$, $P_k(x) := B_k((x))$ the $k$-th periodic Bernoulli polynomial, $\sigma_r(n) := \sum d^n$ the sum of $r$-th powers of divisors of $n$, and define the basic functions $G_{a,k}(x)$ by

$$G_{a,k}(x) := \sum_{n \leq x} a \cdot P_k \left( \frac{x}{n} \right)$$

for real $a$ and $k \in \mathbb{N}$. It was observed by Landau [28] as early as 1920 that the asymptotic relation

$$(1.1) \quad \Delta(x) = -2G_{0,1}(x) + O(1)$$

had been implicit in Dirichlet's work on the divisor problem, where the error term $\Delta(x)$ is defined by

$$\sum_{n \leq x} d(n) = x \log x + (2\gamma - 1)x + \Delta(x),$$

$d(n) = \sigma_0(n)$ and $\gamma = 0.5772\ldots$ being the Euler (-Mascheroni) constant. By (1.1), the Dirichlet divisor problem, viz. the problem of establishing the estimate

$$(1.2) \quad \Delta(x) = O \left( x^{1/4+\epsilon} \right)$$

is equivalent to that of obtaining the estimate

$$(1.3) \quad G_{0,1}(x) = O \left( x^{1/4+\epsilon} \right)$$
The best estimate of $\Delta(x)$ known to date is due to Kolesnik [26]:

(1.4) \[ \Delta(x) = O\left(x^{35/108+\varepsilon}\right), \]

while the best known $\Omega_+ (\text{resp. } \Omega_-)$-result for $\Delta(x)$ is due to Hafner [14] (resp. to Corrádi and Kátai [11]):

(1.5) \[ \Delta(x) = \Omega_+ \left( (\log \log x)^{1/4} (\log \log x)^{3+2\log 2}/4 \exp(-c\sqrt{\log \log \log x}) \right), \]

(1.5') \[ \Delta(x) = \Omega_- \left( x^{1/4} \exp(c(\log \log x)^{1/4}(\log \log \log x)^{-3/4}) \right), \]

and the $\Omega_+$-result of Hafner is again obtained in [16] as a consequence of a general omega theorem.

As a generalization of (1.3), Chowla and Walum [9] conjectured that

(1.6) \[ G_{a,k}(x) = O\left(x^{a/2+1/4+\varepsilon}\right), \]

and proved the special case $a = 1, k = 2$ without $\varepsilon$-factor:

(1.7) \[ G_{1,2}(x) = O\left(x^{3/4}\right). \]

This is rather an astonishing result, as is seen from the following interpretation of Nowak [34]: If one could estimate the discrepancy $D_M(\omega) \mod 1$ of the sequence $\omega = (N/n)$, $n = 1, \ldots, M = \lfloor \sqrt{N} \rfloor$ by

(1.8) \[ D_M(\omega) = O\left(N^{-1/4+\varepsilon}\right), \]

then (1.3) would follow immediately from Koksma's inequality (cf. Hlawka [17], p. 107). Assuming the validity of (1.8) for every integer $M \leq \sqrt{N}$, one could easily infer (1.7).

Another special case $a = 0, k = 2$ of (1.6), which is much harder than (1.7), was again stated by Chowla [10]. Since (1.7) was proved, several attempts have been made in the case $k \geq 2$: 
\[ G_{a,k}(x) = \begin{cases} \frac{x^{a/2+1/4}}{2} & \text{if } a > \frac{1}{2}, \\ \frac{x^{1/2} \log x}{2} & \text{if } a = \frac{1}{2}, \\ \frac{x^{(4a+3)/10}}{2} & \text{if } 0 \leq a < \frac{1}{2}, \end{cases} \]

the last estimate being improved as

\[ G_{a,k}(x) = 0\left(\frac{x^{2/7} \log x}{2}\right) \quad \text{if } 0 \leq a < \frac{1}{2}, \]

where (1.9) is due to Kanemitsu and Sita Rama Chandra Rao [22], and generalizes Walfisz's estimate [52], [53] of \( G_{0,2}(x) \) to the case \( 0 \leq a < \frac{1}{2} \), which improved upon the previous results of Wigert [54], Landau [27], Ramanujan [41] and Landau [29], and where (1.10) is due to Nowak [35], and generalizes Peng's estimate [40] of \( G_{0,2}(x) \) (MacLeod [32],[33] mistakenly attributes [40] to Buchstab).

It should be noted that the papers by MacLeod [32],[33] and Suryanarayana [50], which are relevant to conjecture (1.6), contain errors due to a fallacious estimate given by Segal [44], which, however, Segal [45] himself pointed out to be false:

Defining \( E_1(x) \) by \( \sum_{n \leq x} \sigma(n) = \frac{\zeta(2)}{2} x^2 + E_1(x) \) \( (\sigma(n) = \sigma_1(n)) \),

we find that

\[ \sum_{n \leq x} E_1(n) = \frac{1}{4}(\zeta(2) - 1)x^2 + \frac{x^{5/4}}{2^{3/2} \pi^2} \sum_{n=1}^{\infty} \frac{\sigma(n)}{n^{7/4}} \sin(4\pi \sqrt{nx} - \frac{\pi}{4}) + O(x \log x) \]

in [44], and that the second term is bounded above by \( O\left(\frac{x^{5/4}}{}\right) \), which is not the case because the series is not absolutely convergent, and (1.11) gives the fallacious estimate used both in [32],[33] and [50]:

\[ x G_{0,2}(x) + G_{2,2}(x) = O\left(\frac{x^{5/4}}{}\right). \]

From the other direction, i.e. regarding \( \Omega \)-results, the following has been established or just stated (cf. Kanemitsu and
Sita Rama Chandra Rao [23], [24]):

\[ G_{a,2}(x) = \begin{cases} 
\Omega_+ \left( x^{a/2+1/4} (\log x)^{1/4-a/2} \right) & \text{if } 0 \leq a < \frac{1}{2} \\
\Omega_- \left( x^{a/2+1/4} \exp \left[ c \frac{(\log \log x)^{1/4-a/2}}{(\log \log \log x)^{3/4-a/2}} \right] \right) & \text{if } 0 < a < \frac{1}{2},
\end{cases} \]

(1.12)

\[ \lim \inf_{x \to \infty} x^{-1/4} G_{0,2}(x) = -\infty, \]

(1.13)

\[ G_{1/2,2}(x) = \Omega_+ (x^{1/2} \log x), \]

(1.14)

and

\[ G_{a,2}(x) = \Omega_+ \left( x^{a/2+1/4} \right) & \text{if } \frac{1}{2} < a < \frac{3}{2}, a \neq 1. \]

(1.15)

Among these, (1.15) follows from a theorem of Chandrasekharan and Narasimhan [7] together with our Theorem 1 below, and, combined with (1.9), it provides a complete solution of conjecture (1.6) in the case \( k = 2, \frac{1}{2} < a < \frac{3}{2}, a \neq 1 \). The \( \Omega_+ \)-results in (1.12) and (1.14) are consequences of general theorems of Hafner [16], which also give \( \Omega_+ \)-results for \( G_{a,2}(x) \) when \( -\frac{1}{2} < a < 0 \), when combined with Theorem 1.

In this note we present, without proof, some general omega-theorems which yield, as a simple corollary, \( \Omega_- \)-result in (1.12) and \( \Omega_+ \)-results for \( G_{a,2}(x) \) when \(-2 < a < -\frac{1}{2}\).

Speaking rather dogmatically, I dare say that in analytic number theory there are two very different kinds of arithmetic functions, the difference arising from whether the generating Dirichlet series (if any) satisfy the functional equation with \( A > 0 \) or not (for details, see §2 below). When the generating Dirichlet series satisfy the functional equation with \( A > 0 \), there are two different but not mutually independent ways of obtaining omega-theorems. The one starts from Ingham [18] and has been developed in Corrádi and Kátai [11], Gangadharan [13],
Joris [19],[20], Redmond [43], which give, in general, estimates of type (1.15), and to which our main theorems belong also; the other has been developed in the works of Szegö, Berndt [4], [5],[6], Steinig [49], Hafner [16] (see this paper for more details). The general reference is Chandrasekharan and Narasimhan [7].

Now we refer to conjecture (1.6) on average. The following average results have been obtained:

\[(1.16) \quad \frac{1}{x} \int_1^x G_{a,2}(t)^2 dt = O \left( x^{a+1/2} \right) \quad \text{if} \quad |a| < \frac{1}{2} \]

(Kanemitsu and Sita Rama Chandra Rao [23]), and this has been extended to the more general setting by Balakrishnan and Srinivasan [2] and Srinivasan [45] whose theorems provide, in particular,

\[(1.16') \quad \frac{1}{x} \int_1^x G_{a,k}(t)^2 dt = O \left( x^{a+1/2} \right) \quad \text{if} \quad a > -\frac{1}{2} \quad \text{and} \quad k \geq 2 \]

We hope, however, to get an asymptotic formula for \( \int_1^x G_{a,k}(t)^2 dt \) similar to that obtained by Cramér [12] for \( \int_1^x \Delta^2(t) dt \), and hope to accomplish this through the error function \( R(x,r) \) which is closely related to \( G_{a,k}(x) \). Cf. also Bellman [3; 12.5], Chandrasekharan and Narasimhan [8] and Redmond [42].

§2. Statement of results

2.1. To state Theorem 1 let us first introduce some further notation. For \( b > 0, \rho > 0 \) let

\[ P^\rho(x,r,b) = \frac{1}{\Gamma(\rho+1)} \sum_{n \leq x} (x^n - n^b) \sigma_{\rho}(n) - S^\rho((x/n)^b, r, b), \]

\[ R(x,r) = P^1(x,r,r), \]

where the prime on the summation sign means that if \( \rho = 0 \) and \( n = x \), the term \( \sigma_{\rho}(n) \) must be halved, and
$$S^0(x,r,b) = \sum \text{Res}_{\xi} \frac{\Gamma(s)\pi^{-bs}\xi(bs)\xi(bs+r)}{\Gamma(s+\rho+1)} x^{s+\rho},$$

where $\xi$ runs through all the poles of the function described above in the half-plane $\text{Re} \xi > -\rho - 1 - k$, and $k$ is such that

$$k > \left| \frac{-r + 1/2}{2b} \right|,$$

so that, for $r \neq 0, \pm 1$,

$$R(x, r) = \sum_{n \leq x} (x^n - n^r) \sigma_r(n) - \left[ \frac{r}{1-r} \zeta(1-r)x + \frac{r}{1+r} \zeta(1+r)x^{r+1} \right],$$

$$R(x, 1) = \sum_{n \leq x} (x-n) \sigma_{-1}(n) - \left[ \frac{\zeta(2)}{2} x^2 - \frac{1}{2} x \log x + \frac{1}{2} (1 - \gamma \log 2\pi) x - \frac{1}{24} \right],$$

and

$$R(x, 0) = \sum_{n \leq x} (\log \frac{x}{n}) d(n) - \left[ x \log x - 2(\gamma - 1)x + \frac{1}{4} \log x + \frac{1}{2} \log 2\pi \right].$$

(Since, if $r < 0$, we have $R(x, r) = -x^r R(x, -r)$, $-r > 0$, we may restrict ourselves to the case $r \geq 0$).

Now we may state

Theorem 1. Let $\frac{1}{2} \leq r < 3$, $r \neq 0, 1$. Then

$$R(x, r) = -\frac{r}{2} x^{r-1} G_{1-r, 2}(x) + O \left( x^{(2r-1)/4} \right).$$

As a simple consequence of (1.9), (1.10) and Theorem 1, we have

Corollary 1. 

$$R(x, r) = \begin{cases} 
0 \left( x^{(2r-1)/4} \right) & \text{if } 0 < r < \frac{1}{2} \\
0(\log x) & \text{if } r = \frac{1}{2} \\
0 \left( x^{(7r-5)/7} \log x \right) & \text{if } \frac{1}{2} < r \leq 1.
\end{cases}$$

Incidentally, the first two improve upon the so far known best
estimates due to Wilson [55], and the third improves upon the
result of Landau [29]. Chowla’s conjecture (1.2) is equivalent
to the estimation \( R(x, 1) = O(x^{1/4 + \varepsilon}) \) (cf. also §2.3).

2.2. Before stating our main theorems let us introduce the
definition of a general functional equation, essentially due to
(Bochner and) Chandrasekharan and Narasimhan [7]:

Let \( \{a_n\}, \{b_n\} \) be two sequences of complex numbers not all
the terms of which are zero. Let \( \{\lambda_n\}, \{\mu_n\} \) be strictly in-
creasing sequences of positive numbers. Let

\[
\Delta(s) = \prod_{\nu=1}^{N} \Gamma(\alpha_{\nu} s + \beta_{\nu}),
\]

where \( N \in \mathbb{N}, \beta_{\nu} \) are arbitrary complex numbers, \( \alpha_{\nu} > 0 \), and
\( A := \sum_{\nu=1}^{N} \alpha_{\nu} > \frac{1}{2} \). Suppose that

\[
\phi(s) = \sum_{n=1}^{\infty} a_n \lambda_n^{-s} \quad \text{and} \quad \psi(s) = \sum_{n=1}^{\infty} b_n \mu_n^{-s},
\]

each of which converges in some half-plane with finite abscissa
of absolute convergence \( \sigma_{a}^{*} \) and \( \sigma_{b}^{*} \), respectively. Then \( \phi(s) \)
and \( \psi(s) \) are said to satisfy the functional equation \( (\delta \in \mathbb{R}) \)

\[
\phi(s) \Delta(s) = \psi(\delta - s) \Delta(\delta - s)
\]

if there exists in the \( s \)-plane a domain \( \mathcal{D} \), which is the exterior
of a compact set \( \mathcal{X} \), in which there exists a holomorphic function \( \chi \)
with the property

\[
\lim_{|t| \to \infty} \chi(\sigma + it) = 0,
\]

uniformly in any finite interval \( -\infty < \sigma_1 \leq \sigma \leq \sigma_2 < \infty \), and

\[
\chi(s) = \phi(s) \Delta(s) \quad \text{for} \quad \sigma > \sigma_{a}^{*}
\]
\[ \chi(s) = \psi(\delta - s) \Delta(\delta - s) \quad \text{for} \quad \sigma > \sigma_b^* \]

For \( \rho > 0 \), we form the Riesz sum of \( a_n \) of order \( \rho \):

\[ A^\rho(x) = \frac{1}{\Gamma(\rho + 1)} \sum_{\lambda_n \leq x} (x - \lambda_n)^\rho a_n = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(s)\phi(s)}{\Gamma(s+\rho+1)} x^{s+\rho} \, ds, \]

where \( c > 0, c > \sigma_a^* \), and define the residual function

\[ S^\rho(x) = \frac{1}{2\pi i} \int_{\mathcal{C}} \frac{\Gamma(s)\phi(s)}{\Gamma(s+\rho+1)} x^{s+\rho} \, ds, \]

where \( \mathcal{C} \) is the rectangle with vertices at \( c_1 - iR, c_1 + iR, c_2 + iR, c_2 - iR \). Here \( c_1 > 0, c_1 > \sigma_a^* \); \( R \) is so large that the integrand is regular for \( |t| \geq R; c_2 = -(m_0 + \frac{1}{2}), 0 \leq m_0 \in \mathbb{Z} \);

\( m_0 \) is chosen so large that \( \mathcal{C} \) encloses all the singularities of the integrand to the right of \( \sigma = -\rho - 1 - k \), where \( k \) is such that \( k > |\delta/2 - 1/4\Lambda| \), and all the singularities of \( \phi(s) \) lie in \( \sigma > -k \) (so that if \( \rho \) is integral then the integral is simply

\[ \int_{\mathcal{C}} \frac{\phi(s)x^{s+\rho}}{\Gamma(s+1)\ldots(s+\rho)} \, ds, \]

and \( \mathcal{C} \) encloses all the singularities of \( \phi(s) \) and the poles \( 0, -1, \ldots, -\rho \) of \( \Gamma \).

Suppose the following inequalities hold:

\[
\begin{align*}
&\delta + \frac{1}{2} + m_0 > \sigma_b^*, \quad \delta + \frac{1}{2} + m_0 > \text{Re}\left(\frac{\beta_v}{\alpha_v}\right), \\
&\frac{\delta}{2} + \frac{1}{2} + m_0 > \max\left\{\frac{3}{2A}, \frac{\rho + 1/2}{2A}\right\}, \quad \frac{1}{2} + m_0 > \text{Re}\left(\frac{\beta_v - 1}{\alpha_v}\right), \quad 1 \leq v \leq N.
\end{align*}
\]

Then we consider the error term \( P^\rho(x) \) defined by

\[ P^\rho(x) = A^\rho(x) - S^\rho(x) = \frac{1}{2\pi i} \int_{\mathcal{C}_1} \frac{\Gamma(s)\phi(s)}{\Gamma(s+\rho+1)} x^{s+\rho} \, ds, \]

where \( \mathcal{C}_1 \) is a broken line made up of \( c_1 - i\omega, c_1 - iR, c_2 - iR, \)
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\[ c_2 + iR, \quad c_1 + iR, \quad c_1 + i\infty. \]

Theorem 2. Suppose that for any \( x \geq 1 \), the set \( \{ u_n \leq x \} \) contains a subset \( Q = Q_x = \{ u_{n_k} \leq x \mid k = 1, \ldots, N(x) \} \) such that no number \( u^{1/2A}_n \) is expressible as a linear combination of the numbers \( u^{1/2A}_{n_k} \) with coefficients \( \pm 1 \), unless \( u^{1/2A}_n = u^{1/2A}_{n_r} \) for some \( r \), in which case \( u^{1/2A}_n \) has no other representation, and that

\[
(2.2.1) \quad \sum_{u^{1/2A}_{n_k} \leq x} \left| \text{Re} \, b_{n_k} \right| u^{1/2A}_{n_k} \geq c_3 L(x),
\]

for all \( x \geq 1 \), where \( L(x) \) is an increasing, slowly varying function (for the details of the theory of slowly varying functions, see Seneta [46]).

Let

\[
S_x = \left\{ \eta = \left. \left( u^{1/2A}_m + \frac{1}{2A} \sum_{k=1}^{N} r_k u^{1/2A}_{n_k} \right) \left| u^{1/2A}_m = 0, u_1, u_2, \ldots; r_k = 0, \pm 1, \sum_{n=1}^{N} r_k^2 \geq 1 \right. \right\}.
\]

Suppose there exists an \( \tilde{\eta} \in S_x \) such that \( \eta < 1 \). Then

\( \tilde{\eta}(x) = \inf S_x = \min S_x. \)

Suppose there exist constants \( c_4, c_5 > 0 \) such that

\[ c_4 x \leq q(x) \leq \exp \left( c_5 \frac{x}{\log x} \right), \]

where

\[ q(x) = - \log \tilde{\eta}(x) \quad (> 0). \]

Suppose that

\[ N(x) \leq \exp \left( B_2 \frac{x}{\log x} \right), \quad B_2 > 0, \]
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\[
\max_{\mu_n} = o\left(\exp \exp \left( c \frac{x}{\log x} \right) \right),
\]
\[
c_6 := \max\{c_5, 2B'_2\} > 0
\]
\[
Q(x) := \exp \left( c_6 \frac{x}{\log x} \right),
\]
and that there exists an \( n \) such that
\[
(2.2.2) \quad \Re b_n \neq 0.
\]
Then there exists \( c_7 \) such that
\[
\Re P^\alpha(x) = \Omega_{\pm} \left( x^{\delta/2 - 1/4A + (1 - 1/2A)\rho} L(c_7 \log \log x \cdot \log \log \log \log x) \right).
\]
If in (2.2.1) and (2.2.2) we have \( \Im \) in place of \( \Re \), then in the conclusion, we should have \( \Im P(x) \) in place of \( \Re P(x) \).

Theorem 3. Under the suppositions of Theorem 2, let \( \mu_n := A_1 n^b \), \( A_1 > 0 \), \( b > 0 \), \( 2A_1 \epsilon \in \mathbb{N} \). Take \( Q \) as follows: \( Q = Q_x = \{ q^b \mid q \epsilon \mathbb{Q}' \} \), where \( \mathbb{Q}' = \{ \text{square-free integers with prime factors in } \mathbb{P} \} \), where \( P = P_x \) is the set of prime numbers for which there exist constants \( B_1, B_2 > 0 \) such that
\[
B_1 \frac{x}{\log x} \leq \sum_{p \epsilon P_x} 1 < B_2 \frac{x}{\log x},
\]
and take \( L(x) \) as
\[
L(x) := \exp \left( c_\mu \frac{\lambda x}{\log x} \right), \quad 0 < \lambda < 1.
\]
Then there exists \( c_{13} \) such that
\[
\Re P^\alpha(x) = \Omega_{\pm} \left( x^{\delta/2 - 1/4A + (1 - 1/2A)\rho} \exp \left[ c_{13} \frac{(\log \log x)^\lambda}{(\log \log \log x)^{1-\lambda}} \right] \right).
\]
If in (2.2.1) and (2.2.2) we have \( \text{Im} \) in place of \( \text{Re} \), so should do we in the conclusion.

**Corollary 1.** If, in addition to the conditions of the theorem, we suppose that \( \text{Re} \ b_n = \text{Re} \ b(n) \) is a multiplicative function of \( n \) satisfying the inequality

\[
|\text{Re} \ b(p)| \geq c_{14} p^a
\]

for all \( p \in \mathbb{P}_x \) and some \( a \) such that

\[
a > \frac{\delta}{2} + \frac{1}{4A} + \frac{\rho}{2A} - \frac{1}{b},
\]

then there exists \( c_{15} \) such that

\[
\text{Re} \ P^p(x) = \Omega_{+} \left( \frac{\delta - 1 - (1 - \frac{1}{2A}) \rho}{\loglog x} \exp\left( c_{15} \frac{(\loglog x)^{1+b(a-b+1/4A-\rho/2A)} - 1}{\logloglog x} b(\delta/2 + 1/4A + \rho/2A - a) \right) \right).
\]

Here the same proviso as that of Theorem 3 holds also.

**Corollary 2.** Under the notation of §2.1, if

\[
r \geq 0, \rho < r + \frac{1}{2}, m_0 + \frac{1}{2} > \max \left\{ \frac{r}{b}, \frac{r + 2}{2b}, \frac{r + \rho - 1}{2b} \right\},
\]

then we have

\[
p^p(x, r, b) = \Omega_{+} \left( \frac{-x^{1/4} + (b - \frac{1}{2}) \rho}{\loglog x} \exp\left( c_{16} \frac{(\loglog x)^{(1/2 + r - \rho)/2}}{(\loglog x)^{(-3/2 + 2\rho)/2}} \right) \right),
\]

where, more explicitly than in §2.1,

\[
p^p(x, r, b) = \frac{1}{\Gamma(r + 1)} \sum_{n \leq x} (x^n - n^b)^p \sigma_{-r}(n) - \left( \frac{\Gamma(1-r)}{b \Gamma(\frac{1}{b} + \rho + 1)} \right) x^{1-r+bp} - \left( \frac{\Gamma(1+r)}{b \Gamma(\frac{1}{b} + \rho + 1)} \right) x^{1+b-p} + \sum_{n=0}^{m_0} \frac{(-1)^n}{n!} \zeta(b, n) \zeta(1 - n + \rho + 1) x^{b(p-n)}\]
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Incorporating the results deducible from the theorems of Berndt [4], Chandrasekharan and Narasimhan [7], Hafner [16], Steinig [49] and ours, we now state

**Corollary 3.** There exist $c_{17}, c_{18}$ such that

$$R(x,r) = \begin{cases} \Omega_+ \left\{ x^{r/2-1/4} \exp \left( c_{17} \frac{(\log \log x)^{r/2-1/4}}{(\log \log \log x)^{5/2-r/2}} \right) \right\} & (\text{Corollary 2}) \quad r \geq \frac{3}{2} \\ 0(x^{r/2}) & (\text{trivial}) \end{cases}$$

$$R(x,r) = \begin{cases} \Omega_+ \left\{ x(\log x)^{r/2-1/4} \right\} & (\text{Berndt, Hafner, Steinig}) \\ 0(x^{r/2}) & (\text{trivial}) \end{cases} \quad 1 < r < \frac{3}{2}$$

$$R(x,r) = \begin{cases} \Omega_- \left\{ (x \log x)^{r/2-1/4} \right\} & (\text{Berndt, Hafner, Steinig}) \\ \Omega_+ \left\{ x^{r/2-1/4} \exp \left( c_{18} \frac{(\log \log x)^{r/2-1/4}}{(\log \log \log x)^{5/2-r/2}} \right) \right\} & (\text{Corollary 2}) \\ 0\left\{ x^{(7r-5)/7} \log x \right\} & (\text{Nowak}) \end{cases} \quad \frac{1}{2} < r \leq 1$$

$$R(x,\frac{1}{2}) = \begin{cases} \Omega_- (\log \log x) & (\text{Hafner}) \\ 0(\log x) \end{cases}$$

$$R(x,r) = \begin{cases} \Omega_+ \left\{ x^{r/2-1/4} \right\} & (\text{Chandrasekharan and Narasimhan}) \\ 0\left\{ x^{r/2-1/4} \right\} & |r| < \frac{1}{2} \end{cases}$$
2.3. Once one notices that the function $\zeta(bs)\zeta(bs + r)\pi^{-bs}$ satisfies the functional equation, one could obtain a series representation for $P^0(x, r, b)$ appealing to a theorem of Hafner [15]; in particular, a series representation for $R(x, r)$ would follow, which, then, yields a series representation for $G_{1-r, 2}(x)$ in view of Theorem 1. However, our original proof in [23] of the series representation for $G_{1-r, 2}(x)$ is not only elementary and self-contained but can be used e.g. in the investigation of the logarithmic Riesz sum of $\sigma_r(n)$, which is relevant to Chowla's and Walum's conjecture, as will be seen below.

We write

$$L_r(x) = \sum_{n\leq x} \sigma_r(n) \log \frac{x}{n} = \Psi_r(x) + H_r(x),$$

and consider the error term $H_r(x)$, where $\Psi_r(x)$ is the sum of the residues of the function $x^s \zeta(s) \zeta(s - r)/s^2$ at the points $s = 0, r + 1, 1$.

Proposition 1. We have

$$L_{-1}(x) = \frac{\pi^2}{6} x + \frac{1}{4} \log^2 x - a \log x + b - \frac{1}{2x} G_{0, 2}(x) + O(x^{-3/4}),$$

where $a = \frac{1}{2}(\gamma + \log 2\pi)$, $b = -\frac{\gamma}{2} \log 2\pi - \frac{A_1}{2} + \frac{\pi''(0)}{2}$, and $A_1$ is one of generalized Euler constants defined by

$$\zeta(s) = \frac{1}{s - 1} + \gamma + A_1(s - 1) + \ldots,$$

so that Chowla's conjecture is equivalent to the estimation

$$H_{-1}(x) = O(x^{-3/4+\varepsilon}).$$

Since $H_{-1}(x) = x^{-1}R(x, 1) + \int_1^x R(y, 1)y^{-2}dy + O(1)$, one should refer to §2.1 for the known upper estimates of $H_{-1}(x)$. 
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Corollary 1. We have

\[ H_{-1}(x) = \frac{x^{-3/4}}{2^{3/2} \pi^{1/2}} \int_0 (4\pi x) + O(x^{-3/4}), \]

\[ H_{-1}(x) = \Omega_{-1}(x^{-3/4} \log x)^{1/4}, \]

\[ \lim \sup_{x \to \infty} x^{3/4} H_{-1}(x) = +\infty. \]

Proposition 2. We have

\[ \int_1^\infty \frac{R(y,x)}{y^2} dy = b + a - \frac{1}{2} + \frac{\pi^2}{12}, \]

\[ \int_1^\infty \frac{G_{0,2}(y)}{y^2} dy = \frac{2}{3} \sum_{n=1}^\infty \int_n^\infty \frac{P_3(u)}{u^3} du, \]

\[ \int_1^\infty \frac{G_{2,2}(y)}{y^2} dy = \sum_{n=1}^\infty \int_n^\infty \frac{P_3(u)}{u^3} du. \]

Theorem 5. We have

\[ L_0(x) = x \log x + 2(\gamma - 1)x + \frac{1}{4} \log x + \frac{1}{2} \log 2\pi \]

\[ - \frac{G_{1,2}(x)}{x} - \frac{P_1(\sqrt{x}) + 8P_3(\sqrt{x})}{\sqrt{x}} + O(x^{-3/4}). \]

This should be compared with the results of Oppenheim [37] and MacLeod [33].

Proposition 3. We have the identities

\[ \int_1^x \frac{\Delta_1(t)}{t^2} dt = \frac{1}{2} \log 2\pi + \gamma - \frac{3}{2}, \]

where \( \Delta_1(x) = \sum_{n \leq x} (x - n)d(n) - \left[ \frac{1}{2} x^2 \log x + \left( \gamma - \frac{3}{4} \right) x^2 + \frac{X}{4} \right]; \]
\( \zeta(3) = 180 \left( \int_1^\infty \frac{G_{1,2}(t)}{t^2} \, dt - \frac{1}{2} \sum_{n=1}^\infty \int_1^\infty \frac{p_n(u)}{u^3} \, du \right) \)

\[ \int_1^\infty \frac{P_1(\sqrt{t}) + 8P_2(\sqrt{t})}{t^{3/4}} \, dt = 2 \left( \int_1^\infty \frac{P_2(u) - B_2}{u^{3/2}} \, du + 8 \int_1^\infty \frac{P_4(u) - B_4}{u^3} \, du \right) \]

When \( 0 < |r| < 1 \), we can obtain a similar asymptotic formula for \( L_r(x) \).

§3. Possible further developments.

In MacLeod \[32, 33]\ various asymptotic formulas can be found, e.g. defining \( E^a_{-t}(x) \) (\( 0 \leq t \leq a \)) by

\[
E^a_{-t}(x) = \begin{cases} 
\sum_{n \leq x} \frac{\sigma(n)}{n} - \zeta(2)x + \frac{1}{2} \log x & a = t = 1, \\
\sum_{n \leq x} \frac{\sigma_a(n)}{n^t} - \frac{1}{a-t+1} \zeta(a+1)x^{a-t+1} & \text{otherwise},
\end{cases}
\]

Theorem 8, (iv) asserts that

\[
\int_1^x E^1_{-1}(u) \, du = -\frac{1}{2}(\log 2\pi + \gamma)x - \frac{1}{2x}G_{2,2}(x) - \frac{1}{2}G_{0,2}(x) + O(1),
\]

which can be simplified, on using (1.9) (of which he was unaware), as:

\[
(3.1) \quad \int_1^x E^1_{-1}(u) \, du = -\frac{1}{2}(\log 2\pi + \gamma)x - \frac{1}{2}G_{0,2}(x) + O(x^{1/4});
\]

on the other hand, Theorem 4, (b) gives

\[
\int_1^x E^1_{-1}(u) \, du = \sum_{n \leq x} (x-n)\frac{\sigma(n)}{n} - \int_1^x \left[ \zeta(u) - \frac{1}{2} \log u \right] du
\]

\[
(3.2) \quad = \sum_{n \leq x} (x-n)\frac{\sigma(n)}{n} - \frac{\zeta(2)}{2} x^2 + \frac{1}{2}(x \log x - x) + O(1)
\]
\[ = -\frac{1}{2} (\log 2\pi + \gamma)x + R(x, 1) + O(1), \]

so that in studying the error term of \( \int_1^x E_{-1}^1(u) du \), we may use the method of trigonometrical sums to estimate \( G_{0, 2}(x) \) from above, and general omega theorems in \( \S 2.2 \) to estimate \( R(x, 1) \) from below. A similar situation reveals itself also in the study of

\[ \int_1^x E_{-2}^2(u) du = -\frac{1}{2} \zeta(2)x + \frac{1}{12} \log x + G_{4, 2}(x) + \left[ A_1 + \frac{1}{12} \gamma + \frac{1}{2} \zeta(3) \right] + O(x^{-1/4}) \]

\[ = \sum_{n \leq x} (x - n)\sigma_2(n) - \frac{1}{2} \zeta(3)x^2 + \frac{1}{2} \zeta(3). \]

Thus the estimation of the error term for \( \int_1^x E_{-2}^2(u) du \) reduces, on the one hand, to that of \( G_{-1, 2}(x) = O(\log x) \) from above, and, on the other hand, to that of \( \sum_{n \leq x} (x - n)\sigma_2(n) - \left[ \frac{1}{2} \zeta(3)x^2 - \frac{1}{2} \zeta(2)x + \frac{1}{12} \log x + (A_1 + \frac{1}{12} \gamma) \right] \) from below. Actually, the key hindges on Lemma 20 in [33], which gives, with the aid of (1.9), an asymptotic relation between \( G_{a, 2}(x) \) and the error term of the Riesz sum of order 1 of some divisor functions of the form \( \sigma_a(n)n^{-t} \). Once one notices this relation and applies the upper estimation for \( G \) and lower estimation for \( R \) obtainable from general omega theorems, one easily gets a precise asymptotic formula for \( \int_1^x E_{-t}^a(u) du \), which, in general, readily yields an asymptotic formula for \( \sum_{n \leq x} E_{-t}^a(n) \). It seems to me that MacLeod's theorems 6-12 should be examined in the above mentioned way.

Moreover, MacLeod treats only those sums of the form \( \sum_{n \leq x} \sigma_a(n)n^{-t} \) with \( a, t \in \mathbb{Z} \), but we need to consider them with \( a, t \in \mathbb{R} \) to investigate \( G_{a, k}(x) \) for \( 0 \leq a \in \mathbb{R} \).
Nowak [34] considers an analogue to the function \( G_{a,k}(x) \), in the circle problem, i.e., the function \( H_{a,k}(x) = \sum_{n \leq \sqrt{x^2}} (\sqrt{x^2 - n^2})^{a} P_k(\sqrt{x^2 - n^2}) \), and provides a precise series representation for \( H_{1,2}(x) \).

Considering that the divisor problem and the circle problem have been discussed in rather a parallel way, it seems plausible that the consideration of \( H_{a,k} \) for various \( a, k \) might open a new phase in the circle problem, and at least it does not seem absurd to expect that the sum \( \sum_{n \leq x} r(n) \log(x/n) \) appearing in [1] could be treated by a method similar to that used in the proof of results in §2.3, using Nowak's estimate of \( H_{a,k}^* \).

In [36] Nowak obtains another interesting analogue to Chowla's and Walum's conjecture (1.6) in the case of the Piltz divisor problem in three dimension, and sets forth a conjecture relating to the n-dimensional case (\( n > 4 \)). In the three-dimensional, the analogous function to \( G_{a,k}(x) \) above is \( G_{a,b;k}(x) = \sum_{D(x)} n^{a} m^{b} P_k(\frac{x}{nm}) \), where \( D(x) \) stands for the domain \( \frac{1}{2} \leq n \leq x^{1/3}, \quad n < m \leq (x/n)^{1/2} \), and his Theorem estimates \( G_{a,b;k}(x) \) very precisely in the case \( k \geq 2, \quad 2a - 1 \geq b \geq 1 \). The investigation of this function as well as the function \( H_{a,k}(x) \) may enrich the theory.

Smith [47] considers the seemingly relevant sum \( \sum_{n \leq x} (x - n)(g_{n}^{2}) \) to ours, but this seems to belong to another field.

Finally, we note that the most difficult case of (1.6) for \( k = 1 \) has not been studied enough, the obtained estimate [21] is still very weak. It should be possible to obtain as good an estimate as (1.4).
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