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Abstract

In this paper, an architecture of implementing a view support subsystem of a relational DBMS is described by introducing the LUP (Local view Update Processor) concept with the view defining tree. That is, the LUP is a processor handling the translation of update, which initially stays at the root (i.e. the view) and then comes up step by step to a leaf (i.e. a base relation which is used to define the view) of the tree. If all LUP's in the tree succeed in reaching certain leaves, then the update execution will be initiated. The induced structural integrity constraint, the update modification rules and the augmentation rule are introduced as theoretical basis for describing the actions taken by a LUP. The actions of a LUP are described in detail, and the update execution control is also described. It is noted that the formal description of the meaning of a view is essential to define such LUP functions. Two examples are given to demonstrate this architecture. It should be stressed that the behavior of LUP's on the view defining tree just corresponds to a way of implementing the view update translation mechanism.
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1. Introduction

Modern DBMS architecture tends to take the three level construction to provide the physical and the logical data independence as proposed in the ANSI/X3/SPARC report [TSIC78].

In this framework, there are external, conceptual and internal schema which describe the objects in the realms of interest according to the three levels. It is understood that the physical data independence will be achieved by specifying a mapping between the conceptual schema and the internal schema, while the logical data independence will be achieved by specifying a mapping between the external schema and the conceptual schema. However it is said that most of the present commercial or institutional DBMS's hardly provide any external schema views and therefore they provide almost no logical data independence [TSIC77, KIM79].

Usually the external schema consists of the virtual data which are defined in terms of the data in the conceptual schema. It is understood that one of the most serious reasons why the present DBMS's hardly provide any external schema views is that there are many difficulties in defining a mapping between the external schema and the conceptual schema.

In the relational data model, the conceptual schema consists of a set of relations, called base relations, and the external schema consists of relations, called (user's) views, which are derived from the base relations or other views by applying a sequence of the relational algebra operations and
the computing functions such as \texttt{AVERAGE}. Therefore the update to a view is only effected if the update to a view is translatable to the updates to the base relations which define the view and results the intended update result without causing any side-effect. There are at least two main issues in this problem. That is, the first one is to make it clear when and only when the update is translatable. The second one is to make it clear how the translation is done. Of course those two problems are closely connected.

In this paper, we try to make the second problem clear and give a solution to the first problem through the investigation to the second one. In the previous work \cite{MASU79}, we have investigated the first problem particuraly from the semantic point of view and showed that the meaning of a view should essentially be taken into account. Of course this paper stands on this point of view. However the main interest of this paper is to show how the second problem will be made clear from the algorithmic point of view. The new concept, \texttt{LUP}(Local view Update Processor) is introduced as a vehicle of implementing a view support subsystem, by which we can describe the mapping between the external schema and the conceptual schema. The \texttt{LUP} traverses the view defining tree from the lower level to the higher level and translates the update against the view step by step.

The following of this paper consists of as follows: In section 2, how views are defined is reviewed and the view
defining tree is introduced. In section 3, the traditional view update problems are shortly re-examined and see the point why the meaning of a view should be taken into account to discuss those problems. In section 4, the LUP is introduced and an architecture of implementing the view support subsystem is described using the LUP concept with the view defining tree. A few theoretical foundations are given, LUP functions are described in detail, and the update execution under the LUP concept is described. In section 5, two examples of update translation are demonstrated. Section 6 concludes this paper.
2. Views

2.1 Definition

In the relational data model, relationships among attributes of an entity set and the associations between entity sets are represented as relations. As defined in [GODD70], a relation $R(A_1, A_2, \ldots, A_n)$ on $n$ attribute domains $\text{dom}(A_1)$, $\text{dom}(A_2)$, $\ldots$, $\text{dom}(A_n)$ (where $\text{dom}(A_i)$ represents the domain of the attribute $A_i$,) is a finite subset of the direct product $\text{dom}(A_1) \times \text{dom}(A_2) \times \ldots \times \text{dom}(A_n)$. (We call this direct product the domain of $R$ and denote it by $\text{dom}(R)$.)

A relation which is physically realized on a certain storage device such as a disk is called a base relation. A set of base relations with integrity constraints consists of the conceptual schema of a relational database system. A view is a relation derived from the base relations (or other views) by applying a sequence of relational algebra operations and computing functions such as AVERAGE. (However, in this paper, we exclude views derived by computing functions to make our discussion simpler.) A view is a virtual relation and a set of views consists of an external schema of a relational database system.

2.2 View Defining Tree

In order to introduce the view defining tree, let us here review more precisely how views are defined: Originally the following eight operations are introduced as elements of the relational algebra, i.e. four traditional set operations
(the expanded direct product, union, intersection, difference) and other four less traditional operations on relations (projection, join, division, restriction) [GODD72]. However as it is known those eight operations are not mutually independent. Among them we deduce five operation, i.e. the expanded direct product (\( \square \)), union (\( U \)), difference (\( - \)), projection (\( R(A) \)) and restriction (\( R(A \theta B) \)), as a minimal set of operations. The reason of this selection is that the expanded direct product operation is essential to expand a relation, the projection and the restriction operations are essential to restrict a relation in the virtual and the horizontal direction respectively. It is clear that in this framework the \( \theta \)-join of relation \( R \) on domain \( A \) with relation \( S \) on domain \( B \) is defined by \( R(A \theta B)S = (R \boxtimes S)(A \theta B) \) and the division of \( R \) on \( A \) by \( S \) on domain \( B \) is defined by \( R(A \div B)S = R(\overline{A}) - ((R(\overline{A}) \boxtimes S(B)) \setminus R)(\overline{A}) \) [GODD72].

Now, the view defining tree is defined according to the defining expression of the view. For example, let us suppose that there are two base relations \( ED(EMP, DEPT) \) and \( DM(DEPT, MGR) \). In our framework, the natural join of \( ED \) on \( DEPT \) with \( DM \) on \( DEPT \) is defined by \( ED \Join DM = ((ED \Join DM)(DEPT^1 = DEPT^2)) \) \( (EMP \Join DEPT^2 \Join MGR) \), where the superscripted number 1 and 2 are used to distinguish that \( DEPT^1 \) belongs to \( ED \) and \( DEPT^2 \) belongs to \( DM \).

The view defining tree of this view is shown in Fig.1. Notice that the notion of tree was found in [OSMA79].
3. View Update Problems

In this section we shortly review the traditional view update problems and see why the meaning of a view (or a relation) should be introduced to treat those problems. We do it by taking a simple but typical example:

Let the extensions of the base relation ED, DM and the natural join view EDM be as shown in Fig.2. (Those are denoted by ed, dm and edm respectively.)

(a) Suppose one wants to delete a tuple (e1, d1, m1) from the view edm. Then three alternatives are considerable for this update translation: (1) delete the pair (e1, d1) from ed, (2) delete the pair (d1, m1) from dm, (3) delete (e1, d1) and (d1, m1) from ed and dm respectively. But no alternative is adoptable without causing the side-effect.

(b) Suppose one wants to insert a tuple (e5, d3, m4) to edm. To effect this update, one might translate it into two insert statements, each of which inserts the pair (e5, d3) to ed and the pair (d3, m4) to dm respectively. But this translation causes the additive side-effect.

(c) Suppose one wants to delete a tuple (e3, d2, m3) from edm. In this case, any one of the following three alternatives is adoptable: (1) delete the pair (e3, d2) from ed, (2) delete the pair (d2, m3) from dm, (3) delete (e3, d2) and (d2, m3) from ed and dm respectively. But one can not decide uniquely which alternative should be chosen. This is one of the uniqueness problems.
Many investigations have been done to those problems (DATE71, CODD74, CHAM75, STON75, FERN76, PAOL77, DAYA78, BANC79, OSMA79, MASU79). Among them, a semantic aspect of those problems was investigated in [PAOL77, BAMC79 and MASU79]. Particularly, in [MASU79] the "meaning" of a relation was introduced and it played an essential role to characterize the translatable updates. (For example, the meaning of the base relation ED is a semantic nature of it by which we can see that "the employee e1 works in the department d1" as long as the pair (e1, d1) belongs to ED. This is formally denoted by \( M_{ED} \).) The main results there were shown taking EDM as an example:

(a) Let \( M_{ED} \) and \( M_{DM} \) be the formal descriptions of the meaning of the base relations ED and DM respectively. Then the meaning of the natural join EDM is defined by

\[
(E1) \quad (\forall t \in \text{dom}(ED) \times \text{dom}(M)) (M_{EDM}(t) = M_{ED}(t[\text{EMP}\rightarrow \text{DEPT}]) \land M_{DM}(t[\text{DEPT}\rightarrow \text{MGR}])),
\]

Now suppose one wants to delete a tuple \((e1, d1, m1)\) from edm. Then the next statement holds:

\[
(E2) \quad M_{EDM}(e1, d1, m1) \text{ is false if and only if either } M_{ED}(e1, d1) \text{ is false or } M_{DM}(d1, m1) \text{ is false or both.}
\]

If the intention of deleting the tuple \((e1, d1, m1)\) from edm were coming from the fact that the pair \((e1, d1)\) had lost the meaning (i.e. \( M_{ED}(e1, d1) \) is false), then the correct delete statement to be issued against edm should be a delete statement, which is capable of deleting all tuples having \( e1 \) and \( d1 \) as the EMP value and the DEPT value respectively. The
similar arguments hold for other two cases. Therefore the tuple delete requirement of deleting a tuple \((e_1, d_1, m_1)\) from edm was nonsense. As a result, this enables us to characterize the set of all translatable delete statements against EDM.

(b) So far as we are concern with the meaning of a view, the uniqueness problem stated previously does not arise.

(c) However, there exists yet another aspect of the view update problem. (This means that the previous additive side-
\text{(structural)}
effect comes from the nature of the natural join operation.) We note here that the meaning of a relation approach is still essential in the following investigations.
View Support Subsystem

4.1 LUP

LUP (Local view Update Processor) is a vehicle of implementing a view support subsystem of a relational DBMS. Generally, as observed in the previous section, the view update problems are complicated and therefore it seems very difficult to present a simple view update translation mechanism. However, it seems that one can possibly implement a view support subsystem if we first observe what happens when an update against a view is translated, and then identify some principles which rule the translation.

In our approach, a view is defined as a relation derived from the base relations by applying a sequence of five relational algebra operations and the derivation is shown as a tree which root represents the view, which leaves represent the base relations and which intermediate nodes represent certain intermediate relations. (We call the root is in the lowest level and therefore others are in higher level.) Therefore we can follow faithfully how the update against the view will be translatable to the updates to leaves by identifying when the translation is possible and how the translation is done, where we can find the concept of a processor which handles the translation. That is, the LUP is a processor which is allocated to a node, it governs the update translation at this node and can move on the tree. In our architecture, obviously an update is first issued against the root where a LUP stays initially. The general
form of input to a LUP is a quadruple, the precise definition of which is given in section 4.3.1. The LUP output is the translated update statement(s) against its one level higher node(s) if the translation is possible and if not the announcement of the impossibility of translation. The LUP (if necessary the LUP is duplicated.) comes up to the higher node(s) when the translation was succeeded. The same action will be taken until all LUP's in the tree have reached to certain leaves. The precise description of the LUP actions is given in section 4.3.2 and 4.3.3. Next, if all LUP's in leaves succeed in executing updates, then they come down to the root where the expected update result will be obtained. This update execution is described in section 4.4 in detail. It should be noted here that the formal description of the meaning of a view is essentially taken into account in characterizing the LUP function.

As a summary, the LUP concept with the view defining tree is valid particularaly from the following points of view:

(a) The LUP concept with the view defining tree enables us to handle the view update translation just by looking at relations of one level higher and lower. This means that at most a finite number of actions of LUP's are definable (because only five relational operations are used to define the view defining tree and only two types of updates (deletion, insertion) are considered), while those actions are capable enough to handle the translation.
(b) LUP's process the view update translation step by step, which in turn means that the LUP concept with the view defining tree can handle the translation in a unified manner.

(c) The behavior of LUP's on the view defining tree just corresponds to a way of implementing the view update translation mechanism.

4.2 Theoretical Foundations

Before describing the function of LUP's in the following sections, we state a few theoretical foundations which are necessary to describe the function.

4.2.1 Induced Structural Integrity Constraint

Let us suppose that the expanded direct product of relation $R(A_1, A_2, \ldots, A_n)$ and $S(B_1, B_2, \ldots, B_p)$ is defined. Then the following integrity constraint should hold for $R \otimes S$:

(E3) $\forall t, t' \in \text{dom}(R) \times \text{dom}(S) \exists (t, t' \in R \otimes S) \supset ((t[A_1, A_2, \ldots, A_n] \supset t'[B_1, B_2, \ldots, B_p]) \in R \otimes S)$.

Obviously this is induced from the syntactic nature among tuples of the expanded direct product view. Therefore we call this the induced structural integrity constraint of the view.

Now, let us suppose that a tuple delete statement $D$ is issued against the view. By $\text{res}(D, R \otimes S)$, we denote the expected result relation. By $\text{diff}(D, R \otimes S)$, we denote the set of all tuples of the view which should be deleted by $D$, i.e. $\text{diff}(D, R \otimes S) = R \otimes S - \text{res}(D, R \otimes S)$. To effect this tuple deletion, $D$ should be translated into two tuple delete statements $D_R$ and $D_S$ (one of those may be empty) against $R$ and
S respectively. (Here we do not want to say anything about how the translation will be done.) However, the point is that if D were effected, then the update result, res(D, R \times S), should again satisfy the induced structural integrity constraint. That is, the following should hold:

(E4)  \( (\forall t, t' \in \text{dom}(R) \times \text{dom}(S))( (t, t' \in \text{res}(D, R \times S)) \implies ((t[A_1 \cdots A_n]t'[B_1 \cdots B_p]) \in \text{res}(D, R \times S))) \).

Now, the following is almost obvious:

Theorem

A delete statement D against R \times S is translatable to the delete statement(s) against R and/or S (without causing any side-effect) if and only if (E4) holds.

We should note here that there is an exact correspondence between this theorem and the result of the characterization of the translatable delete statement D against R \times S done from the semantic point of view \([\text{MASU79}]\). Because this investigation is valid in the following sections, a short summary is given below:

First, the meaning of R \times S is formally defined by

(E5)  \( (\forall t \in \text{dom}(R) \times \text{dom}(S))(M_{R \times S}(t) \equiv M_R(t[A_1 \cdots A_n]) \land M_S(t[B_1 \cdots B_p])) \).

Second, the tuple delete statement D is issued against R \times S, because every tuple of \text{diff}(D, R \times S) has lost the meaning of R \times S.

Then the following is obtained by (E5) and the particularization rule of the quantification theory:
(E6): \( M_{(R \bowtie S)}^{(D)} \) is false if and only if either \( M_{R}(\text{diff}(D, R \bowtie S) \{ A1 A2 ... An \}) \) is false or \( M_{S}(\text{diff}(D, R \bowtie S) \{ B1 B2 ... Bp \}) \) is false or both.

Therefore the valid delete statement \( D \) against \( R \bowtie S \) should intend to delete either (a) any tuple of \( R \bowtie S \) which projection on \( A1 A2 ... An \) belongs to \( \text{diff}(D, R \bowtie S) \{ A1 A2 ... An \} \), or (b) any tuple of \( R \bowtie S \) which projection on \( B1 B2 ... Bp \) belongs to \( \text{diff}(D, R \bowtie S) \{ B1 B2 ... Bp \} \), or (c) both. It is now clear that a delete statement \( D \) against \( R \bowtie S \) satisfies the induced structural integrity constraint if and only if \( D \) is either one of the above three statements. Notice that if a delete statement satisfies this constraint, then no side-effect occurs.

The same argument holds for insert statements.

4.2.2 Update Modification Rule

Let \( V \) be a view which is associated with a certain intermediate node of a view defining tree. Moreover, let us suppose that the one level lower relation of \( V \) is defined as a restriction \( V(A \theta B) \) of it for certain \( A, B \) and \( \theta \).

Now, suppose a delete statement against \( V \) is \( D \). Then one can modify \( D \) to \( D' \) such that (a) \( \text{diff}(D', V) \supseteq \text{diff}(D, V) \) and (b) \( \text{diff}(D', V) \cap V(A \theta B)) = \text{diff}(D, V) \). This is called a tuple delete statement modification rule. This modification is possible because \( V \) is an intermediate (therefore virtual) relation. However, in order not to cause any side-effect, the modification should be minimal (see section 4.3.2.1).

An example of applying this rule is seen in example 5.1.
For a tuple insert statement \( I \), one can modify \( I \) whenever \( V \) is a direct product view. The rule is called the insert statement modification rule. A simple example of this case is given in Fig. 3, where the tuple insert statement \( I \) of inserting the pair \((3,3)\) to \( R \otimes S \) is modified to the statement of inserting a set of pairs \( \{(1,3), (2,3), (3,3)\} \), by which modification the insertion requirement of inserting a pair \((3,3)\) to the view \( R[A=B]S \) is effected.

4.2.3 Augmentation Rule

This rule is used to modify an insert statement against a projection view. Suppose an insert statement \( I \) is issued against the projection view \( R[A] \). As will be shown in section 4.3.3.4, in principle, \( I \) is not translatable to the insert statement against \( R \) because of the semantic ambiguity. However, when it is possible to determine \( u[A] \) (where \( u \in \text{dom}(R) \)) from \( \text{res}(I, R[A]) \) for any \( t \) in \( \text{diff}(I, R[A]) \) such that \( t = u[A] \), then we can translate \( I \) to an insert statement against \( R \) which realizes the insertion in \( R[A] \).

For example, the statement of inserting a tuple \((e_5, d_3, m_4)\) is translatable to the insertion against \( E[D=D]M \) because the \( \text{DEPT}^1 \) value is always determined by the \( \text{DEPT}^2 \) value. (That is, those two values are always equal.)

4.3 LUP Functions

In this section we describe how LUP's behave.

4.3.1 Preliminaries

We associate a distinguished non-negative integer with
each node of a view defining tree (in a certain order).

(An example is shown in Fig.1, where 0 is associated with the
root and so on.) Generally, node n has one ancestor (i.e.
the node of one level lower) except the root, and at most two
descendant nodes (i.e. the nodes of one level higher). By
\text{anc}(n), we denote the ancestor of node n, and by \text{des}(n), we
denote the descendant of node n. (If there are two descendants,
then by \text{des}_L(n) and \text{des}_R(n), we denote the upper left and the
upper right node of node n.) By rel(n), we denote the relation
defined at node n of the view defining tree. By reldef(n), we
denote the defining expression of rel(n) in terms of its descend-
ant relation(s). By \text{U}(n), we denote the update statement
against rel(n), which is initially given by the user to the
root and may be given by LUP's to the higher node(s).

General form of an input to a LUP is a quadruple (rel
(\text{anc}(n)), rel(n), reldef(n), \text{U}(n)). For example, suppose a
LUP stays at the root of the view EDM defining tree (Fig.1)
and a delete statement D is issued against the view. Then the
input to the LUP is (\phi, edm, EDM=\{E(D=D)M\}(EMP^\text{DEPT}^2\text{MGR}),
D), where \phi denotes an empty relation, i.e. the relevant node
is the root.

The output of the LUP at node n is the translated update
statement(s) against its one level higher node(s) if the trans-
lation is possible and if not the announcement of the impossi-
bility of translation.
4.3.2 Deletions

Suppose a LUP stays at node n and U(n) is a delete statement D. The following states how the LUP functions in this case.

4.3.2.1 The Expanded Direct Product

Suppose \( \text{rel}(n) = \text{rel}(\text{des}_L(n)) \otimes \text{rel}(\text{des}_R(n)) \). Now, two types of inputs to LUP are considerable corresponding to (i) \( \text{anc}(n) = \emptyset \) (i.e. n is the root) and (ii) \( \text{anc}(n) \neq \emptyset \) (i.e. n is an intermediate node).

(i) Case of \( \text{anc}(n) = \emptyset \)

In this case, the input to the LUP is a quadruple \( (\emptyset, \text{rel}(n), \text{rel}(\text{des}_L(n)) \otimes \text{rel}(\text{des}_R(n)), D) \).

**Action D-1-1**

"Check whether (E4) holds. If so, then output the translated update statements \( D_{\text{Lout}} \) and \( D_{\text{Rout}} \) to \( \text{des}_L(n) \) and \( \text{des}_R(n) \) respectively. (One of the outputs may be empty.) \( D_{\text{Lout}} \) and \( D_{\text{Rout}} \) are determined as stated in section 3. In this case the LUP moves to \( \text{des}_L(n)(\text{des}_R(n)) \) whenever \( D_{\text{Lout}} \) (\( D_{\text{Rout}} \)) is not empty. (If both are non empty then the LUP is duplicated and those move to \( \text{des}_L(n) \) and \( \text{des}_R(n) \). Otherwise the LUP announces that the translation is impossible."

(ii) Case of \( \text{anc}(n) \neq \emptyset \)

The input to the LUP is a quadruple \( (\text{rel}(\text{anc}(n)), \text{rel}(n), \text{rel}(\text{des}_L(n)) \otimes \text{rel}(\text{des}_R(n)), D) \).

**Action D-1-2**

"Check whether (E4) holds. If so, then do the same as stated
in Action D-1-1. Otherwise, begin to apply the update modification rule (in section 4.2.2) to D so that the LUP may possibly find out D' which is a minimal modification of D.

(Here the term "minimal" means that there does not exist any other modification D" of D such that res(D", rel(n)) satisfies (E4) and diff(D', rel(n)) ≥ diff(D", rel(n)) ≥ diff(D, rel(n)).)

Thus condition is searched exhaustively. If such D' is found, then do the same as stated in Action D-1-1. Otherwise the LUP announces the impossibility of translation.)

4.3.2.2 Union

Suppose rel(n) = rel(des_L(n)) ∪ rel(des_R(n)).

The formal description of the meaning of rel(n) is defined by

(E7) (∀ t ∈ dom(rel(des_L(n))) × dom(rel(des_R(n)))) (Mrel(n)(t) ≡ Mrel(des_L(n))(t) ∪ Mrel(des_R(n))(t)).

Then the following holds:

(E8) "For any tuple t, Mrel(n)(t) is false if and only if both Mrel(des_L(n))(t) and Mrel(des_R(n))(t) are false."

This means that to effect D against rel(n), all tuples of diff(D, rel(n)) should be deleted both from rel(des_L(n)) and rel(des_R(n)). Let D_Lout and D_Rout be the tuple delete statements against the left and the right descendant relation which deletes diff(D, rel(n)). Those two tuple delete statements are always definable.

Action D-2

"Output D_Lout and D_Rout to des_L(n) and des_R(n) respectively."

The LUP is duplicated and those move to corresponding descend-
ant nodes.

4.3.2.3 Difference

Suppose \( \text{rel}(n) = \text{rel}(\text{des}_L(n)) - \text{rel}(\text{des}_R(n)) \).

The meaning of \( \text{rel}(n) \) is formally defined by

\[
\text{(E9)} \quad ( \forall t \in \text{dom}(\text{rel}(\text{des}_L(n))) \times \text{dom}(\text{rel}(\text{des}_R(n)))) (M_{\text{rel}}(n)(t) \equiv M_{\text{rel}(\text{des}_L(n))}(t) \land \sim M_{\text{rel}(\text{des}_R(n))}(t)).
\]

Then,

\[
\text{(E10)} \quad \text{"For any tuple } t, M_{\text{rel}}(n)(t) \text{ is false if and only if } M_{\text{rel}(\text{des}_L(n))}(t) \text{ is false or } M_{\text{rel}(\text{des}_R(n))}(t) \text{ is true or both."}
\]

This means that to delete a tuple \( t \) from \( \text{rel}(n) \), one can delete \( t \) from \( \text{rel}(\text{des}_L(n)) \) or insert \( t \) to \( \text{rel}(\text{des}_R(n)) \) or doing both simultaneously. There is no mathematical reason to decide which alternative should be chosen. However, notice that those have different meanings. That is, the first one means that \( t \) has lost the meaning of \( \text{rel}(\text{des}_L(n)) \), while the second one means that \( t \) becomes to satisfy the meaning of \( \text{rel}(\text{des}_R(n)) \).

Therefore, essentially the LUP here can not choose arbitrarily and should ask to the user which one should be chosen.

Action D-3

"Ask to the user which alternative should be chosen. According to the answer, the LUP (if necessary it is duplicated) moves to the descendant node(s)."

However, if we do not want to have a LUP-user conversation, then we should give up to translate the delete statement:

Action D-3'

"Announce that the translation is impossible."
Notice again that the LUP should not be allowed to choose an alternative arbitrarily because it may cause semantic inconsistency.

4.3.2.4 Projection

Suppose \( \text{rel}(n) = \text{rel}(\text{des}(n))[A] \), where \( A \) is a list of attributes.

The meaning of \( \text{rel}(n) \) is formally defined by

\[
(E11) \quad (\forall t \in \text{dom}(\text{rel}(n)))(\exists u \in \text{dom}(\text{rel}(\text{des}(n))))
\quad u[A] = t \land M_{\text{rel}(\text{des}(n))}(u).
\]

Then,

\[
(E12) \quad "\text{For any tuple } t, M_{\text{rel}(n)}(t) \text{ is false if and only if for every } u \text{ of } \text{dom}(\text{rel}(n)), \text{ if } u[A] = t \text{ then } M_{\text{rel}(\text{des}(n))}(u) \text{ is false."}"
\]

This means that to delete a tuple \( t \) from \( \text{rel}(n) \), it is sufficiently enough to delete all tuple \( u \) of \( \text{rel}(\text{des}(n)) \) such that \( u[A] = t \). In this case \( D \) is always translatable to \( D_{\text{out}} \) against \( \text{rel}(\text{des}(n)) \) straightforwardly so that it deletes all desired tuples. The LUP takes the following action:

**Action D-4**

"Output \( D_{\text{out}} \) as the delete statement against \( \text{rel}(\text{des}(n)) \) and the LUP moves to \( \text{des}(n) \)."

4.3.2.5 Restriction

Suppose \( \text{rel}(n) = \text{rel}(\text{des}(n))[A \cup B] \), providing \( A \) and \( B \) are union-compatible.

The meaning of it is formally defined by
(E13) \( (\forall t \in \text{dom}(\text{rel}(n)))(M_{\text{rel}(n)}(t) \equiv (t[A] \theta t[B]) \land M_{\text{rel}(\text{des}(n))}(t)) \).

Then,

(E14) "For any tuple \( t \), \( M_{\text{rel}(n)}(t) \) is false if and only if, if \( t[A] \theta t[B] \), then \( M_{\text{rel}(\text{des}(n))}(t) \) is false."

This indicates the translation of \( D \) to the delete statement \( D_{\text{out}} \) against \( \text{rel}(\text{des}(n)) \), which is directly obtained by using the query modification method of [STON75]. The LUF action here is stated as follows:

**Action D-5**

"Output \( D_{\text{out}} \) as the delete statement against \( \text{rel}(\text{des}(n)) \) and the LUF moves to \( \text{des}(n) \)."

### 4.3.3 Insertions

Suppose a LUF stays at node \( n \) and \( U(n) \) is an insert statement \( I \). The following states how the LUF functions in this case.

#### 4.3.3.1 The Expanded Direct Product

Suppose \( \text{rel}(n) = \text{rel}(\text{des}_L(n)) \oplus \text{rel}(\text{des}_R(n)) \).

(i) Case of \( \text{anc}(n) = \phi \)

In this case, the input to the LUF is a quadruple \( (\phi, \text{rel}(n), \text{rel}(\text{des}_L(n)) \oplus \text{rel}(\text{des}_R(n)), I) \). From the meaning point of view, the following is observed.

(E15) "For any \( t \), \( M_{\text{rel}(n)}(t) \) is true if and only if both \( M_{\text{rel}(\text{des}_L(n))}(t[\alpha]) \) and \( M_{\text{rel}(\text{des}_R(n))}(t[\beta]) \) are true."

This means that if we want to insert a tuple \( t \) to \( \text{rel}(n) \), then we should insert \( t[\alpha] \) and \( t[\beta] \) to \( \text{rel}(\text{des}_L(n)) \) and \( \text{rel}(\text{des}_R \)
(n)) respectively, where $\alpha$ and $\beta$ denote the list of all attributes of rel(des$_L$(n)) and rel(des$_R$(n)) respectively.

**Action I-1-1**

"Check whether (E3) holds for res(I, rel(n)). If so, output I$_{Lout}$ and I$_{Rout}$ to des$_L$(n) and des$_R$(n) respectively, where I$_{Lout}$ and I$_{Rout}$ are the statements of inserting diff(I, rel(n)) ($\alpha$) and diff(I, rel(n))($\beta$) to rel(des$_L$(n)) and rel(des$_R$(n)) respectively. The WUP is duplicated and each moves to des$_L$(n) and des$_R$(n) respectively. If not, announce that the translation is impossible."

(ii) Case of anc(n)$\notin$ $\phi$

In this case, the update modification rule is applicable.

The action of WUP is as follows:

**Action I-1-2**

"Check whether (E3) holds for res(I, rel(n)). If so, do the same as stated in Action I-1-1. Otherwise, begin to apply the update modification rule (in section 4.2.2) to I and find out I' which is the minimal modification of I. (The term minimal is defined analogously as did in Action D-1-2: In this case, such I' is always found.) Then do the same as stated in Action I-1-1."

4.3.3.2 Union

Suppose $rel(n) = rel(des_L(n) \cup rel(des_R(n))$. In this case, the following holds from the meaning point of view:
(E16) "For any $t$, $M_{\text{rel}}(n)(t)$ is true if and only if either $M_{\text{rel}}(\text{des}_L(n))(t)$ or $M_{\text{rel}}(\text{des}_R(n))(t)$ or both are true." This means that to effect I against rel(n), \(\text{diff}(I, \text{rel}(n))\) should be inserted in either rel(\text{des}_L(n)) or rel(\text{des}_R(n)) or both. But notice that there is no mathematical reason which alternative should be chosen. This is completely a semantic issue as discussed already in the case of deletion against the difference view. (See section 4.3.2.3.)

**Action I-2**

"Ask to the user which alternative should be chosen. According to the answer, the LUP (if necessary duplicated) outputs the translated insert statement(s) and moves to the relevant descendant node(s)."

If we do not want to have such LUP-user conversation, the following is taken:

**Action I-2'**

"Announce that the translation is impossible."

Notice here that the LUP should not be allowed to choose an alternative arbitrary because it may cause semantic inconsistency.

4.3.3.3 Difference

Suppose $\text{rel}(n) = \text{rel}(\text{des}_L(n)) - \text{rel}(\text{des}_R(n))$.

By (E9) we obtain the following:

(E17) "For any $t$, $M_{\text{rel}}(n)(t)$ is true if and only if $M_{\text{rel}}(\text{des}_L(n))(t)$ is true and $M_{\text{rel}}(\text{des}_R(n))(t)$ is false."
This means that to effect I against rel(n), diff(I, rel(n)) should be inserted in rel(des_L(n)) and it should be deleted from rel(des_R(n)). The insert and the delete statement against those two relations respectively are definable straightforwardly. (We denote those by I_Lout and I_Rout respectively.)

**Action I-3**

"Output I_Lout and I_Rout to des_L(n) and des_R(n) respectively. The LUP is duplicated and each moves to the corresponding descendant node."

4.3.3.4 Projection

Suppose rel(n) = rel(des(n))[A], where A is a list of attributes. By (E11) we have the following:

(E18): "For any t, M_{rel(n)}(t) is true if and only if there exists a tuple u of dom(rel(des(n))) such that u[A] = t and M_{rel(des(n))}(u) is true."

This means that to insert a tuple t in rel(n), the LUP should find out a tuple u satisfying (E18). However, there may not be possible to find out an unique u. The uniqueness is essential because different tuple represents different occurrence of the entities and the relationships among them. Therefore, in principle, insert statements against the projection view is not translatable except the statement to which the augmentation rule is applicable. (See section 4.2.3.) In order to check whether the augmentation rule is applicable, the LUP should see the definition (i.e., intention) of rel(des(n)) in this case. Now the action of the LUP is made clear.
Action I-4

"Check whether the augmentation rule is applicable. If so, output the augmented insert statement I_out and moves to des(n). Otherwise, announce that the translation is impossible."

The problem here deeply relates to the null value issue in a relational data model (CODD75, ZANI77) which is another aspect of the view update problems (MASU79). But here we do not discuss this problem further.

4.3.3.5 Restriction

Suppose \( rel(n) = rel(des(n))(A \cup B) \), providing \( A \) and \( B \) are union-compatible. By (E13), we obtain the following:

(E19) "For any \( t \), \( M_{rel(n)}(t) \) is true if and only if \( t(A) \cup t(B) \) and \( M_{rel(des(n))}(t) \) are true."

This indicates that we can translate I into the insert statement \( I_{out} \), which inserts \( \text{diff}(I, rel(n)) \) to \( rel(des(n)) \), according to the query modification method of (STON75).

Action I-5

"Output \( I_{out} \) to \( rel(des(n)) \) and moves to \( des(n) \)."

4.4 Update Execution

4.4.1 Execution Control

In section 4.1 and 4.3, we have described how LUP's behave. After a certain period of time, if all update translations are succeeded, then all LUP's stay at certain leaves. By the "LUP orbit", we mean a set of all paths, each of which begins at the root and ends at a certain leaf where a LUP reached. Then the LUP orbit consists a subtree of the view defining
tree. (For example, as shown in Fig.4(a), the LUP orbit is the straight line from node 0 to node 4, i.e. the set \((0, 1), (1, 2), (2, 4)\), in Example 1 of section 5.1.) If the LUP orbit is a straight line, then the update execution is straightforwardly done in such a way that first execute the update statement against the leaf relation, and then compute the extension of the view except using the new value of the leaf relation. However, if the LUP orbit is not a straight line but a proper subtree, then LUP's which stay at the upper nodes of a branching node should communicate each other to synchronize the execution of the update statement. For example, in Example 2 of section 5, LUP's at node 3 and 4 should be synchronized in the sense that the restriction operation EDDM \((\text{DEPT}^1 = \text{DEPT}^2)\) is executable after both LUP's come down to node 2. In order to realize the synchronization, we associate a "milestone" at each branching node of the LUP orbit. (In Example 2, as shown in Fig.4(b), node 2 has a milestone.) When a LUP first comes down to the node with a milestone, then the LUP should wait the pair LUP to come down the node. Except synchronization, the execution is done in ordinary manner.

4.4.2 Additive Side-effect Control

The additive side-effect may occur when one wants to insert a set of tuples to a certain view. In our framework, it may happen if there exists a LUP which took Action I-1-2 with the insert statement modification rule. However, we can observe that the rule is essentially necessary to effect a tuple
insertion to a certain view which is derived from an expanded direct product view. The modified insert statement inserts more tuples than those which are inserted by the original statement. The problem here is to investigate how the additionally inserted tuples interact with the view which is derived from the expanded direct product view. (In Example 2 of section 5.2, the quadruple (e4, d3, d3, m4) should be distinguished among the additionally inserted tuples, which causes the additive side-effect because it can pass the restriction EDDM(Dept1 = Dept2).) As investigated in [MASU79], the additive side-effect issue is rather a structural issue than a semantic one in the sense that the additionally inserted tuple has correct meaning. Therefore, whether the use of the insert statement modification rule causes any additive side-effect should be checked exhaustively. That is, when a LUP uses the insert statement modification rule, the LUP associates a star mark(*) to the node (of the LUP orbit) to indicate the use of it. In update execution, LUP's should check whether the additive side-effect occur or not if they come down below the star marked node.
5. Examples

Let us now demonstrate how the update translations are done under the LUP concept with the view defining tree.

5.1 Example 1 -Deletion-

Suppose the view EDM is defined as shown in Fig.1 and the extensions are as given in Fig.2. Suppose a delete statement $D_0$ is issued against edm:

(E20): $D_0$: "Delete every tuple from edm having $d1$ and $m1$ as $DEPT^2$ and MGR value respectively."

Initially, a LUP stays at node 0 and then translate $D_0$ to $D_1$, which is the delete statement against $e(d= d)m$, and moves to node 1 (Action D-4):

(E21) $D_1$: "Delete every tuple from $d(d= d)m$ having $d1$ and $m1$ as $DEPT^2$ and MGR value respectively."

Next, the LUP at node 2 decides to translate $D_1$ to $D_2$, which is the delete statement against eddm, and moves to node 3 (Action D-5):

(E22) $D_2$: "Delete every tuple from eddm having $d1$ and $m1$ as $DEPT^2$ and MGR value respectively and having the same $DEPT^1$ and $DEPT^2$ value."

The LUP at node 3, first examine whether (E3) holds for res($D_2$, eddm). However the LUP sees that it does not hold in this case. Then the LUP tries to apply the update modification rule (section 4.2.2) to $D_2$. In this case, the LUP succeeds in finding out such a statement which is $D_3$. (Notice that $D_3$ is obtained just by loosing the qualification part of $D_2$ such that the
condition of "having the same DEPT\(^1\) and DEPT\(^2\) value" is omitted) (Update modification rule):

(E23) \(D_3\): "Delete every tuple from eddm having \(d1\) and \(m1\) as \(\text{DEPT}^2\) and \(\text{MGR}\) value respectively."

Then the LUP examines \(D_3\) and translates it to the delete statement \(D_4\) against dm and moves to node 4 (Action D-1-2):

(E24) \(D_4\): "Delete every tuple from dm having \(d1\) and \(m1\) as \(\text{DEPT}^2\) and \(\text{MGR}\) value respectively."

Now, the LUP recognized that it is in a leaf. Therefore it begins to execute \(D_4\). As stated in section 4.4, the LUP comes down to the root where it can show the desired result.

5.2 Example 2 -Insertion-

Suppose the view EDM is defined as shown in Fig.1 and the extensions are as given in Fig.2. Suppose an insert statement \(I_0\) is issued against edm(cf. section 3).

(E25) \(I_0\): "Insert a tuple \((e5, d3, m4)\) to edm."

The LUP stayed initially at node 0 translates it to \(I_1\), which is an insert statement against \(e(d=d)m\). This is possible because of the augmentation rule (section 4.2.3) and moves to node 1 (Action I-4):

(E26) \(I_1\): "Insert a tuple \((e5, d3, d3, m4)\) to \(e(d=d)m\)."

Then the LUP at node 1 translates \(I_1\) to \(I_2\), which is an insert statement against eddm, and moves to node 2 (Action I-5):

(E27) \(I_2\): "Insert a tuple \((e5, d3, d3, m4)\) to eddm."

Now the LUP first sees that \(E3\) does not hold for \(res(I_2, eddm)\). Therefore the insertion modification rule is used so that
\( I_2 \) is translated into two insert statements \( I_3 \) against \( ed \) and \( I_4 \) against \( dm \):

(E28) \( I_3 \): "Insert a tuple (e5, d3) to \( ed \)."

(E29) \( I_4 \): "Insert a tuple (d3, m4) to \( dm \)."

As stated in section 4.2, node 2 is associated with a star mark. The LUP is duplicated and each of which comes up to node 3 and 4.

Now the LUP at node 3 and the LUP at node 4 begin to execute \( I_3 \) and \( I_4 \) respectively. Both LUP's come down and synchronized at node 2. Then two LUP's are merged into one, and execute the restriction \( EDDM(\text{DEPT}^1 = \text{DEPT}^2) \). The LUP comes down to node 1 and because the upper node 2 is associated with the star mark, the LUP begins to check whether there exists an additionally inserted tuple which can pass the restriction. If there does not, then proceed execution, otherwise announce that the translation is impossible (The additive side-effect occurs.). In this case, as stated in section 4.4.2, the additionally inserted quadruple \((e4, d3, d3, m4)\) passed the restriction. Therefore the translation of our insertion is impossible because of the additive side-effect.
6. Concluding Remarks

The LUP which is a vehicle of implementing a view support subsystem is introduced and the architecture of implementing the subsystem is described in detail. Through the investigation, the followings are observed with relation to the update translatability problem.

(a) In characterizing the actions taken by a LUP, the meaning of a view played an essential role. The ambiguity of the update translations is also characterized under it.

(b) The translatability and the translation mechanism of tuple delete statements are completely characterized from the meaning point of view. While this is not true for those of tuple insert statements. That is, the additive side-effect can not be controlled from this point of view, because this comes from the structural nature of the relational algebra. The null value issue closely relates to this problem.

(c) The LUP concept provides a very strong tool to distinguish such semantic and structural aspects of the view update problems.
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Fig. 1. The view defining tree of the view EDM.
<table>
<thead>
<tr>
<th>EMP</th>
<th>DEPT ¹</th>
<th>DEPT ²</th>
<th>MGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1</td>
<td>d1</td>
<td>d1</td>
<td>ml</td>
</tr>
<tr>
<td>e1</td>
<td>d1</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e2</td>
<td>d1</td>
<td>d2</td>
<td>m3</td>
</tr>
<tr>
<td>e2</td>
<td>d1</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e2</td>
<td>d1</td>
<td>d2</td>
<td>m3</td>
</tr>
<tr>
<td>e3</td>
<td>d2</td>
<td>d1</td>
<td>m1</td>
</tr>
<tr>
<td>e3</td>
<td>d2</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e3</td>
<td>d2</td>
<td>d2</td>
<td>m3</td>
</tr>
<tr>
<td>e4</td>
<td>d3</td>
<td>d1</td>
<td>m1</td>
</tr>
<tr>
<td>e4</td>
<td>d3</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e4</td>
<td>d3</td>
<td>d2</td>
<td>m3</td>
</tr>
</tbody>
</table>

EDDM: This consists of five tuples of eddm marked *.

<table>
<thead>
<tr>
<th>EMP</th>
<th>DEPT ²</th>
<th>MGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1</td>
<td>d1</td>
<td>ml</td>
</tr>
<tr>
<td>e1</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e2</td>
<td>d1</td>
<td>m1</td>
</tr>
<tr>
<td>e2</td>
<td>d1</td>
<td>m2</td>
</tr>
<tr>
<td>e3</td>
<td>d2</td>
<td>m3</td>
</tr>
</tbody>
</table>

Fig. 2. Extensions of ED, DM, EDDM, E[D=D]M and EDM.
Fig. 3. Update modification rule.
Fig. 4. The LUP orbits.

(a) Case of Example 1.       (b) Case of Example 2.