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1. Introduction.

Information processing of living brain develops with
growth of the life and in another view point of species,
evolves into advanced functions with succession of generations.
This time debending features of living brain may be introdu-
ced to the management systems of scientific information. In
accordance with the progress of sclence, the management systems
are improved with new scientific information and their old
contents have to be adjusted in connection with the new data.
The management systems dévelop in views of thelr functions
and amount of information.

In this paper we consider som@ sequences of Btochastic
autometa whieh are models of the information management systems
or living brain. Internal Statés of the automata correspond
to contents of the system and transitions between their étates
are mutual relationships of the contents. Moreover the number

of the states increases with increasing of information or

documents,

* The work is done as a member in the research group "C-2: The
structure of data base and theory of information retrieval"
belonging to the Special Research Project "Advanced Infor-
mation Processing of Large Scale Data over a Broad Area',
by grant of Ministry of Education.
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2. Stochastic automata with time parameter.

We define stochastic automaton with time parameter which

assumes discrete values t=1,2,---

Definition 1.

Stochastic automaton with parameter t <1s d4-tuple
- Fe
Uy = (me, S¢, {Ag(0), 0€Z}, n )

where

Ty : row probability veetor of initial states at time ¢,
St : fintite set of states at time t, {sy, 1=1,2,--+, |S¢],}
{AL(0v), o€L} : set of transition probability matrices,
when input symbol is o0<€L at time t, where [ is
finite set of input symbols independent on t,
Fe . .
n : eolumn veetor whose elements Ny i=1,2,+, |3¢]»
are given by

ﬂ1=l, lsieFt

= Q , siéﬂ‘t

where F C S, i8 final states set.

In this paper we use following notations.

1. If wu=0,---0y, cié.z, i=1,2,.-+, k,

then At(u)=At(ol) oo At(ok).

=

F
2. If uerI* then pg(u)=m A (u)n b,



3. Language accepted by Ut with cut point A 1is given by
T(Ug, A) = {u ; pe(u) > A, ucss¥}

where 0 < A < 1,

Distance between two stochastic automata Ui and Uj,

dis (U, Uj), is defined.

Difinttion 2.

dis(Uy, Uj) = sup |pj(u)-p.(u)]
J
usr¥

where two sets of input alphabet are same for U; and Uj.
Now we introduce stationarity of the sequence, {Ut, t=1,

2,-+-}.

Definition 3.

Sequence of stochastie automata {Uy} is said power sequence if
Ty = T, 8¢y = 8, Ft~= F
and
Ag(o) = A%(0), o€r.
Language accepted by limit stochastic automaton is given
by following theorem.

Theorem 1,

If transition matrices of power sequence of stochastic

automata {Ui} are all ergodic then there exists the limit



stochastic automaton

m e = D
£ e

and for each word UEL¥*, only the last symbol of u decides

whether u belongs to T(u, X) or not.

Proof.
From the ergodicity of A(0), 0&€L the limit matrices

1im A%(c)=A(c) exist, and A(0), 0 €I are stochastic matrices
t>oo

hence limit stochastic automaton U 1is given by
U= (%, s, {A(0), o€z}, nF).

Since row vectors of A(0) are all equal, say a(o), for any

usoyc 0 E T,
p(u) = mA(g, )+ Ao )T = a(o InF
This imples that T(u, A)>u depends upon the last symbol o

only.

Theorem 2.
If transition matrices {A(c), 0€L} of stochastic

automaton
Uy = (m, S, {a%(0), o€1}, nF)

are all periodic and period of A(o;) <s ry, i=1,---,k for

u=o1'" 0y, then pi(u) is periodic function of t and its period



©e the least common multiple (L. 7. M.) of ry, i=1l,---, k.

?roof.

This is shown from
pi(u) = wAb(ay) « -+ Ab(oy)nF.

Now we define (e, §) direct sum of two Stochastic matri-

ces by generalization of direct sum of two matrices.

Definition 4.

Let A(i), i=1,2, are two stochastiec matrices with order

nxn. (e, 8) direct sum of A1), i=1,2, 4is defined as

A(‘)-e, €
A(l) + A(2)=
(e, §)
’ s, al?ls
where € and § are two square matrices with order nxn and

are such that A(Y) & A(2) s again stochastic matrices.
(e,68)

If e=6=0 then A(Y) 4+ A(2) 345 dipect sum of A(1)
(e,8) .

and AC2) and we use the notation A(1)4A(2).

Let o and B be positive real number such that q+g=1l.
Using (e, 8) direct sum we introduce the (e, 6, o, RB) sSum

of two stochastic automata.

Definition 5.

U;=(my, 84, {A1(0), o€}, nFi), i=1,2, be two sto-



chastic automata with |Si|=|S2| and S1MS.=g. (e, §, o, B)

sum U, Uz of Uy are Uz, is defined by stochastic

+
(e,8,a,B)

automata (m, S, {A(o), o€z}, nF),

where
m = (am1, BT2)
S = 81U So
A(o) = Ax(U)(ets)Az(U)

F1=F UF2
In the case e= 6§ =0, we obtain the following theorem.

Theorem 3.

If
(U, A) D T(Ue, )

then there exists o, B éueh that
T(U, A) D T(Uz, A)

where

U=1U + U
'(0,0,a,B) 2

Proof.
After T(U, A) D T(U,, A) is proved, we shall show the
existence of u€ T(U, A)-T(U,, A).

For any positive real number o, B, a+B=1, if

-

u€ T(U,, A) C T(Uy, A)



~hen

p(w) = ma(wnf = (amy, Bmy) [A () 0 | |2

0 Az(u) n

L]

uﬂlAl(u)nF1+8ﬂ2A2(u)nF2 > aA+BA=A.

So that we obtain,
ue T(U, A).

From the assumption there exists a word u such that ue&€ T
(Uz, N)y u&g T(Uy, A).

We have
pz(u) > AL

We can take A', p,(u) > A' > A,

Now we put a=l- “%T , B;—IT

Then

p(u) = A;i‘ ﬂ;Ax(u)nFH‘-—:—,- m2Az (u)nf2

mAy (u)nFrex >,

-\
;\1
and we have

u<€ T(u, A)

which was proved.



This theorem gives a method which enable us to make a

expansion U -of stochastic automata U,.

Theorem U,
Let U(l) and U(Z) be stochastie automata with S<1)f\
S(Z)=g.

We put

U = U(l) + U(Z)
(a’B:E,G)

and stochastiec automaton - U, 18 constructed by

At(a) = At(a), o€z,

where {A(c), 0€ L} <8 a set of transition probability matr-
ices of U.
If Ai(o)-e(o), A,(0)-8(0), 0 €L are all irreducible then for suf-

fioientiy.Zarge~t,ZZ*ais divided into following three classes,
1. pt(u) depends upon Oy only,

2. py(u) depends upon o, and 0, , 1 < 1 < k,

k’
3. p, (W) terperiodic furction of - t,
where we put U=0, -+ -0y,

Proof. We start with the case of non-peridic matrices {A{c),

oc€1l}. In this case, the matrix A(c) 1s written as

A(o) = | A, (0)-€e(0o) e(o)

=

§(0) Ay (o)=8(0)



We put |S;]=|S:|=n and 8(M")(a) be nxn matrix with

equal rows (8(a), *-+, 8x(0)). Limit matrix 1im A%(0) has
tro

four types corresponding to the forms of e(o) and 6(o).

Type a. €(0)#0 and 6(0)#0. 1In this case A(c) Dbecomes ir-

reducible and we have

1im Ab(o) = o(?1s20) 4y

oo

Type b. €(0)=0 and §(0)#0. In this case S, 1is transient

and we have

1im Ab(o) = | o(nn)(q) 0

tr

o(1nsn)(4) 0

Type ¢. €(0)#0 and 8§(o)=0. In this case S; 1is transient

and we have

1im At@s) = | 0 o(n,n)(q)

t+>

0 e(n;n)(c)

Type d. e€(o)=0(0)=0. In this case 8:; and S, are irreducible

respectively, and we have

1im Af(o) = | o{mn)(q) 0

tre

0 e{ns1) (g)
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Where efn’n)(c) and 6§n’n)(o) are equal row matrixes. Then
32 problem arises. What is the type of product matrix A<w)(0,)

=

2(®)(5,)? This is shown by the following table.

A(whcl)Ahnhoz) a b c d
a A=) (o,) Al o) Al (oy) Al (o )al=)(oy)
Y " " " "
. " " " "
a " " " A=) (o)

From this table we can calculate,
ipaéu) = ﬂA(m)(gl)...A(“)(ck)nF
where each A(“)(ci) is type a, b, ¢, or d.

(1) If A(w)(ﬂk) is type a, b or ¢ then pw(u)ﬂﬂA(‘”)(ok)nF

(11) 1f A(®)(04) 1=J, -k, 1s type a and A{=)(oj_ ) 1s type

a, b or ¢ then pm(u)=nA(”)(03_1)A(”)(ok).

(111) 1¢ A(®)(0y), 1=1,---,k are all type d then p(=)(u)=

"Then we obtain results 1 and 2 of the theorem.

-10-
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If some matrices A(oi,), -+, A(013) are periodic, then
from Theorem 2, we obtain final result 3 of the Theorem.

In the case where a limit stochastic automata is added
by some other stochastic automata, we consider power sequence
of the resultant stochastic automata. Then, what is the lan-

guage acepted by limit stochastic automata of the power sequence?

Theorem 5.

et UD)=(q(1) s(1), (1) (o), cer}, nF(i)), i=1,2,
be two stochastic automata where {A(1)(c), 0 €L} are sto-
chastic matrices of type a, b, ¢ or d <in theorem i, {A<2>(0),

cel} are all ergodic and me assume |S(1)|=|s(2)], s(i)Ns(2)

v

=¢. Let U£=(ﬂ, S, {At(o),0<£2}, nF)  be power sequence of

stochastic automa obtained from (1) 4 U(z), where we assume
(a,B,€,8)

that A,(0)-e(d), 0 €I are irreduceble or type 4, A,(0)-8(0),
o€l are irreducedle; and A(g), O€LI are not periodie.

Then there exists %_i,{,f,} Uy=Uy and L* 1is divided into fol-
lowing five sub-alasses, where ‘E*BU‘UV * Ok,

1. pu(u) depends upon ck' only.

2. pPolu) depends upon Oy, and O), g-1<k.

3. pw(u) depends upon 7 and oy.

4. pe(u) depends upon O3,5° "5 Oins Ok» 1<i,<ip<- - <ip<k,

5. Pefu) depends upon u=0;--:0x and 7.

=11~
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Proof. It is sufficient to show tihe types of the limit mat-
rices %im At(0)=A(w)(c), g€ X and of their products, where

-

Ay(0)-€(0) e(a)
A(o) =

§(o) A,(0)-8(0)
If A,;(0)-€(0) is irreducible then A(®)(0) 1is type a, b, c
or d and our results are obtained from Theorem 4. If A,(0)-

€(0) 1is reducible then we can write

0,(0)-€g,(0) 0

Ay(0)-e(o) =
’ 0 62(0)-82(0)

and simply we assume the matrices 6,(o), 0,(o), and A,(0) have

same order. Then we-have

rel(o)—el(o) 0 e,(0) i
A(o) = 0 8,(0)=€,(0) £,(0)
§,(0) §,(a) Ay(0)-8,(0)=6,(0)

Corresponding to the forms of €:(0), €,(0), §,;(0) and 82(0),
there are five cases.,

Case 1. A(m)(o) is the matrix of same row vectors for seven
pairs of (e,(0), €,(0), 8,(0), 82(0)) given by Table 1, where

# and 0 denote non-zero and zero matrices respectively.

-12-
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€;(0) €,(0) §,(0) 82(0)
* ¥ * *
0 ¥ * *
* 0 ¥ %
* * * 0
* * 0 0
* 0 0 *

Table 1. Seven pairs of (ei1(0), €2(0), 8:1(0), §2(0))
which give A(®)(0) of same row vectors.

Case 2. A(m)(o) has two kinds of row vectors for six pairs

of (e;(0), €2(0), 6,(a), 62(0)) given by Table 2,

€1(0) €2(0) 8, (0) 62 (0)
0 0 0 *
0 ¥ Ob ¥
0 * OA 0
* 0 0 0
* 0 . * 0
0 0 * 0

Table 2. Six pairs of (ei(o), €2(0), 8,(0), 82(0))
which give A(m)(o) having two kinds of row

vectors.

-13-
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Matrices A%(o) and A(®)(0) 1in the six pairs are given by

_ — _
8, 0 o ¢ 6, 0 0
0 62 0 e 0 82 0
0 8, A,-6, L0 6, 0_

L > |
8, 0 0 t 9, 0 0|
0 62-€2 €, —_— 0 6; 03
0 82 Ap=8, 0 07 85
0, 0 0 6, 0 0
0 01-€, €3 , 0 0 B3
0 0 A, 0 0 0,
61"€1 0 €1_1 t —O 0 63-
0 6, 0 Lo 9, 0

0 0 A, | o 0 6 |

_61"'51 0 €3 t ~el‘ 0 63—
0 8, 0 0 6, 0
8, 0 Ap-68, 67 0 6,

b - | -

6, 0 o |t "o, 0 0]
0 0, 0 0 0, 0
8, 0 A,-8, 0, 0 0

~14-
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where 91,6;,>62, eéand 03dentote submatrices of same row
vectors.

Products A(w)(cl)A(”)(cz) of any two 1iﬁit matrices
A(®)(o1) and A(®)(6,) in the first three pairs and in the
next three pairs of Table 2, are reduced to A(“)(GZ) respec-
tively.
Case 3. This is reducible case where €;(0)=e,(0)=8;(0)=82(0)=0

and matrices At(c)and A(®)(g) are given by

0, 0 o]t 6, O 0 |
0 6, O — |0 8, O
0 0 03 0 0 85

Product A(;)(or)A(“)(Oz) of any two limit matrices in
the.case is also reduced to A(®)(g,).
Case 4. This 1is ths{case_where subset of states 1s transient.
There are two pairs,one is ¢€,(¢)=€;,(0)=0, §,(0)>0, §,(0)>0,
that 1s, states of A,(o) are transient and the other 1is
e1(0)=8,(0)=0, €,(0)>0, 8§,(0)>0 that is, states of 8,(0) and

A,(6) are transient. AY(o) and A(®)(5) in the two pairs are

given by
(e, O o It 6, 0 0|
0 6, 0 —_— 0 6, 0
1= 83 Ap=8,;-6, 81 84 0

-15-
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Sy

-

82—82

0

where 6; and 6;

row vectors. 1In

in the two pairs

We had 1limit matrices of all sixteen pairs (e,(0),

€2(0), 8,(o), 8,(0)),

obtained.

€, | —

8y

Ap-6,

are sub-matrices of not necessarily same

_16f

has different row vectors.

0

4

general, product of any two limit matrices

from which the results of theorem are
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