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A stochastic problem in population genetics:

Asymptotic rate of decrease of genetic

variability in subdivided populations#*

TAKEO MARUYAMA**

National Institute of Genetics, Mishima, Japan

1. Introduction

The rate at which a population approaches homozygosity is an
important number in population genetics. In particular, the
asjmptotic rate is rélatea to the amount of genetic variability

.maintainéd in a popglation and to the speed of gene suBstitufion.
This problem waé first investigated by Fisher (1922, 1930) and by
Wright (1931). Wright found the general result that the rate in
a randomly mating population of N diploid individuals is eﬁual to
l/ZN. Therefore, if a population is polyﬁorphic at a locus initially,
the probability of still being polymorphic at the t-th generation
is proportional to (1 - %E)t, assuming no mutation or immigration
from outside of the population. When a population is divided-

into partially isolated colonies or lines, or when there is
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assortati?e mating, the problem becomes more difficult. Robertson

(1964) clarified the effect of non-random mating on this rate in

a general’theoremp In previous papers, I have studied the rate

for a population linearly subdivided iﬁto colonies, Maruyama (1970a,

1970b). Letting n be the number of colonies, m be the migration

rate between adjacent colonies, -and N be the number of individuals

in a single colony, the rate is equal to the smaller of 1Om/2n2

and 1/2Nn. The latter value would be the rate if the . whole population

were combined into a single population of size nﬁ. The former value,

lOm/an, is iﬁdependent of the total number of individuals in the

pbpulation. |
Populations occupying two-dimensional habitats are biologically

more interesting cases. In this paper I want to investigate such

cases. First wevstudy cases of térus—like lattice structure and

then cases with rectangular habitats.
2. Torus-like space

Consider a torus-like lattice of n x n points, i. e., the
‘direct product of two circular lattices with ﬁ points. Assume
that a population consists of n2 colonies and that each colony
occupies a grid point of the lattice. Assume furthermore that
there are N diploid individuals in each colony.

Let m be the rate at which a colony receives immigrants from

its four neighboring colonies in one generation. It receives
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immigrants from each at a rate of m/4 per generation. Let fig)
be the probability that two randomly chosen homologous genes, one
each from colonies which are i-steps apart in one dimension and
j-steps apart in the other, are identical by descent. Let fég)
be the probability of identity by descent when the two genes are
sampled from a single colony without replacement. The recurrence

(

relations for the fi§) are
(t+A) 2 m2 m
- ‘ = - + — + e
(2-1) fij (1 - m) , ¢ij (1 m)2 ,¢i—l,j

2
. m
TS DRI ST ¢i,j+l} e 1%4-1,5-1

_ 2
. m

B . + _— .
BT RS R Y R ¢i+l,j+l} T e ) P2, 3
+
* 40,5 T 04,52 ¢i,j+2}’

_ Co a1 _ (B , .
where %00 (1 ZN)fOO + 5N and ¢ij fij for i and § # O,

and where A is the length in time of omne generation. Now let
2-2) P = 1),
i3 . 1]

Assuming that reintroduction of lost alleles into the population
by mutation or migration does not occur or occurs at a negligibly

small rate, we are interested in determining the asymptotic rate
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at which the h approach zero. If we let H be the matrix

[h£§)]nxn’ we want to determine a constant A such that

(2-3) g(tF) _ g(®
or
(2-3") g(etd) _ ) O - l)H(t>

for large t. In order to determine X, we will derive a partial

differential equation from (2-1). First let us define a function

B i3 - L
(2 [") h(t’ n: n) - hlj .

Although the above h(t, x, y) is defined for 0 < x, y < l; this
function can be externded onto the whole x-y plane as a doublyv
periodic function of period 1.

From the recurrence relatioﬁ (2-1) and definitioms (2-2) and

(2-4) ., we have
1.2 1
(2-5) h(etd, x, y) - h(e, %, y) = S -m) " {h(e, xt )
1 1
+ h(t, x~- Y y) - 2h(t, %, y) + h(t, x, y+<;)

2
+ h(t, x, y_.%) - 2h(t, x, y)} 4—%%—{h(t, x+ %s 9
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2 2
+ h(t, x- H: y) - 2h(t, x, Y) + h(t, x, y+ E)

2 1 1
+ h(ts Xy ¥~ ;l-) - Zh(t: Xy Y) + h(ta x- E: y+ E)

1

+ h(t, xt o’

1 1 1
y+ =) - 2h(t, x, y) + h(t, x+ =, y- )

1 1 1 -1
+ Zh(t’ X= Es y- H) - 2h<t; X, Y)}"‘ h(tz X- n’ Y+ n)

' 1 1 1 1
+ h(t, x- = Y- E) - 2h(t, x, y) + h(t, x+-H, v+ E)

1 1 v
+ h(t, xt = ¥ ;) - 2h{t, x, y)

If we let n get large and A small, keeping

(2-6) ———A—-—z- -1

3)

We have the differential equation

2 2
h _ m . _m,y}3h 9h\l Sy
(27 5c - 2 L -7) N t 2y oN B

where §(+) is Dirac's delta function. The left side of (2-7) is
equivalent to the left side of (2-3'). For fixed and small values
of N and m, if .we let n get indefinitely large, h(t, 0, 0)/h(t, %3 %a

RZ 0, because local homozygosity proceeds much faster than that
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in the entire population.. Under such circumstance, the boundary
condition te be imposed on the first eigenfunction of the right

side of (2-7) is

(2“8> Q(Os O) = ¢'(l: O) = fb(o’ l) = ¢(ls l) = 0

and ¢(x, y) must be a doubly periodic function. Therefore the

operator for which we seek the dominant eigenvalue is

Since this operator with the above boundary condition has a unique
system of eigenfunctions, if we let ¢ be the first eigenfunction,

we have

where o 1s a constant (cf. Maruyama, 1970a). Therefore, with
small N and m, when n gets sufficiently large, there is a constant
o such that a%(l - %) is the dominant eigenvalue of %(l - %)L.
This together with (2-6) implies that the dominant eigenvalue we

seek is

- P -1 m, R
(2-9) ' 1 nz 2(1 4)a.
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Since o in the right side of (2-9) is independent of n and m, it

can be determined by a simFﬁe numerical calculation. Though this

is true for all the eigenvalues, it is particularly easy to evaluate

the dominant eigenvalue.

Let R be the circular matrix of order n, i. e.,

-
01
01
(2-10) » where all unspecified elements are zero,
.1
1 0
L - n¥n
and G be the matrix
-
(2-11) , where all elements are zero except the first.
00 . . 0
nxn
Now let
(2-12) M = (1 - %’—)1 + I—Z—(R + Y.
Then the recurrence relation for H(t) can be expressed as
R (6 (B
t+
(2-13) H( 8) M[H(t) - —%%_ ™M = MH(t)M - 22_ MGM.

For sufficiently large n,
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g (e M[H(t) _ _(z)g_ GIM = {1 - o%(l - %) u(®)

(2-14)
where o is the constant to be determined. To evaluate o, we use

the so-called power method. We start the itgration (2-13) with

an arbitrary initial matrix, e. g., a matrix with each element equal
to 1, and we normalize the matrix before each iteration. After a
éufficient number of iterations, the matrix remains unchaﬁged by

the iteration, except for being multiplied by the constant‘k. A

few cases of numerical calculations are given in Table 1.

Table 1 }

As ghown in Table 1, the o in (2-14) is nearly independent

of n or m. Therefore we have

(2-15) Ay 1 -0 -

22 )
n

|8

if n is large and N and m are small.

In thé above analysis,; we have assumed that ¢(0, 0) =
= ¢(1, 1) A% O by assuming that m and N are small. Let us now
conéider the other extreme situation, in which N = o, Then the

right side of (2-7) becomes

o

2 2

(2-16) 2@ -D {3—3 + 9
A

X y



and the dominant eigenvalue is unity. A complete spectral analysis
for (2-16) is possible. Now consider the right side of (2-7) With
a finite value of N as a perturbed form of the ideal situation
(2-16), perturbed by - §(x)§(y)/2N. Then we can apply the
perturbation method to obtain an approximation for the eigenvalue
of (2-7). The second order approximation turns out to be

(2-17) A = 1-—2 4 L

2Nn2 (2N)21.2n2m

See Kato (1966), for the perturbation theory. Thus, if N is large,
as a first order approximation the largest eigenvalue of (2-7) is
the same as that for a randomly mating population of size Nﬁg;

Table 2 shows some examples with large mN.

Table 2

For large n and small m, formula (2-15) is valid, and formula
(2-17) is valid for large N. Transition from one formula to the
other occurs at
1 = 2 or 1 = mN.

2Nn 2n2

(2-18)

This is shown in Figure 1. In-the figure, ‘the ordinate represents

the value of (1 - X)/(m/2n2) and the abscissa represents the

o7}

N
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REETH)
Value of mN. The lines represent the values from the approximation

formulas and the dots represent the exact values obtained numerically.

,Fiéure l' g
, J

From this numerical evidence together with the analysis developed
in this section, we may conclude that approximation formula (2-15)
is valid for situations where mN < 1 holds, while approximation
formula (2-17) is wvalid for situations where the inequality is reversed.
A set of parameters for which mN = 1 holds represents a transition
point in that the validity of one approximation formula breaks down
at this point and the other formula becomes more valid frqm this
point on. The numerical examples indicate that the transition behavior
of the eigenvalues, in the sense discussed above, takes place rather
rapidly. | |

| Lo |

It is important to note that in thejdimensional cases whether
the eigenvalue is given by (2-15) or (2-17) depends only on the
value of mN (the number of‘migrating individuals), but nearly
independent of the habitat size, while this matter de@ends on both
mN and the habitat size in the one-dimensional cases, (see Maruyama
1970a, 1971a).

3. Square plane habitat

In this section, we consider a population subdivided into colonies
which occupy a square lattice of n by n colonies. Thus, unlike the
cases in the previous section, the habitat dealt with in this section
has boundaries. We assume also that the total migration rate info
a single colony from its neighboring four colonies is m, the migration

rate from each colony being m/4. A colony located at the boundary

receives immigrants from the colony



‘on the side away from the boundary at the rate m/2, which is twice
the rate for a colony not at a boundary.

Let us designate the position of a colony by a pair of

integers (i, j), where 1 < i, j < n. Let f§t2 i1 be the
191292

probability of two homologous genes taken from colonies (il’ jl)
and (iz, j2) being identical by descent, and let

hit? i o= 1- fit? L

191%2d2 1I1%2d2
The hgt? . . satisfy a recurrence equation similar to (2-5), and,
t1d1h230

as the limit when n - », we have

3h B - E.; g QEE
w2 YT m1 ol

and ignore the difference in h(t, x, y, X, y) for large t, we have

o oo o_my)ath o’
3t . 4 2 ’
3z ow

the same equation as (2-7), except for a factor of 2, With large

11
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n and small mN, the boundary condition equivalent to (2-8) is now

$(0, 0) = (0, 2) = ¢(2, 0) = ¢(2, 2) =

Instead of An2 = 1 éf (2-6), we now let A(Zn)2 = 1.
have
(3-1) A= 1o -DBe gl - - m - )
2 4 2 4
4n 4n

so that 1 - X is half of the 1 - ) given in (2-15).

For large mN, by the perturbation method, we obtain

(3-2) AN Al - —1 g 1

2Nn2 (2N)22.4n2m

The transition from (3-1) to (3-2) occurs at mN = 2.

4. Non-square habitats and habitats

of general migration pattern.

0.

We then

In the preceding sections, the dominant eigenvalues for

square habitats were given in simple forms, although these were

approximations, (2-15), (2-17), (3-1) and (3-2). The problem for

a non-square rectangular habitat seems to be more complicated.

In this section, we will consider the problem for such habitats

and for populations with a more general migration pattern. We take
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an entirely different approach to these cases.
Consider a population consisting of n;, X m, colonies arranged

on a n, by n, torus-like lattice. We now allow mutation to occur

1 2

and assume that every mutant is new to tﬁe population. Let u be
the mutation rate per gene per generation. Notice that, although
mutaﬁions occur, if u is sufficiently small, there will be at most
a few different alleles at a locus, and the whole population will
Ee homallelic most of the time. Therefore if wé can get a complete
analysis for such a steady state, we will know the transient
behavior of a particular mgtant gene; Let ;13
as fij in section'z, except that it is for the steady‘state aﬁd
therefore is without the superscript (t). Then the matrix

F = [f,.] satisfies

130 xn,

2 2 -
(4-1) Fo(-wAm, = (- w0 - £y @0 e,
where Mi is the matrix (2-12) in which R is the circular matrix

(2-10) of order ni,‘and G is the matrix (2-11). The explicit

solution (fij) of (4-1) is

n n (1), (2) 2mik 2138

1 21A A £, cos cos
7r][§{] k 2 “kg n n,
; .

1-1 1
G2 gy g 2
J 1"2 k=0 2=0 1-A-we,

- be the same probability

13
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2 2
- o 21k P 2my,
where Eki = {} - 2(1 cos — )] [l 2(l cos 5] s
1 L 2
A(l) = Ail) = 1 and Ail) = 2 otherwise, and [x] is the greatest
i
2
can be determined explicitly;

integer < x. From (4—2),’f00

(4-3) fo0 = ZNngn, 5

where

n n

122

122w, @

LR N TA e,

S = 3 2 5
k=0 =0 1 - (1 -~ u) s

For the derivation of (4-1) to (4-3), see Maruyama (1971). Note

that
_ 1™ 1~ £,
(4=4) E i £ = 5
12 i=1 3=1 *J 2¥n n,[1 - (1 = )]

Robertson (1964) has shown that 1 - f decreases, as a result

of random genetic drift, at the rate

4-5)  1-2 = H-——2
T o1-F

In particular,

the total population size.
= l/ZNT,

where NT = annz
fOO = f in a random mating population and therefore 1 - A
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the well-known result of Wright (1931). Robertson's f and fOO’

and the £ and fOO of (4-3) and (4-4) are different, but if the
mutation rate u is sufficiently small, they are approximatelyithe
same. Therefore we can use formula (4—5),vtogetber with formulas
(4-3) and (4-4) to calculate the rate of decrease. Several examples
of the value of 1 —>A calculated by (4-5) and the exact value
obtained by the iteration method are‘compared in Table 3.
! Table 3

So far we have restricted the migration to that cccurring
between geographically adjacent colonies: Let us now relax this
restriction and aliow a moré geﬁeral migration pattern. Let.mX
be the migration rate between colonies separated x steps and y
steps along the first and the second coordinate axis respectively,
i. e., the colony at (i, j) receives migration from the colony at
(i+x, j+y) at the rate mxylé, and at the same rate from the colonies
at (i+x, j-y), at (i-x, j+y) and at (i-x, j-y). In particular,
Mg = My corresponds to the m/2 of the preceding analysis.
With this general migration pattern, the only modification needed

in formula (4-2) and (4-3) is

2

0 . .

£ = il 1 - —EX-(l - cos Zuxk cos 2myk )

ke 2 n n
X,y 1 2

15
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where II indicates the product involving all possible combinations
X,y

of x and y.

The calculation of 1 - A from (4-5) involves the calculation
of fOO and f which require a computer. Therefore it is not as
simple as those in the previoué sections.. However, in this way,
we can calculate the value of 1 -~ A for a habitat whose shape is
nearly arbitrary, and for cases with parameters having intermediate

values. Formulas for fOO and f in rectangular plane habitats are

given in Maruyama. (1971).
5. Eigenfunction

The eigenfuncﬁions, particulafy that associated with the
dominant eigenvalue, are of great importance. It seems difficult
to obtain the exact eigenfunctions. However, we have thé [fij]
in the steady state and we may use these to get an approximation
to the eigenfunction. With sufficiently sméll u; the eigenfunction

H associated with the dominant eigenvalue is given by

(5-1) H = [hij] Az cll - fij]
where the fij are given by (4-3), and where c is a normalizing
constant. In Table 4, the eigenfunction H giVen by (5-1) is
compared with the exact eigenfunction obtained by the iteration

method.

Table 4

16
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The value of ratio (1 - gd)/(l - f) is of considerable
interest, because it tells us whether or not the population behaves
like a panmictic ome. I have calculated a large number of

numerical examples by formula *ﬁ# ‘and have found a fact that
: (4-5)

when the number of colonies is sufficiently large, the value of
ratio depends only on the value of mN (number of migrating
individuals), and it is almost independent of number of colonies.
Furthermore when mN >> 1, the value of (1 - ?O)/(l - %) is
approximately equal to unity. Therefore if a populaﬁion is of
two—~dimensional and mN >> 1, it behaves very much like a random
mating population, even if the population consists of large
number of colonies. It is interesting that in a'one-dimensional
populaticn, the ratio depends on 5oth‘mN (local property) and the
number of colonies {global property), but in a two-dimensional
case it depends only on mN (local property). Several examples of

one~dimensional and of two-dimensional cases are listed in Table 3.

Table 3.

« In the case of one-~dimensicnal circular population studied

Maruyama (1970a,b)
in EE=&d, it was shown that if the number of colonies is large,
the dominant eigenvalue can be approximated as the smaller of

\2 .22 ,
mro/n® or 1/nN, where n = number of colonies. An analogous
feature seems to exist in the two-dimensional case studied here.
Here we assume that the number of colonies along both axes are
the same, i. e., o= Dy = n. If mN <1l the value of 1 - A

’ / \ :

N "/’
is approximately equal to m/n%’and if mN > 2 it is approximately

equal to l/ﬁ%N, i, e.,

17
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m .
1 -2 o — (more precisely 1 - A < =3
2/ - 3
if mN <1
, 1 . 1
1-Aar 5 (more precisely 1 - A < ~§;7]
Zn;N . n N
if mN > 1

This relationship is illustrated in Figure 1.

Let us now assume that a population is divided into partially
isolated n colonies of equal size N. Then the inequality 1 ~ A < 2m/n
holds for a more general situation. We assume that at each
genefation colony i exchanges its member with colony j at the

rate m,., and furthermore that the total migration rate Wf\ =
AR .

L m{~j\is the same for every colony. The geographical
/Ay ] .

R
arrangement of colonies and pattern of migration are immaterial.

We let f(gi\be the probability that two randomly chosen homologous
genesg from colonies i and j are identical by descent, (@iiz is the

probability for both genes chosen from colony i without replacement),

and let ﬁfﬁl‘ = 1 - (t) . Then
2 S : ,13\
SNet) %7 (L) (£)
z L z - ht,
> " .\ \\ °
13\ o1 o 1 Tl jvkeN TN el Teilk 3k

~ = (t) -
Now let/&t\ z [h ]nxn M = [/lJJan\fnd Gt\?e the diagonal



Then the above

@ ®) (0
1 N

matrix consisting of hlI\’ 22 s

recurrence relation can be written as

where the superscript T indicates the transposition of matrix.

n » .
Let | 3/16\" = igl zh(J// %/ and “gt]\l - ng?"/n.

Note that the matrix M does not alter the average values, i. e.,

I Wn&m | = [y and "ﬁx M I = | gt{l . Thus
G I I I %]
(4-4)

This is a generalization of £3}. Since the form of matrix B
does not change asymptotically with time, except it is multiplied

by the factor A , we have the following estimation on ngJ

&

n
()
GAll + (1 N 2 L I m.5 h
N u4€U ( ) \@/ 11 ik q\lk iiy
i%j or ixk
10
Wi N etabwy
i%j or ixk
Therefore
n
1 1 : -k
7w 1Sl s 2k Z ER A AT

isk
ifj or ik

19
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We also note

e Mt s 50 amalhl
’ ’

15 or i3k i or itk
Therefore we have

1 ann n

N G S T z A o, S .

Hed = 5 4w

ifj or ifk

Ignoring higher order terms of the Ty We have

1 16 < 2o [ Bel

2N

(6-1)
Substituting this inequality into £8¥, we have

1 Benll 1 - 2\
NS n.

(%

or

e\

n

b
!

>
A

which we wanted to have. The equality is atained if h(az<< hi;?
/ ’
and 5§§% 2 (t) for every i % j and i' % j'. This seems

to be the case in a two~dimensional population with very small

amount of migration, i. e., mN << 1,



There is a simple but biologically interesting consequency of
“formula (6-1). Note that IL&E@ gives the frequency of heterozygotes
at t-th generation. Rearranging the formula slightly and taking

sum of ]ngn over all the generations we have

50 IS 2 (gl - bsl) - ol

for !IH I] = 0. Therefore the expectation of the heterozygotes
which appear in the population is invariant under the population
structure, and it due to a single mutant gene is equal to .twice

- the population number. This in turn implies that if every
mutation occurs at a locus which is homallelic in the entire
population, the average probability that a locus in an individual

is heterozygous is invariant under the population structure.
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SUMMARY

The asymptotic rate of decay of the genetic variability in
two~dimensional populations is investigated using the "stepping
stqne" model in which migration occurs only between geographically
adjacent colonies. 1In a population of n x n colonies each of size
N, arranged on the surface of a torus, and with migration rate m,
the rate is approximately equal to m/(2n2) if mN < 1, and approximately
equal to l/(2Nn2) if mN > 1. When the colonies are arranged on a
square plane, the rate is approximately equal to m/(4n2) if
- mN < 2, and otherwise it is approximately equal to 1/(2Nn2). The
criteria, mN = 1 (torus-like space) or mN = 2 (square plane
" ‘space), is independent of the habitat size n. An alternative method
.is employed to obtain a more accurate value of the rate and to
obtain the rate for more general models. The associated eigenfunctions

are also given.

17
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Table 1. Numerical value of o from (2-9), and comparisons of
the dominant eigenvalue from (2-15) and the exact value

obtained by the iteration based on (2-15).

n N mN o , Eigenvalue (1 - A)
Exact Approximation
by (2-15)
5 -5
96 2 0.4 1.04 2.07 x 10 1.95 x 10
-6 -6
150 1 0.4 1.00  8.03 x 10 8.00 x 10
100 2 0.5 1.02 2.23 x 1072 2.19 x 1072
-6 -6
190 1 0.2 1.02 2.79 x 10 2.77 x 10
190 4 0.25 1.02 3.32 x 1000 3.24 x 107°

190 2 0.3 1.00 3.87 x 10 | 3.84 x 10
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Table 2. Comparison of the dominant eigenvalue calculated from
the approximation formula (2-17) and the exact value

obtained by the iteration method, for mN > 1.

n N mN Eigenvalue (1 - )
Exact Approximation
by (2-17)
' -8 ' -8
190 250 50 5.57 x 10 5,50 x 10
) ‘ -7
190 15 3 7.75x.10 7.95 x 10
-5 -5
30 10 3 4.85 x 10 4.78 x 10
) -6
926 10 2 4.19 x 10 4.30 x 10
v ) -6
96 20 4 2.35 x 10 2.43 x 10
-6 -6
96 50 10 1.03 x 10 1.04 x 10
-5 -5
10 50 5 9.29 x 10 9.17 x 10
5 -5

30 . 50 5 1.01 x 10 1.02 x 10
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Table 3. Numerical examples of the eigenvalues obtained by the

method of this section, (4-5).

n, x n, N mN ‘thl B f0 Eigenvalue (1 - A)
U0, _ F I A N
from (4-5) - exact value from
the iteration

100 % 100 1 0.5 0.447 2.237 x 107° 2.231 x 107°
150 x 150 1 0.3 0.290 6.451 x 107° 6.459 x 107°
150 x 150 1 0.4 0.364 8.083 x 107° 8.026 x 107°
190 x 190 5 0.7 0.456 1.262 x_lo‘6 1.259 x 107°
190 x 190 10 2.0 0.710 8.931 x 107’ 8.920 x 107/
190 x 190 1 0.3  0.278 3.853 x 107° 3.864 x 107°
50 x 50 50 5.0 0.889 3.556 x 107° 3.554 x 1070
50 x 50 10 1.0 0.612 1.223 x 107° 1.222 x 1077
20 x 20 10 0.1 0.163 2.039 x 1070 2.040 x 107>
90 x 90 10 1.0 0.578 3.566 x 1070 3.570 x 107°
20 x 20 10 0.1 0.162 2.019 x 107° 2.000 x 107>
50 x 50 10 0.1 0.131 2.610 x 10°° 2.616 x 107°

90 x 90 20 4.0 0.852 2.631 x 10_6 2.632 x lO--0
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Table &. Examples of numerical values of lim — obtained
w0 1 -~f£
from € .(((—5‘)
274
ny x 1, 2N mN 1lim ! ?6\

' w0 1 - f£
100 x 100 20 0.01 ©0.0127
200 x 200 100 0.01 0.0114
500 x 500 20 0.01 0.0111
200 x 200 100 0.03 0.0329
500 x 500 10 0.05 0.0496
100 .x 100 . L 10 0.1 0.1145
300 x 300 10 0.1 0.0955
1000 x 1000 10 0.1  0.0811
100 x 100 20 0.2 0.2054
300 x 300 . 10 0.2 0.1755
1000 x 1000 10 0.2 0.1588
100 x 100 100 1.0 0.5638
500 x 500 100 1.0 0.5036
200 x 200 40 5.0 0.8603
500 x 500 100 5.0 ‘ 0.8330
1000 x 1000 40 5.0 0.8242
500 x 500 200 10.0 0.9090
1000 x 1000 200 10.0 "~ 0.9008
100 x 100 400 50.0 0.9863
11000 x 1000 200 50.0 0.9809
100 x 1 10 0.5 0.1011
200 x 1 10 0.5 0.0501
500 x 1 10 0.5 | 0.0208
100 x 1 100 0.5 0.1007
100 x 1 1000 50.0 - 0.9245
100 x 1 10000 50.0 0.9237
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Legend to Figure

Figure 1. Relationshiﬁ between the rate of steady decay of genetic
variation and the migration rate in a two—dimensiongl stepping
stone model. The two lines in the figure represent two
approximations (2-15) and (2-17), while the dots represénts
exact nuﬁerical values computed by the matrix iteration metﬁod
applied to thé case of n2 = 190 x 190 colonies arranged on
a torus. N is the effective size of each colony, m is the
rate at which each colony exchanggs individuals with the 4
sourrounding colonies eadh generation, and A is the dominant
eigenvalue representing the steady decay. Abscissas (1 - X)/(m/2n2).

Ordinate: mN.



(1=-X)/(m/2n%)
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