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## Abstract

Investigations into remote planetary bodies by robots are becoming increasingly important. Especially, investigations into small planetary bodies including asteroids and comets have gained considerable attention, because they are expected to have information about the birth and the growth of our solar system. Rovers are one of the most promising tools for direct investigations on remote planetary bodies, though, enormous uncertainties in environment make it difficult to guide such rovers. Conventional methods of localization cannot be applied to rovers on small planetary bodies because of uncertainties in the reference direction and strict limitations on on-board sensors. Since the rovers on small planetary bodies hop instead of crawl with wheels, they have large uncertainties in locomotion that conventional methods of control do not work.

The purpose of this research is to build a method to guide a robot on a small planetary body by a simple device. This paper mainly focuses on a method to localize a rover on small planetary body. The method is similar to the global positioning system in the point that it uses propagation delay of radio waves, though, the proposed method uses the round-trip distance between the mother spacecraft and the rover repeatedly. A single source of radio-waves is enough for the proposed method to work and no synchronization of clocks and no accurate clock on the rover is required. First, the proposed method has been formulated as a recursive method by applying Kalman filter to estimate the position of the rover in real-time. Numerical simulations assuming a rover was located on a small planetary body proved that the proposed method of localization can provide meter-order estimation even if the rover was located on a small planetary body of less than 1 km in diameter. The simulation results also evaluated the influence of the ambiguities of the rotational motion of the small planetary body on localization accuracy: One degree of error in the direction of the rotational axis causes several meters error in the position of the rover.

Secondly, a method to estimate the rotational motion of the small planetary body together with the position of the rover has been proposed. The estimation problem has been formulated as an optimization problem to minimize a loss function, which has been defined based on the estimation errors derived in comparison with the actual measurements. Numerical simulations assuming a rover was located on a small planetary body
proved that normal gradient-based search do not work for this optimization problem. This was because the loss function has different scales of gradient value to each state variable. The minimum-search had to be divided into three steps depending on the scale of gradient value.

Thirdly, a method to solve the optimizatoin problem without calculation of differential has been introduced, which can be applied to any problem directly without calculation depending on the problem. In spite of calculating differentials, the proposed solution requires a large amount of computation to search the conjugate direction of the loss function. To reduce the amount of computation without loss of estimation accuracy, a method to select the measurement data so that the sensitivity directions of the selected data conserves has been reported. Numerical simulations assuming a rover was located on a small planetary body and experiments using a range measurement tool are shown to evaluate the estimation accuracy and computation time of the proposed method. These results have proved that the proposed solution for localization of a rover on small planetary body using round-trip measurement provide the optimal state as expected. The simulation results also proved that the proposed method to select the data can effectively reduce the computation time.

In addition to establishing a method to localize the rover on small planetary body, it is also important to build a system model to guide the hopping rover on a small planetary body. Roughness of the surface and varieties of conditions of contact between the rover and the surface of the small planetary body make it difficult to predict a hopping motion. Conventional methods to guide a rover such as velocity control and position control do not work for hopping rovers. Lastly in this paper, a model to guide a hopping rover is proposed, where the process of decision making is modeled as optimization process of multi-criteria problem, and the operator's preferences of the criteria are regarded as abstract objectives in control. The proposed system has been applied to a guidance problem of a hopping rover, and simulation results assuming a hopping rover was located on a small planetary body are reported to show the performance of the proposed model.
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## Chapter 1

## Introduction

Our solar system consists of a star, the Sun, the planets including Earth, Moon and Mars, numerous comets, asteroids, and meteoroids. The star and planets are relatively large that they have been thermally-metamorphosed. In contrast, small planetary bodies such as comets and asteroids do not have thermally-metamorphosed, or they are fragments of those have. Since these small planetary bodies are expected to have information about the birth and growth of the solar system, investigations into small planetary bodies attract several groups of scientists recent years.

Although several investigations into small planetary bodies have been realized, fullscale investigation was done by NEAR Shoemaker into the asteroid (433) Eros [1]. The Japanese Hayabusa probe started surveying asteroid Itokawa in 2005, and it succeeded in landing on and in taking off the surface of the asteroid [2]. The Hayabusa probe suggested that even an asteroid with approximately 500 m in diameter is covered with a variety of terrains $[3,4]$. For direct investigations into small planetary bodies, investigations by rovers are the most promising. The Hayabusa probe carried a robot Minerva, see Fig. 1.1, whose size is 0.1 m in diameter 0.12 m in height, and 0.6 kg in weight [5]. Because of micro gravity of asteroid Itokawa, a robot on the surface cannot move by wheels. The scientists developed MINERVA as a small hopping robot, which is specialized mechanism for locomotion under micro-gravity. Numerical simulations assumed a rover MINERVA on asteroid Itokawa have evaluated that a rover will hop 9 m distance taking 900 s with $0.05 \mathrm{~m} / \mathrm{s}$ of initial hopping velocity [6]. To guide the rovers to destination points spread across a wide area, a method to localize the rover is required, which can 1) provide absolute positions of the rover in a planetary-body-centered frame, 2) cover the whole surface of the target planetary body. Moreover, it needs to be considered about 3) the size and mass of additional sensors on the rover, since there are strict limitations on on-board sensors due to the launch capability of the rocket carrying the rover.

The objective of this research is to build a method to guide a mobile robot to destination points under uncertainties. Rovers on small planetary bodies are focused on


Fig. 1.1: Hopping robot, MINERVA. [7]
in this paper and methods to localize the rover and to estimate the environments are proposed considering strict limitations on on-board sensors. The proposed method is based on radio-waves and uses a mother spacecraft as a source of radio waves. In the proposed method of estimation, the measurements of round-trip propagation delay of radio waves, the information about the rotational motion of the small planetary body, and about the positions of the mother spacecraft are used. The proposed method is similar to Global Positioning System (GPS) in the point that it uses propagation delay of radio waves, though, only a single source of radio waves is enough in the proposed method: Measurements are done repeatedly to make pseudo-multiple reference points of radio sources. Moreover, no synchronization of clocks and no accurate clock is needed on the rover because the proposed method uses the measurements of round-trip propagation delay. The method is able to 1 ) provide absolute position of the rover in the planet-centered inertial frame, 2) cover the whole surface of the target planetary body, only requiring a transponder on the rover.

In chapter 2, a recursive method to localize the rover is proposed, which is based on Kalman filter. Wherein, it assumed that the rotational motion of the small planetary body to be precisely known. However, in many cases, it is difficult to estimate the rotational motion of a small planetary body. In chapter 3, a method to estimate the rotational motion of the small planetary body together with the position of the rover is introduced, which is formulated as an optimization problem to minimize the estimation error. In chapter 4, a method which do not require calculation of differentials is described, which can be applied directly to any problem. Simulation results are shown to evaluate the estimation accuracy of each method and also experimental results are reported, which support the feasibility of the proposed method.

Meanwhile, to guide the robot to destination point, an operator is necessary to cope with enormous uncertainties. To cope with these uncertainties, it is common to mount an autonomous system to select appropriate actions depending on the environment, however, the actions made by such autonomous systems may conflict with the operator's intention. These problems occur where multiple control-rules exist, and these rules are
independent even they have the same goal. It is necessary to design a system that consider such multiple rules explicitly. In chapter 5, a methodology to design a system for a control problem by two subjects, an operator and a robot, is described, which aims to provide dynamical and adaptive agreement in control. In general, operators have several criteria in control and these criteria conflict with each other, so the operators have to compromise a part of criteria in the process of decision making. The process of decision making is modeled as optimization process of multi-criteria problem. The operator's preferences of the criteria are regarded as abstract objectives in control in this paper. A methodology to design a system is proposed to provide agreement of the operator and the robot in control by sharing the preference balance between the operator and the robot. The proposed system is applied to a guidance problem of a space rover, and simulation results assuming a hopping rover is located on a small asteroid are reported to show the performance of the proposed system. Chapter 6 concludes this paper.

## Chapter 2

## Radio Wave Based Localization of a Rover for a Small Planetary Body

### 2.1 Introduction

Since conventional rovers on lunar and Mars investigated in the vicinity of the lander [ $8-10]$, it was sufficient to localize the rover relative to the lander. In contrast, rovers on small planetary bodies are expected to investigate wide area relative to the size of the target planetary body, so, relative localization using a lander is useless. To guide the rover to destination points spread across a wide area, a method to localize a rover has to 1) provide absolute positions of the rover in a planetary-body-centered frame, 2) cover the whole surface of the target planetary body. In addition, localization accuracy required for rovers on small planetary bodies is meter-order, because one kind of the most interesting points to be studied is an artificial crater, which have at most several meters in radius. Moreover, 3) the size and mass of additional sensors on the rover must be considered since there are strict limitations on on-board sensors due to the launch capability of the rocket carrying the rover. Real-time localization is preferable to guide the rover dynamically.

In this chapter, a method of localization is proposed, which satisfies the above requirements. The applicability of the conventional methods of localization is discussed in section 2.2. In section 2.3, a method of localization using the round-trip propagation delay of radio waves between the rover and the mother spacecraft is presented. In order to estimate the rover in real-time, recursive method using Kalman filter [11] is described. In section 2.4, simulation results to evaluate the estimation accuracy of the proposed method are shown, which assumed a rover is located on the surface of a small planetary body of 600 m in diameter. Influence analysis on localization accuracy of the rover of uncertainties in the rotational parameters and positions of the mother spacecraft is summarized in 2.5. A recursive method to reduce the influence on localization accuracy is
described in section 2.6. Section 2.7 summarizes this chapter.

### 2.2 Problems in Applying Conventional Methods

In this section, problems in applying conventional methods of localization to rovers on small planetary bodies of less than 1000 m in diameter are summarized.

### 2.2.1 Localization using Image Matching

The idea of matching global and local information [1], such as images [12], scanned information [13-17], are attractive in the points that they provide localization without modification of the environment and without external resources. For space rovers, global maps need to be made by orbiters $[15,16]$. Since rovers are expected to move widely on the surface of the small planetary body, global maps that cover the whole surface is required. On the other hand, the range of the local information depends on the rover's height. For example, a rover MINERVA's height and its diameter were 0.1 m and 0.12 $m$, respectively [5], which had been carried on Hayabusa probe [3,18]. Thus, a rover on a small planetary body is tiny, in general, and the range of view of the rover is too small to match the resolution of the global data collected by the spacecraft.

Yan et. al. proposed a method to determine the position and attitude of a hopping rover in real time using optical flows of the terrain obtained during the hopping motion [19]. Since it estimates the position and attitude in a planetary-body fixed surface frame, it is necessary to transform these estimations into a planetary-body-centered inertial frame.

In case that the global data is not available, or not reliable, simultaneous localization and mapping is needed [20]. However, a rover on a small planetary body requires strict limitation to mass and volume of instruments on board. It also has a problem in the range of view of the rover.

### 2.2.2 Localization Observing Stars and Sun

Celestial navigation [21] also realizes localization without external resources and without environment modification. As star trackers are high-cost and heavy, a method using CCD sensors to observe celestial vectors of Sun and Earth [22] is feasible.

To determine the celestial direction of the sun and the stars, reference directions is required. As illustrated in Fig.2.1, the observer on the surface on the target body measures the direction of stars in the geodetic coordinate system, which refers the direction of gravitational force. On the other hand, in a inertial coordinate frame, the direction of geocentric coordinate system is taken, which referees the rotational axis as a reference
direction [23,24]. Earth is large and almost sphere that the gravitational force measured on the surface pass through the center of mass. In contrast, the gravitational force measured on the surface of the small planetary body does not always pass through the center of mass because of the irregular shape and micro gravity [25]. The direction error causes crucial effect on the localization accuracy.

### 2.2.3 Localization by Radio-Waves

The position of the rover can also be determined from measurements based on radio systems. In Mars Exploration Rover mission, measurement of round-trip Doppler shift using ultra high frequency of radio waves was expected to localize a rover with the accuracy of 1 to 10 m in the Mars inertial system [16]. For a rover on a small planetary body, since relative velocity of the orbiter to the rover is limited because of the micro gravity of the small planetary body, Doppler shift between the rover and an orbiter will be too small to detect.

GPS is widely used on Earth, which uses one-way propagation delay of radio waves from GPS satellites to a receiver. Multiplying light speed by measured propagation delay provides pseudo-distance between the receiver and the GPS satellite, which are collected from at least 3 satellites as illustrated in Fig.2.2. Thus, it requires multiple satellites as radio sources $[26,27]$ and clock synchronization is required between the receiver and GPS satellites for accurate localization. It is not feasible to arrange multiple satellites near small planetary body and to load precise clock on the rover on small planetary body.

Navigation based on range measurements is still attractive, because communication device can be used for localization. Moreover, there is no atmospheric delay on the small planetary body, which is the main cause of estimation error in GPS, so, the accuracy of the range measurement on small planetary body will be high enough. If a method of localization requiring only a single source of radio-waves is achieved, it will provide accurate localization even for the rovers on small planetary bodies.

### 2.3 Localization Method using Round-trip Propagation Delay

### 2.3.1 Assumptions

A method to localize a rover based on radio waves is illustrated in Figure 2.3: A mother spacecraft near a small planetary body transmits a radio signal and a rover on the surface of the small planetary body reflects it and the spacecraft receives the reflected signal again. The measurement of round-trip propagation delay between the mother spacecraft and the rover is conducted repeatedly. The mother spacecraft estimates the


Fig. 2.1: Geocentric and geodetic direction on Earth (left) and on a small planetary body (right) : The geocentric direction uses rotation axis as a reference direction and the geodetic direction uses gravity direction as a reference. On Earth, the gravity direction and the rotation axis crosses at the center of the mass. On a small planetary body, the gravity direction measured on the surface does not always pass through the center of the mass.
rover's position by the measurement data and sends the processed information to the rover.

- Assumption 1: The rover does not move during the measurement.

The rover remains stationary on the surface of the small planetary body during the measurement. The rover's motion only depends on the rotational motion of the small planetary body.

The rover's task is not only to locomote. There are other important tasks such as scientific observation and data transmission. During the night, the rover cannot charge the battery to save the power, so, it should not move around. Thus, this


Fig. 2.2: Image of GPS method : this method needs several satellites (at least three) to determine the position of the observer.


Fig. 2.3: Definition of coordinates for proposed method
assumption is reasonable.

- Assumption 2: The rotational parameters of the small planetary body are precisely known. The center of mass, the rotational period and the direction of the rotational axis are assumed to be precisely known.

Normally, the mother spacecraft investigates the target planetary body prior to the investigations by the rover and makes terrain maps, gravity maps and estimates the direction of the rotational axis of the target planetary body [28, 29].

- Assumption 3: The mother spacecraft orbits around the small planetary body and the orbit parameters of the mother spacecraft are known.

The positions of the spacecraft is determined by referring the direction of the sun, arrangement of the stars and specific terrain of the planetary body surface [30]. The orbit parameters are derived from these positions.

- Assumption 4: Processing delay on a transponder on the rover is statistically known.

To identify the reflected radio waves of the rover from the reflection from the surface of the small planetary body, a transponder is assumed to be loaded on the rover.

### 2.3.2 Coordinate Definition

The inertial-fixed coordinate frame as illustrated in Fig. 2.3 is used. Its origin is fixed to the center of mass of the small planetary body. Define $z$ axis is parallel to the nominal direction of the rotation axis of the small planetary body. The $x$ axis coincides with the longitude of the ascending node of the spacecraft's orbit. The $y$ axis is defined to be perpendicular to $x$ and $z$ axes and that the coordinate system is a right-handed system. $\boldsymbol{X}$ denotes the position of the spacecraft and $\boldsymbol{x}=[x, y, z]^{T}$ denotes the position of the rover, where ${ }^{T}$ means transpose of matrix. $\boldsymbol{\sigma}=\left[\sigma_{x}, \sigma_{y}, \sigma_{z}\right]^{T}$ and $\omega$ denote the direction of the rotation axis and the angular velocity of the small planetary body, respectively.

### 2.3.3 Equation of State Prediction

From Assumption 1, the motion of the rover depends only on the rotational motion of the small planetary body. From Assumption 2, the motion of the small planetary body is precisely known that the state prediction of the rover is expressed as

$$
\begin{equation*}
\boldsymbol{x}(t)=\boldsymbol{R}_{z}\left(\omega\left(t-t_{0}\right)\right) \boldsymbol{x}\left(t_{0}\right), \tag{2.1}
\end{equation*}
$$

where $\omega$ is the angular velocity of the rotational motion of the small planetary body, $\boldsymbol{R}_{z}$ is the rotation matrix of $z$ axis. From the assumption 3, the positions of the mother spacecraft are described using six orbit parameters. $\Psi_{l}$ : longitude of the ascending node, $\Psi_{I}$ : the inclination, $\Psi_{A}$ : the semi major axis, $\Psi_{\varepsilon}$ : the eccentricity, $\Psi_{\omega}$ : the argument of perigee and $\Psi_{M_{0}}$ : the mean anomaly at $t_{0}$ [28]. Using the mean motion $\Psi_{n}=\left(G m / \Psi_{A}^{3}\right)^{1 / 2}$, the mean anomaly is given by $\Psi_{M_{t}}=\Psi_{n}\left(t-t_{0}\right)+\Psi_{M_{0}}$, where $G$ is universal gravity constant and $m$ is the mass of the small planetary body. From Kepler Equation (2.2), we can numerically acquire eccentric anomaly $\Psi_{E_{t}}$.

$$
\begin{equation*}
\Psi_{M_{t}}=\Psi_{E_{t}}-\Psi_{\varepsilon} \sin \Psi_{E_{t}} \tag{2.2}
\end{equation*}
$$

The position of the mother spacecraft on the orbit plane is given by

$$
\left[\begin{array}{l}
X_{o b t}(t)  \tag{2.3}\\
Y_{o b t}(t) \\
Z_{o b t}(t)
\end{array}\right]=\left[\begin{array}{l}
\Psi_{A}\left(\cos \Psi_{E_{t}}-\Psi_{\varepsilon}\right) \\
\Psi_{A} \sqrt{1-\Psi_{\varepsilon}^{2}} \sin \Psi_{E_{t}} \\
0
\end{array}\right]
$$

Transforming $\boldsymbol{X}_{\text {obt }}(t)$ into the inertial fixed coordinate system, the position of the mother spacecraft $\boldsymbol{X}(t)$ is described by

$$
\left[\begin{array}{c}
X(t)  \tag{2.4}\\
Y(t) \\
Z(t)
\end{array}\right]=\boldsymbol{R}_{\boldsymbol{z}}\left(-\Psi_{l}\right) \boldsymbol{R}_{\boldsymbol{x}}\left(-\Psi_{I}\right) \boldsymbol{R}_{\boldsymbol{z}}\left(-\Psi_{\omega}\right)\left[\begin{array}{c}
X_{o b t}(t) \\
Y_{o b t}(t) \\
Z_{o b t}(t)
\end{array}\right]
$$

where $\boldsymbol{R}_{x}$ denotes the rotation matrix of the $x$ axis.

### 2.3.4 Measurement Equation

As illustrated in Fig. 2.4, the measurement, $\tau_{o b}$, satisfies eq.(2.5) geometrically.

$$
\begin{equation*}
\tau_{o b}=\frac{1}{c}\left(\left\|\boldsymbol{X}\left(t_{e}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\|+\left\|\boldsymbol{X}\left(t_{r}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\|\right)+\eta \tag{2.5}
\end{equation*}
$$

where $c$ denotes light speed, $\eta$ denotes the measurement noise, $t_{e}$ is the transmission time, $t_{r}$ is the receiving time at the mother spacecraft, and $t_{r e f}$ is the reflection time at the rover. For the further discussion, define

$$
\begin{equation*}
g\left(\boldsymbol{x}\left(t_{e}\right)\right)=\frac{1}{c}\left(\left\|\boldsymbol{X}\left(t_{e}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\|+\left\|\boldsymbol{X}\left(t_{r}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\|\right) . \tag{2.6}
\end{equation*}
$$

From Assumption 4, the average and variance of the measurement noise, $\eta$, are known.

$$
\begin{align*}
E[\eta] & =0,  \tag{2.7}\\
E\left[\eta^{2}\right] & =\gamma^{2}, \tag{2.8}
\end{align*}
$$

where the function $E[x]$ denotes the average of $x$. The position of the mother spacecraft at reception time, $\boldsymbol{X}\left(t_{r}\right)$, is calculated by the position of the spacecraft at emission time, $\boldsymbol{X}\left(t_{e}\right)$, using orbit parameters. The position of the rover, $\boldsymbol{x}\left(t_{e}\right)$, the measurement, $\tau=o b$, are described by the position of the rover at emission, $\boldsymbol{x}\left(t_{e}\right) . \tau=o b$ can be divided in two terms, $\tau_{d}$ (downward : from the mother spacecraft to the rover) and $\tau_{u}$ (upward : from the rover to the mother spacecraft), as below :

$$
\begin{align*}
\tau_{d} & =\frac{1}{c}\left\|\boldsymbol{X}\left(t_{e}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\|  \tag{2.9}\\
\tau_{u} & =\frac{1}{c}\left\|\boldsymbol{X}\left(t_{r}\right)-\boldsymbol{x}\left(t_{r e f}\right)\right\| . \tag{2.10}
\end{align*}
$$

### 2.3.5 Real-time Maximum Likelihood Estimation

Assume that the measurement are conducted every $\Delta T$. To estimate the position of the rover in real-time, extended Kalman Filter has been applied [11, 31-33] since the


Fig. 2.4: Two-way range measurement of proposed method
observation equation is nonlinear. The position of the rover, $\boldsymbol{x}\left(t_{e}\right)$, at emission time of radio waves, $t_{e}$, is estimated recursively. The $i$-th measurement is

$$
\begin{equation*}
\boldsymbol{\tau}_{o b, i}=g\left(\boldsymbol{x}^{*}\left(t_{e, i}\right)\right)+\eta_{i}, \tag{2.11}
\end{equation*}
$$

where the suffix $i$ indicates $i$-th observation at $\left(t_{0}+i \Delta T\right)$, and ${ }^{*}$ denotes actual value. Define $\boldsymbol{x}(i \mid j)$ as the predicted state of the rover's position at time $i$ using information at time $j$, where it means estimation in case of $i=j$. The measurement update and time update and are expressed by using the covariance matrix of estimation error, $\boldsymbol{P}$, as follows

$$
\begin{align*}
\hat{\boldsymbol{x}}(i \mid i) & =\hat{\boldsymbol{x}}(i \mid i-1)+\boldsymbol{K}(i)\left[\tau_{o b}(i)-g(\hat{\boldsymbol{x}}(i \mid i-1))\right],  \tag{2.12}\\
\boldsymbol{P}(i \mid i) & =\boldsymbol{P}(i \mid i-1)-\boldsymbol{K}(i) \boldsymbol{L}(i) \boldsymbol{P}(i \mid i-1),  \tag{2.13}\\
\hat{\boldsymbol{x}}(i+1 \mid i) & =\Phi \hat{\boldsymbol{x}}(i \mid i)+\boldsymbol{w}(i),  \tag{2.14}\\
\boldsymbol{P}(i+1 \mid i) & =\Phi \boldsymbol{P}(i \mid i) \Phi^{T}+\boldsymbol{Q}(i), \tag{2.15}
\end{align*}
$$

where ^ denotes the estimated value and

$$
\begin{align*}
\boldsymbol{K}(i) & =\boldsymbol{P}(i \mid i-1) \boldsymbol{L}(i)^{T}\left[\boldsymbol{L}(i) \boldsymbol{P}(i \mid i-1) \boldsymbol{L}(i)^{T}+r(i)\right]^{-1},  \tag{2.16}\\
\boldsymbol{Q}(i) & =E\left[(\boldsymbol{w}(i)-E[\boldsymbol{w}(i)])(\boldsymbol{w}(i)-E[\boldsymbol{w}(i)])^{T}\right] . \tag{2.17}
\end{align*}
$$

$\boldsymbol{w}$ denotes propagation noise, and $\boldsymbol{L}$ is defined as

$$
\begin{equation*}
\boldsymbol{L}=\left\{\frac{\partial g}{\partial \boldsymbol{x}\left(t_{e}\right)}\right\} \tag{2.18}
\end{equation*}
$$

and the size of $\boldsymbol{L}$ is $1 \times 3$. $\Phi$ in eq. (2.15), eq.(2.14) denotes the motion of the rover $\boldsymbol{x}$ that $\Phi=\boldsymbol{R}_{z}(\omega \Delta t)$.

## Estimation of Measurement Value $\tau_{o b}$ :

The measurement value, $\tau(i+1 \mid i)$, is divided into two values $\tau_{d}(i+1 \mid i)$ and $\tau_{u}(i+1 \mid i)$. They are calculated from the estimated state at $i$-th measurement, $\hat{\boldsymbol{x}}(i \mid i-1) . \hat{\tau}_{d}$ is given by solving

$$
\begin{equation*}
c \hat{\tau}_{d}=\left\|\boldsymbol{X}_{e}-\boldsymbol{R}_{z}\left(\hat{\tau}_{d}\right) \boldsymbol{x}_{e}\right\|, \tag{2.19}
\end{equation*}
$$

where $\boldsymbol{X}_{e}=\boldsymbol{X}\left(t_{e, i}\right)$ and $\boldsymbol{x}_{e}=\hat{\boldsymbol{x}}(i \mid i-1)$. It is necessary to solve eq.(2.19) numerically. In the following, all the value represents $i$-th measurement that the suffix $i$ is omitted. Using $\hat{\tau}_{d}$, the propagation delay of $\hat{\tau}_{u}$ can be given by solving

$$
\begin{equation*}
c \hat{\tau}_{u}=\left\|\boldsymbol{X}\left(t_{e}+\hat{\tau}_{d}+\hat{\tau}_{u}\right)-\boldsymbol{R}_{z}\left(\hat{\tau}_{d}\right) \boldsymbol{x}_{e}\right\| . \tag{2.20}
\end{equation*}
$$

It is necessary to solve Kepler's equation (2.2) to determine $\boldsymbol{X}\left(t_{e}+\tau_{d}+\hat{\tau}_{u}\right)$. We can solve eq. (2.20) by a method of successive approximation.

## Deviation of Measurement Value and Position of the Rover :

$\boldsymbol{L}$ in eq. (2.13) is deviation of $\tau$ depending on the position of the rover at emission of radio waves, $\boldsymbol{x}\left(t_{e}\right)$.

$$
\begin{align*}
\boldsymbol{L} & =\partial g / \partial \boldsymbol{x}_{e}  \tag{2.21}\\
& =\partial \tau_{d} / \partial \boldsymbol{x}_{e}+\partial \tau_{u} / \partial \boldsymbol{x}_{e} \tag{2.22}
\end{align*}
$$

From eq. (2.19) and (2.20),

$$
\begin{align*}
\frac{\partial \tau_{d}}{\partial \boldsymbol{x}_{e}} & =\frac{1}{\Psi_{A, \tau_{d}}}\left(\boldsymbol{x}_{e}-\boldsymbol{R}_{z}\left(-\omega \tau_{d}\right) \boldsymbol{X}_{e}\right)^{T}  \tag{2.23}\\
\frac{\partial \tau_{u}}{\partial \boldsymbol{x}_{e}} & =\frac{1}{\Psi_{A, \tau_{u}}}\left(\boldsymbol{X}_{r}-\boldsymbol{x}_{r e f}\right)^{T}\left(\frac{d \boldsymbol{X}_{r}}{d t} \cdot \frac{\partial \tau_{d}}{\partial \boldsymbol{x}_{e}}-\frac{\partial \boldsymbol{x}_{r e f}}{\partial \boldsymbol{x}_{e}}\right) \tag{2.24}
\end{align*}
$$

where $\boldsymbol{X}\left(t_{r}\right)=\boldsymbol{X}_{r}, \boldsymbol{x}\left(t_{r e f}\right)=\boldsymbol{x}_{r e f}$.

$$
\begin{align*}
& \Psi_{A, \tau_{d}}=c^{2} \tau_{d}+\left(X_{e} x_{e}+Y_{e} y_{e}\right) \omega \sin \left(\omega \tau_{d}\right)+\left(X_{e} y_{e}-Y_{e} x_{e}\right) \omega \cos \left(\omega \tau_{d}\right)  \tag{2.25}\\
& \Psi_{A, \tau_{u}}=c^{2} \tau_{u}-\left(\boldsymbol{X}_{r}-\boldsymbol{x}_{r e f}\right)^{T} \frac{\partial \boldsymbol{X}_{r}}{\partial \tau}  \tag{2.26}\\
& \frac{\partial \boldsymbol{X}_{r}}{\partial \tau}=\boldsymbol{R}_{z}\left(-\Psi_{\Omega}\right) \boldsymbol{R}_{x}\left(-\Psi_{\theta}\right) \boldsymbol{R}_{z}\left(-\Psi_{\omega}\right) \frac{d \boldsymbol{X}_{o b t}}{d t} \tag{2.27}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \boldsymbol{X}_{o b t}}{\partial \tau} & =\left[\begin{array}{c}
\Psi_{A}\left(-\sin \Psi_{E t}\right) \frac{\partial \Psi_{E t}}{\partial \partial} \\
\Psi_{A} \sqrt{1-\Psi_{\varepsilon}^{2}} \cos \Psi_{E t} \frac{\partial \Psi_{E t}}{\partial \tau} \\
0
\end{array}\right]  \tag{2.28}\\
\frac{\partial \Psi_{E t}}{\partial \tau} & =\frac{\Psi_{n}}{1-\Psi_{\varepsilon} \cos \Psi_{E t}(\tau)}  \tag{2.29}\\
\frac{\partial \boldsymbol{x}_{r e f}}{\partial \boldsymbol{x}_{e}} & =\boldsymbol{R}_{z}\left(\omega \tau_{d}\right)+\frac{\partial \tau_{d}}{\partial \boldsymbol{x}_{e}}\left[\begin{array}{c}
-x_{e} \omega \sin \left(\omega \tau_{d}\right)+y_{e} \omega \cos \left(\omega \tau_{d}\right) \\
-x_{e} \omega \cos \left(\omega \tau_{d}\right)-y_{e} \omega \sin \left(\omega \tau_{d}\right) \\
0
\end{array}\right] \tag{2.30}
\end{align*}
$$

$\hat{\boldsymbol{x}}_{r e f}$ and $\hat{\boldsymbol{X}}_{r}$ are calculated from the estimated values of propagation delay, $\hat{\tau}_{d}$ and $\hat{\tau}_{u}$, where $\hat{\boldsymbol{x}}_{r e f}=\boldsymbol{x}\left(t_{e}+\hat{\tau}_{d}\right), \hat{\boldsymbol{X}}_{r}=\boldsymbol{X}\left(t_{e}+\hat{\tau}_{d}+\hat{\tau}_{u}\right)$.

### 2.3.6 Method to Reduce Amount of Calculation

Since the less amount of calculation is the more preferable even for the computers on mother spacecraft, a method to reduce the amount of calculation required on the mother spacecraft is proposed.

The proposed method of localization described in the above subsection, both the propagation delay of down-ward delay, $\tau_{d}$, and up-ward delay, $\tau_{u}$, has to be calculated. It requires to solve the Kepler's equation, which cannot be solved analytically that requires large amount of calculation. By using the actual position, $\boldsymbol{X}_{r, o b}$, instead of calculating the position of the mother spacecraft at reception time, $\hat{\boldsymbol{X}}_{r}$, it can reduce the amount of calculation to almost half, since there is no need to calculate the down-ward propagation time of up-ward. That is, estimate $\hat{\tau}_{d}$ from eq. (2.19) as

$$
\begin{equation*}
\tau_{o b}-\hat{\tau}_{d}=\frac{1}{c}\left\|\boldsymbol{X}\left(t_{r, o b}\right)-\boldsymbol{R}_{z}\left(\hat{\tau}_{d}\right) \boldsymbol{x}_{e}\right\| . \tag{2.31}
\end{equation*}
$$

### 2.4 Evaluation by Numerical Simulations

### 2.4.1 Simulation Parameters

We assumed a rover was located on a surface of a spheroid planetary body of 600 m in diameter referring asteroid Itokawa [34]. Parameters of the small planetary body, the nominal state and the orbit parameters of the mother spacecraft are summarized in Table 2.1. The measurement noise was assumed as white Gaussian with variance $10^{-16} \mathrm{~s}^{2}$, which reflected the performance of a recent transponder for space use. The initial error in estimation of the rover's position was assumed to be 10 m in each direction, which was approximately 20 m in total. Since the rotational motion of the small planetary body was assumed to be precisely known, the covariance matrix of estimation error, $\boldsymbol{Q}$ was set to $\mathbf{0}$. The range of view of the rover was assumed to be 80 deg from zenith, and

Table 2.1: Simulation parameters

| rover | visibility | 80 deg <br> from zenith |
| :---: | :---: | :---: |
| planetary | size (diameter) | $300 \times 300 \times 600 \mathrm{~m}$ |
| body | density | $2500 \mathrm{~kg} / \mathrm{m}^{3}$ |
| nominal | rover's position $\overline{\boldsymbol{x}}$ | $[0,300,-100]^{T} \mathrm{~m}$ |
| state | rotation axis, $\overline{\boldsymbol{\sigma}}$ | $[0,0,1]^{T}$ |
|  | angular vel., $\overline{\boldsymbol{\omega}}$ | $1.4 \times 10^{-4} \mathrm{rad} / \mathrm{s}$ |
| spacecraft <br> orbit | long. of asc. node | 0 rad |
|  | inclination | 1 rad |
|  | semi-major axis | 3000 m |
|  | eccentricity | 0.2 |
|  | arg.,of perigee | 0 rad |
|  | mean anomaly at epoch | 0 rad |

the measurement data when the rover could catch the mother spacecraft in sight was collected. The interval of measurement, $\Delta T$, was 60 s .

### 2.4.2 Evaluation of Estimation Accuracy

Simulation results processed by extended Kalman Filter are plotted in Figure 2.5. The results were calculated through Monte Carlo analysis, where 100 particles were used. The horizontal axis denotes elapsed time after the observation started and the vertical axis denotes the average error in estimation, $\|\Delta \boldsymbol{x}\|=\left\|\boldsymbol{x}^{*}-\hat{\boldsymbol{x}}\right\|$, of 100 particles.

Fig.2.5 suggests that the rover can be localized with the accuracy of 1 m by 4 hours observation. During the 4 hours observation, the position of the rover was 600 m away from the initial position, while the position of the mother spacecraft was 500 m away to the opposite direction to the rover's motion, therefore, variation in relative position was approximately 1000 m . Fig. 2.5 suggests that the estimation error decreased in accordance with the increase in the observation time, which proves that the proposed method of estimation can provide the actual state as expected.

In Fig.2.6, the diagonal components of the covariance matrix $\boldsymbol{P}$ are plotted. This indicates that firstly $x$ element was determined, next was $y$ and lastly the $z$ element settled. The variance in estimation error decreased in accordance with the observation time, which supports the convergence of the proposed method of estimation.

As the proposed method of estimation uses the measurements of round-trip propagation delay between the mother spacecraft and the rover, it has sensitivity in line-of-sight direction. The relative position of the rover and the mother spacecraft explains the trend


Fig. 2.5: Dependency of estimation error in position and observation time : While $x$ and $y$ element errors are correctly determined fast, the $z$ element error remains. (above) total error (below) error along each direction
of estimation error in each component. The relative positions between the rover and the mother spacecraft in accordance with the observation time are plotted in Fig. 2.7. The line-of-sight direction was almost parallel to $x$-axis direction, which is perpendicular to the worst estimation in $z$ direction. Since $z$-axis was defined to be parallel to the direction of the rotational axis, $z$ element represents the latitude of the rover's position. Latitude is constant during the rotational motion of the small planetary body. Thus, only the orbital motion of the mother spacecraft contributes to provide the sensitivity in the direction of $z$-axis. For small planetary bodies like asteroid Itokawa, the gravitational force is so small that rotational motion of the small planetary body provides much larger variation to the sensitive directions than the motion of the spacecraft orbiting around the small planetary body. Therefore, estimation error in $x$-axis direction reduced first, then error in $y$-axis direction reduced by the rotational motion of the small planetary body, then error in $z$-axis reduced in the end. If the mother spacecraft was arranged around


Fig. 2.6: Variance of each element and observation time : Firstly the variance of $x$ is minimized, the second is $y$ element, and finally $z$ element reduced.
the pole region of the small planetary body, it will provide more accurate estimation in $z$ element. Numerical analysis on sensitivity direction is given in chapter 3.

### 2.4.3 Evaluation of Method to Reduce Calculation Amount

The method to reduce the amount of calculation, was evaluated. The estimation results are plotted in Fig. 2.8, where the simulation parameters were the same with the results plotted in Fig. 2.5. Even the method cut almost half process in estimation, the results are as accurate as the results from the original method of estimation. This suggests that the estimated position of the spacecraft at reception time, $\hat{\boldsymbol{X}}_{r}$, and the measured position, $\boldsymbol{X}_{r, o b}$ satisfy $\hat{\boldsymbol{X}}_{r} \sim \boldsymbol{X}_{r, o b}$ and the difference between them is ignorable. In this chapter, the motion of the mother spacecraft was assumed to be precisely known. Since the motion of the mother spacecraft was given by six orbit parameters, $\hat{\boldsymbol{X}}_{r}$ and $\boldsymbol{X}_{r, o b}$ exist in the same orbit. The longitude of ascending node $\Psi_{l}$, was 3000 m and the period of the orbit was 130 h while the propagation delay, $\tau$, was approximately $2 \times 10^{-5} \mathrm{~s}$. Wherein, the position difference between $\boldsymbol{X}_{e}$ and $\boldsymbol{X}_{r}$ is given by $2 \pi l \tilde{\tau} / T$, it is $10^{-6} \mathrm{~m}$, which is sufficiently small than the distance between the rover and the mother spacecraft. As the difference between $\hat{\boldsymbol{X}}_{r}$ and $\boldsymbol{X}_{r, o b}$ is much smaller than that of $\boldsymbol{X}_{e}$ and $\boldsymbol{X}_{r}$, using the measured value, $\boldsymbol{X}_{r, o b}$, instead of estimating $\hat{\boldsymbol{X}}_{r}$ provided as accurate estimation as the original method.


Fig. 2.7: Line-of-sight directions from rover to mother spacecraft

### 2.4.4 Summary of Simulation Results

Numerical simulations assuming a rover on the asteroid Itokawa proved that the proposed method of localization provides sufficiently accurate estimation of the position of the rover; after 4 hours of observation, estimation error was 1 m , where the initial error was 20 m . After continuous measurements of 4 hours, several hours of non-measurement period comes, because the rover cannot catch the mother spacecraft in sight. In the simulation described in this chapter, the rotational period was 12 hours while the orbit period was 130 hours that it repeats observable time and not-observable time every approximately 6 hours. Simulation results proved that estimation errors in the longitude elements of the position of the rover, which were $x$ and $y$, decrease in accordance with the rotational motion of the small planetary body, while the estimation error in latitude element, $z$ element, decreases when the mother spacecraft was the pole side. The orbit which pass through the pole region is preferable for accurate localization.

### 2.5 Analysis on Ambiguities in Motion Parameters

In the previous section, numerical simulations proved that the proposed method of localization can provide sufficiently accurate estimation of the position of the rover under several assumptions. In actual, the ambiguities included in the positions of the mother spacecraft and in the rotational parameters of the small planetary body affects the estimation accuracy. From the reference paper [35], the rotational period of the asteroid Itokawa is estimated with high accuracy as $12.1324 \pm 0.0001$ hour, where the direction of the rotational motion is estimated with ambiguity of 6.9 deg [36]. This section reports analyses on estimation accuracy under ambiguities in the parameters of rotational motion and positions of the mother spacecraft.


Fig. 2.8: Localization accuracy without estimation of $\boldsymbol{X}_{r}$ : Instead of estimating $\boldsymbol{X}_{r}$, the mitigated version used the observation data $\boldsymbol{X}_{r}$ directly.

### 2.5.1 Sensitivity Analysis of Position Error in Mother Spacecraft

The information about the motion of the mother spacecraft is necessary to predict the position at reception from the position at emission time. If the target planetary body is relatively large, it is feasible to represent the motion of the mother spacecraft by orbit elements. However, for the small planetary bodies of less than 1000 m in diameter, the motion of the mother spacecraft may be difficult to represent by orbit elements because of variations of micro gravity. In actual, the positions of Hayabusa probe were recursively estimated by the images of the terrain of the asteroid surface and the shape model of the asteroid [29]. Numerical simulations were conducted to evaluate the estimation accuracy assuming that the positions of the mother spacecraft instead of motion information were known. The simulation parameters were the same with the Table 2.1. The nominal positions of the spacecraft were given by orbit elements as listed in Table2.1, while the actual positions of the mother spacecraft had bias error from the nominal value. The simulation results are plotted in Fig.2.9. The horizontal axis denotes the bias error included in the positions of the mother spacecraft and the vertical axis denotes the estimation error included in the position of the rover. The estimation error in the direction of line-of-sight direction, parallel to $x$-axis, caused large error compared with the other elements, where these influence were asymmetry. The sensitive directions were almost parallel to the direction of $x$-element, which influenced the estimation accuracy the most. The asymmetry of estimation error in $y$-element reflects the rotational motion of the small planetary body and the asymmetry in $z$-element was caused because


Fig. 2.9: Sensitivity analysis with bias errors in spacecraft position
the actual value in $z$ element was -100 ; the positive error in the position of the mother spacecraft increased sensitivity in $z$-axis.

Influence of bias error in the position of the mother spacecraft appears in the observation equation, eq. (2.5), which is measurement update step in Kalman filter. In the measurement update step, the estimated state is modified by the innovation between the actual and the estimated measurement. Thus, the ambiguities included in the mother spacecraft can be regarded as ambiguities in measurement. The variance of measurement error, $\gamma$, in eq. (2.8), has to include the influence of the ambiguity in the position of the mother spacecraft. In the numerical simulations reported in this chapter, gamma was $10^{-16}$ assuming to represent the processing delay on a transponder. Appropriate variance to represent the influence from the ambiguity in the position of the rover will reduce the influence on localization accuracy of the rover.

### 2.5.2 Sensitivity Analysis of Direction Error in Rotational Axis

The simulation results assuming ambiguities in the angular velocity, and the direction of the rotational axis of the small planetary body are plotted in Fig. 2.10 and Fig. 2.11, respectively. Ambiguities in the rotational parameters were assumed to have bias error from the nominal values. In both figures, the horizontal axis represents the bias error from the nominal value and the vertical axis denotes the estimation error in the position of the rover. Simulation parameters were the same with Table 2.1, and the results after four hours of observation are plotted.

Fig. 2.10 suggests that the error in angular velocity affects little on the localization accuracy while Fig. 2.11 suggests that the bias error in the direction of the rotational axis cause large error in estimation. In the following discussion, the error in the rotational axis


Fig. 2.10: Sensitivity analysis with error in angular velocity
is focused on. For the small planetary body of asteroid Itokawa-size, the bias error of 4 deg of the direction of the rotational axis causes approximately 10 m error in estimation, which is not ignorable. For the recursive method of localization, the direction of the rotational axis of the small planetary body has to be estimated precisely. The simulation results suggests that recursive method of localization with meter-order requires accuracy with less than 1 degree for the direction of the rotational axis of the small planetary body.

Influence from the ambiguities in the rotational period and the direction of the rotational axis appear in the state update of the position of the rover, eq. (2.1). Thus, the ambiguities included in the rotational motion is regarded as prediction error in the position of the rover. The matrix, $\boldsymbol{Q}$, which is the covariance matrix of prediction error, eq. (2.15), need to consider the influence of ambiguities in rotational motion. In the numerical simulations described in this chapter assumed that the motion of the small planetary body to be precisely known, so the covariance matrix, $\boldsymbol{Q}$ was set to $\mathbf{0}$. Appropriate covariance matrix, $\boldsymbol{Q}$, will reduce the influence of the ambiguities in the parameters of rotational motion. The problem is how to define $\boldsymbol{Q}$.

### 2.6 Recursive Method to Reduce Influence of Ambiguities in State Prediction

Let us consider a linear equation of motion,

$$
\begin{equation*}
\boldsymbol{x}(t+1)=\boldsymbol{A} \boldsymbol{x}(t) \tag{2.32}
\end{equation*}
$$



Fig. 2.11: Sensitivity analysis with direction errors in rotational axis
and estimation error $\boldsymbol{e}(t)$ of the parameter $\boldsymbol{x}(t)$, which satisfies

$$
\begin{align*}
E[\boldsymbol{e}(t)] & =\mathbf{0} \quad \text { and }  \tag{2.33}\\
V[\boldsymbol{e}(t)] & =\boldsymbol{P}, \tag{2.34}
\end{align*}
$$

where $E[x]$ and $V[x]$ means the average and the variance of $x$, respectively. Based on eq.(2.32), the prediction error $\boldsymbol{e}(t+1)$ can be described as

$$
\begin{align*}
E[\boldsymbol{e}(t+1)] & =\mathbf{0} \quad \text { and }  \tag{2.35}\\
V[\boldsymbol{e}(t+1)] & =\boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T} . \tag{2.36}
\end{align*}
$$

If parametric ambiguities are included in the equation of motion as

$$
\begin{align*}
\boldsymbol{x}(t+1) & =\boldsymbol{A}^{*} \boldsymbol{x}(t)  \tag{2.37}\\
& =(\boldsymbol{A}+\Delta \boldsymbol{A}) \boldsymbol{x}(t), \tag{2.38}
\end{align*}
$$

approximations of the average and the variance of the prediction error $\boldsymbol{e}^{*}(t+1)$ can be expressed as

$$
\begin{align*}
& E\left[\boldsymbol{e}^{*}(t+1)\right]=\mathbf{0} \quad \text { and }  \tag{2.39}\\
& V\left[\boldsymbol{e}^{*}(t+1)\right]=\boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T}+\Delta \boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T}+\boldsymbol{A} \boldsymbol{P} \Delta \boldsymbol{A}^{T} . \tag{2.40}
\end{align*}
$$

As eq.(2.40) tells, ambiguities in equation of motion, $\Delta \boldsymbol{A}$, increases the variance of the prediction error. We need to take into account this effect of ambiguities.

### 2.6.1 Estimation Strategy Coping with Uncertainties

Let us define the increased variance of the prediction error in eq.(2.40) as

$$
\begin{equation*}
\Delta \boldsymbol{Q}=\Delta \boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T}+\boldsymbol{A} \boldsymbol{P} \Delta \boldsymbol{A}^{T} . \tag{2.41}
\end{equation*}
$$

If we could find upper limit of $|\Delta \boldsymbol{Q}|$ then set a matrix $\boldsymbol{Q}_{M}$ as

$$
\begin{equation*}
\left|\boldsymbol{Q}_{M}\right| \geq \max |\tilde{\boldsymbol{Q}}| \tag{2.42}
\end{equation*}
$$

which means $\boldsymbol{Q}_{M}$ is the worst estimation case, we can take into account the ambiguities in equation of motion, $\Delta \boldsymbol{A}$, by adding the matrix $\boldsymbol{Q}_{M}$ into variance of the prediction error $V[\boldsymbol{e}(t+1)]$,

$$
\begin{equation*}
V[\boldsymbol{e}(t+1)]=\boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T}+\boldsymbol{Q}_{M} \tag{2.43}
\end{equation*}
$$

Thus, coping with uncertainties in equation of motion results in the maximization problem of $|\Delta \boldsymbol{Q}|$.

Generally, the rotation matrix $\boldsymbol{R}$ can be expressed in terms of the unit matrix $\boldsymbol{I}$, unit vector $\boldsymbol{\sigma}$, which represents rotation axis, and rotational angle $\beta$,

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{\sigma}, \beta)=\cos \beta \boldsymbol{I}+(1-\cos \beta) \boldsymbol{\sigma} \boldsymbol{\sigma}^{T}-\sin \beta[\boldsymbol{\sigma} \times] \tag{2.44}
\end{equation*}
$$

where $[\boldsymbol{\sigma} \times]$ is a skew-symmetric matrix describing the cross product of the vector $\boldsymbol{\sigma}$.
Our problem is to cope with ambiguities of the rotational axis that the estimated equation of motion is $\boldsymbol{A}=\boldsymbol{R}\left(\boldsymbol{\sigma}, \phi_{s}\right)$, while the actual equation of motion is $\boldsymbol{A}^{*}=$ $\boldsymbol{R}\left(\boldsymbol{\sigma}^{*}, \phi_{s}\right)$, where $\phi_{s}$ denotes rotational angle. $\boldsymbol{\sigma}$ and $\boldsymbol{\sigma}^{*}$ are unit vectors, which are parallel to the estimated and actual axis of a small planetary body, respectively. The difference between the actual and the estimated direction in the rotational axis is denoted as

$$
\begin{equation*}
\Delta \boldsymbol{\sigma}=\boldsymbol{\sigma}^{*}-\boldsymbol{\sigma}=\left[\Delta \sigma_{x} \Delta \sigma_{y} \Delta \sigma_{z}\right]^{T} \tag{2.45}
\end{equation*}
$$

As we defined that $z$ axis in the inertial fixed coordination coincides with the nominal rotation axis,

$$
\begin{align*}
\boldsymbol{\sigma} & =\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T} \quad \text { and }  \tag{2.46}\\
\boldsymbol{\sigma}^{*} & =\left[\begin{array}{lll}
\Delta \sigma_{x} \Delta \sigma_{y} & 1+\Delta \sigma_{z}
\end{array}\right]^{T} . \tag{2.47}
\end{align*}
$$

Then the difference of equation of motion can be expressed as

$$
\begin{align*}
\Delta \boldsymbol{A} & =\boldsymbol{A}^{*}-\boldsymbol{A}  \tag{2.48}\\
& =\left(1-\cos \phi_{s}\right) \Delta \boldsymbol{\sigma} \Delta \boldsymbol{\sigma}^{T}+\sin \phi_{s}[\boldsymbol{\sigma} \times] \tag{2.49}
\end{align*}
$$

By eq.(2.41) and eq.(2.46), the variance of the prediction error, $\Delta \boldsymbol{Q}$, is described as

$$
\begin{align*}
\Delta \boldsymbol{Q} & =\left(1-\cos \phi_{s}\right)\left\{\boldsymbol{\sigma} \boldsymbol{\sigma}^{T} \boldsymbol{P} \boldsymbol{A}^{T}+\boldsymbol{A} \boldsymbol{P}\left(\boldsymbol{\sigma} \boldsymbol{\sigma}^{T}\right)^{T}\right\} \\
& +\sin \phi_{s}\left\{[\boldsymbol{\sigma} \times] \boldsymbol{P} \boldsymbol{A}^{T}+\boldsymbol{A} \boldsymbol{P}[\boldsymbol{\sigma} \times]^{T}\right\} \tag{2.50}
\end{align*}
$$

The problem has resulted in maximization $|\Delta \boldsymbol{Q}|$ with constraints,

$$
\begin{align*}
\left|\boldsymbol{\sigma}^{*}\right| & =1  \tag{2.51}\\
\boldsymbol{\sigma} \cdot \boldsymbol{\sigma}^{*} & \leq \cos \theta_{a} \tag{2.52}
\end{align*}
$$

where $\theta_{a}$ is the maximum ambiguity of the direction of the rotational axis. Since it is difficult to solve eq.(2.50) under constraints eq.(2.51) and eq.(2.52) analytically, it has to be solved by numerically. As the eq. (2.50) includes the variance matrix $\boldsymbol{P}$, the maximization should be solved at each time update step of Kalman filter.

### 2.6.2 Sensitivity Analysis of Direction Error in Axis

In Fig. 2.12, the simulation results of estimation error with the direction error in the rotational axis processed by various types of covariance $\boldsymbol{Q}$ are plotted. The horizontal axis represents the direction error of the rotational axis of the small planetary body and the vertical axis represents the estimation error of the rover's position. Fig. 2.12 also plots the estimation error processed by original covariance $\boldsymbol{Q}=\mathbf{0}$ in solid line, and by constant covariance $\boldsymbol{Q}=0.1 \boldsymbol{I}$ in chain line and $\boldsymbol{Q}=\boldsymbol{I}$ in dashed line. From Fig.2.12, the additional covariance $\boldsymbol{Q}_{M}$ has the least error in estimation among constant covariance $\boldsymbol{Q}=0.1 \boldsymbol{I}$ and $\boldsymbol{I}$. Moreover, it is more accurate than the original covariance $\boldsymbol{Q}=\mathbf{0}$ : $75 \%$ error of the original one on average. However, it is not sufficient reduction. We can conclude that even the estimation using the covariance $\boldsymbol{Q}_{M}$ works, but the performance is not sufficient.

### 2.6.3 Sensitivity Analysis of Precessional Motion

Estimation accuracy in case that the small planetary body contains precessional motion was evaluated by numerical simulations. The estimation errors with precessional motion of the small planetary body are plotted in Fig. 2.13. The horizontal axis represents the precessional period and the vertical axis represents the estimation error of the rover's position. It is assumed that there is 4 degree of difference between the estimated direction and the actual direction of the rotational axis. The estimation accuracy processed by original covariance, $\boldsymbol{Q}=\mathbf{0}$, and constant covariance, $\boldsymbol{Q}=0.1 \boldsymbol{I}, \boldsymbol{I}$ and the proposed covariance, $\boldsymbol{Q}_{M}$, are plotted in Fig. 2.13.

Fig. 2.13 suggests that estimation using the proposed covariance, $\boldsymbol{Q}_{M}$, had the best accuracy where the precessional period was long enough, while it became worse where the precessional period was less than 1 year. This is because the influence of the second order term in ambiguities are neglected in eq.(2.37). Even though the difference between the actual and nominal direction of axis is small, ambiguities in the equation of motion increase when the precessional period is short. Therefore we need to consider the higher


Fig. 2.12: Estimation Error with Covariance $\boldsymbol{Q}_{\boldsymbol{M}}$ Compared with Conventional Method with Covariance $\boldsymbol{Q}=\mathbf{0}$. Although estimation with covariance $\boldsymbol{Q}_{M}$ has the least error, it is not sufficient reduction.
ordered influence caused by ambiguities in the equation of motion in such case. In actual mission, estimation using $\boldsymbol{Q}_{M}$ would be enough, because it is difficult to use a rover to investigate such small planetary body with a short period of precessional motion.

### 2.7 Conclusion

In this chapter, a method of localization for a space rover to guide it to destination points is proposed. Conventional methods of localization cannot be applied to rovers on small planetary bodies of less than 1000 m in diameter. A method of localization has been proposed, which uses measurement of round-trip propagation delay of radiowaves between a rover on a small planetary body and a mother spacecraft orbiting around the small planetary body. In the proposed method, the mother spacecraft is used as a single source of radio waves. The measurement is done repeatedly to make pseudo-multiple reference points of radio sources. Moreover, no synchronization of clocks is needed and no accurate clock is needed on the rover because the proposed method uses the measurements of round-trip propagation delay. The proposed method is able to provide absolute positions of the rover on the small planetary body, and covers the whole surface of the target planetary body, and is applicable to any size of the planetary body.

In this chapter, recursive method to localize a rover has been proposed based on Kalman filter. The estimation accuracy of the proposed method has been evaluated by numerical simulations. The simulation results assuming a rover was located on a


Fig. 2.13: Estimation under Precessional Motion : Where the precessional period is long enough, estimation error becomes constant in each case.
small planetary body proved that the proposed method can provide sufficiently accurate localization of the rover. The influence of ambiguities in rotational motion of the small planetary body and in the positions of the mother spacecraft on estimation accuracy were analyzed. The simulation results proved that the influence from the ambiguity in the angular velocity of the small planetary body is small while the ambiguity in the direction of the rotational axis causes large error in localization. Recursive method to cope with the ambiguities in the rotational motion has been proposed. The proposed method is to increase the covariance matrix of prediction error, $\boldsymbol{Q}$, appropriately, considering the worst case in prediction under the uncertainties. Simulation results have proved that the proposed method to increase the covariance matrix $\boldsymbol{Q}$ appropriately can reduce the influence of ambiguity, both for the bias error in the rotational direction and for the precessional motion of the small planetary body, however, the performance of influence reduction is not sufficient.

## Chapter 3

# Estimation Method of Rotation Parameters of a Small Planetary Body and Position of a Rover based on Measurements of Round-trip Propagation Delay 

### 3.1 Introduction

In chapter 2 , a method to localize the rover on a small planetary body by a single source of radio-waves has been proposed. This method estimates the position of the rover by using the information about the rotational motion of the small planetary body and the measurements of round-trip propagation delay of radio-waves. The proposed method provides the absolute position of the rover on the small planetary body and covers the whole surface of the target planetary body, and is applicable to any size of the planetary body. In addition, no atmospheric delay, which is one of the largest cause in GPS, will occur on the surfaces of the small planetary bodies so the accuracy of range measurements on a small planetary body would be sufficiently high. Since communication devices on the rover and on the spacecraft can be used for the measurement, only a transponder on the rover is required for the proposed method to work.

This method of localization assumed that the rotational motion of the small planetary body is precisely known. However, the asteroid Itokawa for example, the angular velocity of rotation is estimated as $12.1324 \pm 0.0001 \mathrm{~h}$ [35] by ground observation, and the rotational direction is estimated with ambiguity of 6.9 deg from the observation by Hayabusa probe [36]. Thus, it is not practical to assume that the rotational motion of the small planetary body to be precisely known. Numerical simulations assuming a rover
is located on the asteroid of 600 m in diameter suggested that an error of 1 deg in the rotational axis direction causes several meters of error in the rover's position.

In this chapter, a method to estimate the rotational parameters of the small planetary body together with the position of the rover is proposed. Estimation method of the rotational parameters is formulated as an optimization problem. Normal method based on gradient is useless to solve this optimization problem because the loss function has different scales of sensitivity to each state variable. In order to avoid this problem, minimum search based on the gradient was divided into three steps. Numerical simulations assumed a rover was located on a small planetary body are shown to evaluate the estimation accuracy of the proposed method. Discussions about the sensitivity direction of the proposed method are also described here. Section 3.2 describes the formulation of the optimization problem and section 3.3 summarizes simulation results, which evaluate the estimation accuracy of the proposed method. In section 3.4, discussions on the sensitivity direction of the proposed method are described, and the section 3.5 concludes this chapter.

### 3.2 Estimation of Rotational Parameters of Planetary Body and Position of Rover

### 3.2.1 Overview of Investigations by Rover on Small Planetary Body

Direct investigations into a planetary body using a rover generally follow the four steps below [36].

- Step 1: A mother spacecraft carrying the rover reaches to the target planetary body.
- Step 2: The mother spacecraft investigates into the planetary body in details.
- Step 3: The landing point of the rover is determined using the information collected by the mother spacecraft, then the mother spacecraft releases the rover.
- Step 4: The landing point is localized, and guidance toward destination points starts.

Thus, there is a mother spacecraft near the rover and the spacecraft collects data about the target planetary body in advance of releasing the rover. The mother spacecraft is assumed to be used as a radio source in our method of localization. The method is assumed to estimate the landing point of the rover at Step 4, and the recursive method
of localization described in chapter 2 is assumed to be used after the landing point has been determined. A transponder is assumed to be loaded on the rover on-board to reflect the radio waves transmitted from the mother spacecraft. There are four assumptions for our method of localization.

- Assumption 1: The rover does not move during localization. Thus, the motion of the rover depends only on the rotational motion of the small planetary body.
- Assumption 2: The direction of the rotational axis and the angular velocity is time-invariant.
- Assumption 3: The average and variance of processing delay on the transponder on the rover are are known in advance.
- Assumption 4: The relative positions of the mother spacecraft to the small planetary body are known with sufficient accuracy.

In case that the precession period is sufficiently longer than the operational period of the rover and the direction of the rotational axis can be regarded as constant, Assumption 2 is satisfied. The average and the variance of processing delay on the transponder of Assumption 3 are measurable values in advance of the launch of the rocket carrying the spacecraft and the rover that it is feasible assumption. As the relative positions of Hayabusa probe has been estimated by using the shape model of the asteroid Itokawa, images from optical navigation camera, and LIDAR ranging data [28], it is feasible to assume that the relative position of the mother spacecraft to be known.

### 3.2.2 Formulation as Optimization Problem

The inertial-fixed coordinate frame used is shown in Fig 3.1. The origin coincides with the planetary body's center of mass. The $z$-axis is the nominal direction of the rotational axis of the small planetary body, and the $x$-axis is perpendicular to the $z$-axis and coincides with the longitude of the ascending node of the spacecraft's orbit. The $y$-axis is perpendicular to these axes and defined by the right-hand rule. $\boldsymbol{x}=[x, y, z]^{T}$ and $\boldsymbol{X}$ denote the positions of the rover and mother spacecraft, respectively. $\boldsymbol{\sigma}=\left[\sigma_{x}, \sigma_{y}, \sigma_{z}\right]^{T}$ and $\omega$ denote the direction of the rotational axis and the angular velocity of the small planetary body, respectively.

To estimate both the position of the rover and rotational motion of the small planetary body, state vector is defined. Although $\boldsymbol{\sigma}$ is a 3 -dimensional vector, it has the constraint $\|\boldsymbol{\sigma}\|=1$. Therefore, two of the components in $\boldsymbol{\sigma}$ are free. As the nominal direction of the rotational axis is $\overline{\boldsymbol{\sigma}}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$ from the coordinate definitions, where ${ }^{-}$denotes


Fig. 3.1: Coordinate Definition
nominal value, $\sigma_{z}$ is defined as

$$
\begin{equation*}
\sigma_{z}=\sqrt{1-\sigma_{x}^{2}-\sigma_{y}^{2}} . \tag{3.1}
\end{equation*}
$$

Define the state vector $s$ as

$$
\begin{equation*}
\boldsymbol{s}=\left[x, y, z, \sigma_{x}, \sigma_{y}, \omega\right]^{T} \tag{3.2}
\end{equation*}
$$

From Assumptions 1 and 2, the state prediction is derived as

$$
\boldsymbol{s}_{i+1}=\left[\begin{array}{c}
\boldsymbol{x}_{i+1}  \tag{3.3}\\
\sigma_{x, i+1} \\
\sigma_{y, i+1} \\
\omega_{i+1}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{R}\left(\boldsymbol{\sigma}_{i}, \omega_{i}\left(t_{i+1}-t_{i}\right)\right) \boldsymbol{x}_{i} \\
\sigma_{x, i} \\
\sigma_{y, i} \\
\omega_{i}
\end{array}\right]=\boldsymbol{f}\left(\boldsymbol{s}_{i}\right),
$$

where the suffix $i$ denotes the value at $i$-th measurement. $\boldsymbol{R}(\boldsymbol{\sigma}, \beta)$ is a rotation matrix and it represents the rotational motion of the planetary body. $\boldsymbol{R}(\boldsymbol{\sigma}, \beta)$ is given as

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{\sigma}, \beta)=\cos \beta \boldsymbol{I}-\sin \beta[\boldsymbol{\sigma} \times]+(1-\cos \beta) \boldsymbol{\sigma} \boldsymbol{\sigma}^{T} \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ and $\beta$ are the direction of the rotational axis and the angular velocity, respectively [21]. I is a unit matrix and $[\boldsymbol{\sigma} \times]$ is a skew-symmetric matrix representing the cross product of the vector $\boldsymbol{\sigma}$.

The measurement of round-trip propagation delay is expressed as

$$
\begin{align*}
\tau_{o b, i} & =g\left(\boldsymbol{s}_{i}\right)+\zeta_{i}+\eta_{i}  \tag{3.5}\\
& =\frac{1}{c}\left(\left\|\boldsymbol{X}\left(t_{e, i}\right)-\boldsymbol{x}\left(t_{r e f, i}\right)\right\|+\left\|\boldsymbol{X}\left(t_{r, i}\right)-\boldsymbol{x}\left(t_{r e f, i}+\zeta_{i}\right)\right\|\right)+\zeta_{i}+\eta_{i} \tag{3.6}
\end{align*}
$$

where $c$ is light speed, $\zeta_{i}$ is the processing delay on the transponder, and $\eta_{i}$ is measurement noise of average 0 . Using the average of processing delay, $\tilde{\zeta}$, which is a given value from Assumption 4, $\left(\zeta_{i}-\tilde{\zeta}\right)$ is a noise component of known variance and of average 0 . denotes the average value. The difference in the position of the rover over time $\left(\zeta_{i}-\tilde{\zeta}\right)$ is relatively small compared with the distance between the mother spacecraft and the rover, i.e.,

$$
\begin{equation*}
\boldsymbol{x}\left(t_{r e f, i}+\zeta_{i}\right) \sim \boldsymbol{x}\left(t_{r e f, i}+\tilde{\zeta}\right) \tag{3.7}
\end{equation*}
$$

where the effect from higher than the second order of $\left(\zeta_{i}-\tilde{\zeta}\right)$ is neglected. Thus, the measurement equation (3.6) can be derived as

$$
\begin{equation*}
\tau_{o b, i}-\tilde{\zeta}=\frac{1}{c}\left(\left\|\boldsymbol{X}\left(t_{e, i}\right)-\boldsymbol{x}\left(t_{r e f, i}\right)\right\|+\left\|\boldsymbol{X}\left(t_{r, i}\right)-\boldsymbol{x}\left(t_{r e f, i}+\tilde{\zeta}\right)\right\|\right)+\left(\zeta_{i}-\tilde{\zeta}\right)+\eta_{i} \tag{3.8}
\end{equation*}
$$

As previously suggested, the average of $\left(\zeta_{i}-\tilde{\zeta}\right)$ equals to 0 that this noise component can be regarded to be included in the measurement noise, $\eta_{i}$. In this paper, $\tilde{\zeta}=0$ for simplicity. $t_{e, i}, t_{r e f, i}$, and $t_{r, i}$ are the time at emission, at reflection, and the reception of radio waves at the $i$-th measurement, respectively. These values satisfy

$$
\begin{align*}
t_{r e f, i}-t_{e, i} & =\frac{1}{c}\left\|\boldsymbol{X}\left(t_{e, i}\right)-\boldsymbol{x}\left(t_{r e f, i}\right)\right\| \quad \text { and }  \tag{3.9}\\
t_{r, i}-t_{r e f, i} & =\frac{1}{c}\left\|\boldsymbol{X}\left(t_{r, i}\right)-\boldsymbol{x}\left(t_{r e f, i}\right)\right\| . \tag{3.10}
\end{align*}
$$

The necessary and sufficient condition for locally observability is to satisfy

$$
\operatorname{rank}\left[\begin{array}{c}
\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}_{i}}-\xi \boldsymbol{I}  \tag{3.11}\\
\frac{\partial g}{\partial \boldsymbol{s}_{i}}
\end{array}\right]=6
$$

for any complex number $\xi$. In case of $\xi=1$, the left-hand side of Eq. (3.11) is less than 6 , so this system is not locally observable. Recursive approach does not work for estimating the state vector $\boldsymbol{s}_{i}$.

Let us define the squared error function between the actual measurement, $\tau_{o b, i}$ and the estimation, $\hat{\tau}_{i}$, as

$$
\begin{equation*}
J_{M, i}=\frac{1}{\gamma_{i}^{2}}\left(\tau_{o b, i}-\hat{\tau}_{i}\right)^{2}, \tag{3.12}
\end{equation*}
$$

where $\gamma_{i}^{2}$ denotes the variance of the measurement noise, $\eta_{i}$. ${ }^{\wedge}$ denotes estimation value. From (3.5), $\hat{\tau}_{i}$ is calculated from the estimated state $\hat{\boldsymbol{s}}_{i}$ as

$$
\begin{equation*}
\hat{\tau}_{i}=g\left(\hat{s}_{i}\right) \tag{3.13}
\end{equation*}
$$

Thus, $J_{M, i}$ is a function of $\hat{\boldsymbol{s}}_{i}$. Let us define loss function, $J_{s}$, as squared error function of estimation error as

$$
\begin{equation*}
J_{s}\left(\hat{\boldsymbol{s}}_{0}\right)=\sum_{i=0}^{N-1} J_{M, i}\left(\hat{\boldsymbol{s}}_{i}\right) . \tag{3.14}
\end{equation*}
$$

As the state vectors $\hat{\boldsymbol{s}}_{i}(i=1, \cdots N-1)$ are constrained by Eq. (3.3), $J_{s}$ is expressed as the function of the initial state, $\hat{\boldsymbol{s}}_{0}$. The maximum likelihood estimation of the initial state $\hat{\boldsymbol{s}}_{0}^{\text {opt }}$ is derived by solving the following optimization problem:

$$
\begin{array}{r}
\hat{\boldsymbol{s}}_{0}^{o p t}=\underset{\hat{s}_{0}}{\arg \min _{\hat{\boldsymbol{s}}_{0}} J_{s}\left(\hat{\boldsymbol{s}}_{0}\right)} \\
\text { subject to } \quad \hat{\boldsymbol{s}}_{i+1}=\boldsymbol{f}\left(\hat{\boldsymbol{s}}_{i}\right) . \tag{3.16}
\end{array}
$$

### 3.2.3 Inequality Conditions from Information about Rotational Parameters

The information about the ambiguities of the rotational parameters of the small planetary body described in the references [35] and [36] is expressed as

$$
\begin{align*}
\overline{\boldsymbol{\sigma}}^{T} \boldsymbol{\sigma}^{*} & \geq \cos \theta_{a} \quad \text { and }  \tag{3.17}\\
\left|\omega^{*}-\bar{\omega}\right| & \leq \omega_{a}, \tag{3.18}
\end{align*}
$$

where * denotes the actual value, $\theta_{a}$ and $\omega_{a} \geq 0$ denote ambiguities in the direction of the rotational axis and in the angular velocity of the small planetary body, respectively. The actual direction of the rotational axis $\boldsymbol{\sigma}^{*}$ exists in the cone with axis direction $\overline{\boldsymbol{\sigma}}$ and vertex angle $2 \theta_{a}$, as illustrated in Fig 3.2. The information about ambiguities in rotational parameters is added to the optimization problem, (3.15), as the following inequality conditions:

$$
\begin{gather*}
h_{\sigma}\left(\hat{\boldsymbol{\sigma}}_{i}\right)=\cos \left(\theta_{a}\right)-\overline{\boldsymbol{\sigma}}^{T} \hat{\boldsymbol{\sigma}}_{i} \leq 0 \quad \text { and }  \tag{3.19}\\
h_{\omega}\left(\hat{\omega}_{i}\right)=\left|\hat{\omega}_{i}-\bar{\omega}\right|-\omega_{a} \leq 0 . \tag{3.20}
\end{gather*}
$$

These inequality conditions can be relaxed by applying the augmented Lagrange method [37].

### 3.2.4 Optimization Based on Gradient

Constraints of motion equation can be relaxed by Lagrange's multipliers as

$$
\begin{equation*}
J=J_{s}+\sum_{i=0}^{N-1} \boldsymbol{\lambda}_{i+1}\left\{\boldsymbol{f}\left(\boldsymbol{s}_{i}\right)-\boldsymbol{s}_{i+1}\right\}, \tag{3.21}
\end{equation*}
$$



Fig. 3.2: Definition of ambiguity in nominal direction of rotational axis. Actual direction exists within the limited space, expressed as a cone, but the precise direction is not known.
where $\boldsymbol{\lambda}$ denotes co-state. Define Hamiltonian $H_{i}$ as

$$
\begin{equation*}
H_{i}=J_{M, i}+\boldsymbol{\lambda}_{i+1}^{T} \boldsymbol{f}\left(\boldsymbol{s}_{i}\right) . \tag{3.22}
\end{equation*}
$$

The first derivative of the loss function, $d J$, is expressed as

$$
\begin{equation*}
d J=\sum_{i=1}^{N}\left(\frac{\partial H_{i-1}}{\partial \boldsymbol{\lambda}_{i}}-\hat{\boldsymbol{s}}_{i}^{T}\right) d \boldsymbol{\lambda}_{i}-\boldsymbol{\lambda}_{N}^{T} d \hat{\boldsymbol{s}}_{N}+\sum_{i=0}^{N-1}\left(\frac{\partial H_{i}}{\partial \hat{\boldsymbol{s}}_{i}}-\boldsymbol{\lambda}_{i}^{T}\right) d \hat{\boldsymbol{s}}_{i}+\boldsymbol{\lambda}_{0}^{T} d \hat{\boldsymbol{s}}_{0} \tag{3.23}
\end{equation*}
$$

If the following two equations,

$$
\begin{gather*}
\hat{\boldsymbol{s}}_{i+1}=\frac{\partial H_{i}}{\partial \boldsymbol{\lambda}_{i+1}}=\boldsymbol{f}\left(\hat{\boldsymbol{s}}_{i}\right) \quad(i=0,1, \cdots, N-1)  \tag{3.24}\\
\boldsymbol{\lambda}_{i}^{T}=\frac{\partial J_{M, i}}{\partial \hat{\boldsymbol{s}}_{i}}+\frac{\partial J_{\sigma, i}}{\partial \hat{\boldsymbol{s}}_{i}}+\frac{\partial J_{\omega, i}}{\partial \hat{\boldsymbol{s}}_{i}}+\boldsymbol{\lambda}_{i+1}^{T} \frac{\partial \boldsymbol{f}}{\partial \hat{\boldsymbol{s}}_{i}} \\
(i=0,1, \cdots N-1) \tag{3.25}
\end{gather*}
$$

are satisfied, and the boundary condition,

$$
\begin{equation*}
\boldsymbol{\lambda}_{N}=\mathbf{0} \tag{3.26}
\end{equation*}
$$

is satisfied, the first derivative of loss function, $J$, becomes

$$
\begin{equation*}
d J=\boldsymbol{\lambda}_{0}^{T} d \hat{s}_{0} \tag{3.27}
\end{equation*}
$$

$\boldsymbol{\lambda}_{0}$ is the steepest descent direction at $\hat{\boldsymbol{s}}_{0}$ of the loss function, J. Define the update of state, $\Delta s$, as $\Delta s=-\alpha \boldsymbol{\lambda}_{0}$, then the difference in loss function by updating state, $\Delta J$ becomes $\Delta J=-\alpha \boldsymbol{\lambda}_{0}^{T} \boldsymbol{\lambda}_{0}<0$, which provides decrease in loss function. In the simulations represented in this chapter, $\alpha$ was defined by line-search algorithm [38].

### 3.2.5 Sensitivity Analysis of Performance Index

Before applying the solution based on the gradient, difference in the sensitivities of each variable of state vector has to be considered. Fig. 3.3 plots the values of the loss function according with the difference in individual variables of the state vector, $s$. The parameters of numerical simulations are the same with chapter 2, as listed in Table 2.1, where the actual state, $s_{0}^{*}$, was set to the nominal state. Change in the value of the loss function according with $x, y, z$ was small while it was large in variables $\sigma_{x}, \sigma_{y}$ and huge change was occurred in the variable $\omega$. Since the loss function has different scales of sensitivity to six variables of the state vector, minimum-search according with the gradient vector will be trapped in the limited space, which has the highest sensitivity. Then the minimum search following the gradient direction requires many times of iteration to reach the optimal state. The inequality conditions, eq. (3.19) and eq. (3.20) also contribute to reduce the search speed.

In order to avoid to search in the limited space, minimum-search has been divided into three steps. Search algorithm starts in order of sensitivity as follows.

1. Set $\boldsymbol{s}_{\omega, \sigma, x}^{1}$ as the best known variables and set $l=1$ and set $d \boldsymbol{s}_{\omega}=\left[\begin{array}{lllll}0 & 0 & 0 & 0 & 0\end{array}\right]^{T}$.
2. $\boldsymbol{s}_{\omega}^{l+1}$ is determined so that $\boldsymbol{s}_{\omega}^{l+1}=J\left(\boldsymbol{s}_{\omega, \sigma, x}^{l}+\alpha d \boldsymbol{s}_{\omega}\right)$ is a minimum.
3. Calculate the gradient and set $d \boldsymbol{s}_{\sigma}=\left[\begin{array}{lll}0 & 0 & 0 d \sigma_{x} d \sigma_{y}\end{array}\right]^{T}$, which is projected to $\boldsymbol{\sigma}$ space.
4. $\boldsymbol{s}_{\omega, \sigma}^{l+1}$ is determined so that $s_{\omega, \sigma}^{l+1}=J\left(s_{\omega}^{l+1}+\alpha d s_{\sigma}\right)$ is a minimum.
5. Calculate the gradient and set $d \boldsymbol{s}_{x}=\left[\begin{array}{lllll}d x & d y & d z & 0 & 0\end{array} 0\right]^{T}$, which is projected to $\boldsymbol{x}$ space.
6. $\boldsymbol{s}_{\omega, \sigma, x}^{l+1}$ is determined so that $\boldsymbol{s}_{\omega, \sigma, x}^{l+1}=J\left(s_{\omega, \sigma}^{l}+\alpha d \boldsymbol{s}_{x}\right)$ is a minimum.
7. Repeat from 2.

### 3.3 Simulation Results to Evaluate Estimation Accuracy

### 3.3.1 Brief Overview of Numerical Simulations

Numerical simulations assuming a rover was located on a small planetary body were conducted to evaluate the estimation accuracy of the solution based on Powell's conjugate direction method. The simulation parameters were the same with the simulation reported


Fig. 3.3: Sensitivity of loss function to each state variable
in chapter 2, as listed in Table 2.1. The prior estimation of the initial state, $\hat{\boldsymbol{s}}_{0}$, was set to coincide with the nominal state, $\overline{\boldsymbol{s}}_{0}$. Measurement noise was assumed to be Gaussian with the average of 0 s and the variance of $10^{-16} \mathrm{~s}^{2}$, which reflected the performance of a recent transponder for space use. Measurement data was collected when the rover could catch the mother spacecraft in sight. The range of view of the rover was assumed to be 1.4 rad from zenith. Ambiguity in the position of the rover was assumed to be 30 m in each direction, $x, y$ and $z$, which reflected the supposed distance between the target and the actual landing point. The ambiguity in the direction of the rotational axis, $\theta_{a}$, was 0.17 rad , and the ambiguity in the angular velocity, $\omega_{a}$, was $4.2 \times 10^{-6} \mathrm{rad} / \mathrm{s}$. These values reflect the information about the ambiguity in the rotational parameters of the asteroid Itokawa [35], [36]. The iteration was set to stop when the decrease in the value of the loss function was less than a threshold, $\Delta J<10^{-2}$. The following results were provided by the computer with Intel Core i7, 2.93GHz, and Matlab 2009a software.

### 3.3.2 Evaluation of the Convergence

The convergence of the proposed method has been verified. Measurement interval, $\Delta T$, was 600 s and the observation period, $T_{N}$, was $2.16 \times 10^{5} \mathrm{~s}$. The actual state, $s_{0}^{*}$, was set assuming the maximum uncertainty as

$$
\begin{align*}
\boldsymbol{x}_{0}^{*} & =(10,310,-90)^{T}  \tag{3.28}\\
\sigma_{x, 0}^{*} & =\sigma_{y, 0}^{*}=0.12  \tag{3.29}\\
\omega_{0}^{*} & =1.442 \times 10^{-4} . \tag{3.30}
\end{align*}
$$

The values of the loss function together with the iteration are plotted in Fig. 3.4. The


Fig. 3.4: Value of performance with iteration : The initial error was fixed
horizontal axis denotes the iteration and the vertical axis denotes the value of the loss function, $J_{s}$ in (3.14). Fig. 3.4 shows that the value of the loss function, $J_{s}$, decreased in accordance with iteration. It tells that the three-step gradient search, described in the subsection 3.2.5, worked appropriately. In Fig. 3.5, the estimation error together with the iteration is plotted. The estimation error is $\left\|\hat{s}_{0}-s_{0}^{*}\right\|$, where $\|\cdot\|$ denotes Euclidean norm. At the end of the iteration, the maximum error in the individual variable of the state vector was

$$
\begin{gather*}
{\left[\left|\hat{x}_{0}-x_{0}^{*}\right|,\left|\hat{y}_{0}-y_{0}^{*}\right|,\left|\hat{z}_{0}-z_{0}^{*}\right|\right]=[1.4,1.3,1.3]}  \tag{3.31}\\
\left|\hat{\sigma}_{x, 0}-\sigma_{x, 0}^{*}\right|=2.2 \times 10^{-3}  \tag{3.32}\\
\left|\hat{\sigma}_{y, 0}-\sigma_{y, 0}^{*}\right|=3.6 \times 10^{-3}  \tag{3.33}\\
\cos ^{-1}\left(\hat{\boldsymbol{\sigma}}^{T} \boldsymbol{\sigma}^{*}\right)=3.9 \times 10^{-3}  \tag{3.34}\\
\left|\hat{\omega}_{0}-\omega_{0}^{*}\right|=2.7 \times 10^{-8} \tag{3.35}
\end{gather*}
$$

Fig. 3.5 shows that the estimation error decreased in accordance with the iteration. We can conclude that the calculation of the proposed method converges to the true state independent from measurement noise.

### 3.3.3 Validation of Convergence for Various Initial Errors

The convergence for various cases of initial error was verified. Measurement interval, $\Delta T$, and the observation period, $T_{N}$, were the same with the subsection $3.3 .2,600 \mathrm{~s}$ and $2.16 \times 10^{5} \mathrm{~s}$, respectively. 128 cases of initial error were assumed and the values of the loss function and the estimation error in the iteration of optimization were analyzed. Each case of initial error assumed the maximum difference from the nominal state; difference


Fig. 3.5: Estimation error with iteration : The initial error was fixed
of +30 or -30 in each component of the position of the rover from the nominal value and difference of $+\omega_{a}$ or $-\omega_{a}$ in the angular velocity were assumed. For the rotational axis direction, it was assumed to be inclined $\theta_{a}$ from the nominal direction of the rotational axis, and eight directions were considered here for simplicity;

$$
\boldsymbol{\sigma}_{k}^{*}=\left[\begin{array}{c}
\sin \delta_{k} \sin \theta_{a}  \tag{3.36}\\
\cos \delta_{k} \sin \theta_{a} \\
\cos \theta_{a}
\end{array}\right],
$$

where $\delta_{k}=\pi k / 4$, $(k=0,1, \cdots 7)$. Duration of the measurement, $T_{N}$ was $2.16 \times 10^{5} \mathrm{~s}$. Measurement noise was fixed.

The values of the loss function, $J_{s}$, are plotted in Fig. 3.6. The horizontal axis represents the iteration of minimum search and the vertical axis represents the value of the loss function, $J_{s},(3.14)$. In the figure, the average, the maximum, and the minimum value of 128 cases of initial error are plotted. The value of loss function decrease in accordance with the iteration, which suggests that the minimum search worked well independent of initial errors.

Estimation error, $\left\|\hat{\boldsymbol{s}}_{0}-\boldsymbol{s}_{0}^{*}\right\|$ is plotted in Fig. 3.7, where the horizontal line denotes the iteration. The average, the maximum and the minimum estimation error of 128 cases of initial error are plotted. As the estimation error is plotted in log-scale, the variation in the minimum estimation error looks relatively large. In actual, the estimation error consisted of position error in the variables, $x, y$ and $z$, were $10^{-2}$ order, direction error in the variables, $\sigma_{x}$ and $\sigma_{y}$, were $10^{-5}$ order and the error in the angular velocity, $\omega$, was $10^{-10}$ order. Thus, the variation in the minimum estimation error is caused by the position error in $x, y$ and $z$. This order of error satisfies the estimation accuracy described in chapter 2, and it is sufficiently accurate estimation. From Fig. 3.7, the estimation


Fig. 3.6: Value of performance index with iteration : Max, mean and min of $J_{s}$ starting with 128 cases of initial error
error decreased in accordance with iterations. The maximum error in estimation after the iteration was

$$
\begin{gather*}
{\left[\left|\hat{x}_{0}-x_{0}^{*}\right|,\left|\hat{y}_{0}-y_{0}^{*}\right|,\left|\hat{z}_{0}-z_{0}^{*}\right|\right]=[1.7,3.5,1.8]}  \tag{3.37}\\
\left|\hat{\sigma}_{x, 0}-\sigma_{x, 0}^{*}\right|=2.8 \times 10^{-3}  \tag{3.38}\\
\left|\hat{\sigma}_{y, 0}-\sigma_{y, 0}^{*}\right|=1.3 \times 10^{-2}  \tag{3.39}\\
\cos ^{-1}\left(\hat{\boldsymbol{\sigma}}^{T} \boldsymbol{\sigma}^{*}\right)=1.3 \times 10^{-2}  \tag{3.40}\\
\left|\hat{\omega}_{0}-\omega_{0}^{*}\right|=7.7 \times 10^{-8} . \tag{3.41}
\end{gather*}
$$

The simulation results proved that the proposed method can provide accurate localization of the rover even if the rotational parameters of the small planetary body contains ambiguities.

### 3.3.4 Influence of Measurement Interval, $\Delta T$

The influence of measurement interval, $\Delta T$, on estimation accuracy has been evaluated. The observation time, $T_{N}$, was set to be the same with the subsection, $2.16 \times 10^{5} \mathrm{~s}$. The actual state, $s_{0}^{*}$, was fixed to

$$
\begin{align*}
\boldsymbol{x}_{0}^{*} & =[10,290,-90]^{T}  \tag{3.42}\\
\sigma_{x, 0}^{*} & =\sigma_{y, 0}^{*}=0.12  \tag{3.43}\\
\omega_{0}^{*} & =1.442 \times 10^{-4}, \tag{3.44}
\end{align*}
$$

which is the worst case in estimation error among 128 cases of actual state.


Fig. 3.7: Estimation error with iteration : Max, mean and min of estimation error starting with 128 cases of initial error

The estimation error together with the measurement interval, $\Delta T$, is plotted in Fig. 3.8. Fig. 3.8 suggests that the estimation error increased in accordance with increase in the measurement interval, $\Delta T$. The values of loss function per number of data, $J_{s} / N$, are plotted in Fig. 3.9. The average, the maximum and the minimum values of 100 cases of measurement noise are plotted. The value of $J_{s} / N$ is useful to judge whether the estimation $\hat{\boldsymbol{x}}$ is close to the actual state or not. If enough measurement data are obtained and the estimation $\hat{\boldsymbol{x}}$ is close enough to the actual state, the estimation error in measurement almost equals to measurement noise and the expected value of $J_{s} / N$ comes to 1 . Fig. 3.9 suggests that in accordance with increase in $\Delta T$, the variance in the value of $J_{s} / N$ increased, because of the measurement noise. In addition, the average value of $J_{s} / N$ was less than 1 when $\Delta T$ was relatively large, which suggests that the estimated state is trapped to be local minimum. On the other hand, the variance in $J_{s} / N$ is small and close to 1 when $\Delta T$ is relatively small. Thus, the simulation results suggests that the value of loss function per number of measurement data, $J_{s} / N$, can be used as an index to judge the estimated state is sufficiently close to the actual state or not.

### 3.3.5 Influence of Observation Period, $T_{N}$

The influence of observation period, $T_{N}$, on estimation accuracy was evaluated. The measurement interval was fixed to 600 s . The actual state was the same with section 3.3.4, as represented in equations (3.42), (3.43) and (3.44).

The estimation errors together with the number of measurement, $N$, are plotted in Fig. 3.10. The horizontal axis denotes the number of measurement, $N$, and the vertical axis denotes the estimation error, $\left\|\hat{\boldsymbol{s}}_{0}-\boldsymbol{s}_{0}^{*}\right\|$. During the observation period,


Fig. 3.8: Estimation error and measurement interval, $\Delta T$


Fig. 3.9: Value of loss function per number of measurement, $J_{s} / N$, with measurement interval, $\Delta T$
$T_{N}$, there are $T_{N} / \Delta T$ chances to collect measurement data, however, the measurement data when the rover cannot catch the mother spacecraft in sight cannot be obtained. To skip the time when no measurement data were collected, the vertical axis is represented by the number of measurement, $N$, instead of the measurement time, $T_{N}$. Fig. 3.10 suggests that estimation error, $\left\|\hat{s}_{0}-s_{0}^{*}\right\|$, decreased in accordance with the number of measurement, $N$. The sharp drops at $N=27$ and $N=43$ coincides the time when the rover lost the mother spacecraft from its sight.

The values of index $J_{s} / N$ are plotted in Fig. 3.11. The average, the maximum and the minimum values of $J_{s} / N$ came close to 1 in accordance with the number of measurement data, $N$, increased. Although the estimation error, $\left\|\hat{\boldsymbol{s}}_{0}-\boldsymbol{s}_{0}^{*}\right\|$, was relatively large at around $N \sim 20$, the average value of index $J_{s} / N$ was almost 1 . The simulation results suggests that only a single index, $J_{s} / N$, is insufficient to judge whether the estimated


Fig. 3.10: Estimation error and number of measurement, $N$


Fig. 3.11: Value of loss function per number of measurement, $J_{s} / N$, and number of measurement, $N$
state is close to the actual state or not.

### 3.4 Index of Estimation Accuracy

In section 3.3, applicability of $J_{s} / N \sim 1$ as an index of accuracy of the estimated state was verified. Simulation results suggested that it was not sufficient index by itself. In this section, the sensitivity direction, $\boldsymbol{b}$, is defined and the performance as an index of estimation accuracy is verified.

### 3.4.1 Sensitivity Directions of Proposed Method

The localization using measurements based on radio waves has sensitivity in the direction of line-of-sight direction from the source of radio-waves to the receiver. There are two directions of pseudo line-of-sight, which are converted direction of line-of-sight to state space, at $i$-th measurement of the proposed method; which are

$$
\begin{align*}
\boldsymbol{d}_{e, i}^{*} & =\left(\frac{\partial \boldsymbol{f}_{x, i}}{\partial s_{0}}\right)^{-1} \frac{\boldsymbol{X}\left(t_{e, i}\right)-\boldsymbol{x}^{*}\left(t_{r e f, i}\right)}{\left\|\boldsymbol{X}\left(t_{e, i}\right)-\boldsymbol{x}^{*}\left(t_{r e f, i}\right)\right\|} \quad \text { and }  \tag{3.45}\\
\boldsymbol{d}_{r, i}^{*} & =\left(\frac{\partial \boldsymbol{f}_{x, i}}{\partial \boldsymbol{s}_{0}}\right)^{-1} \frac{\boldsymbol{X}\left(t_{r, i}\right)-\boldsymbol{x}^{*}\left(t_{r e f, i}\right)}{\left\|\boldsymbol{X}\left(t_{r, i}\right)-\boldsymbol{x}^{*}\left(t_{r e f}, i\right)\right\|} \tag{3.46}
\end{align*}
$$

where $\boldsymbol{f}_{x, i}$ represents the function to convert the initial state, $\boldsymbol{s}_{0}$ to the position of the rover at $t_{i} . \boldsymbol{f}_{x, i}$ coincides with the prediction of the rover from $t_{0}$ to $t_{i}$ in eq. (3.3), and

$$
\begin{equation*}
\boldsymbol{x}_{i}=\boldsymbol{f}_{x, i}\left(\boldsymbol{s}_{0}\right)=\boldsymbol{R}\left(\boldsymbol{\sigma}_{0}, \omega_{0}\left(t_{i}-t_{0}\right)\right) \boldsymbol{x}_{0} \tag{3.47}
\end{equation*}
$$

Since $\partial \boldsymbol{f}_{\boldsymbol{x}, i} / \partial \boldsymbol{s}_{0}$ is a $3 \times 6$ matrix, eq. (3.45), (3.46) require calculations of pseudo inverse matrix. It is necessary to define the index for estimation accuracy by the values available in estimation calculations. Instead of using the actual position of the rover, $\boldsymbol{x}^{*}$, the estimated state, $\hat{\boldsymbol{x}}$, was used to calculate the pseudo line-of-sight directions. Moreover, the position difference of the rover and the mother spacecraft during the propagation delay, $\tau_{i}=t_{r, i}-t_{e, i}$, is relatively small compared with the distance between the rover and the mother spacecraft that the approximation of the pseudo line-of-sight direction at $t_{i}$ is given as

$$
\begin{equation*}
\hat{\boldsymbol{d}}_{i}=\left(\frac{\partial \boldsymbol{f}_{x}}{\partial \boldsymbol{s}_{0}}\right)^{-1} \frac{\boldsymbol{X}\left(t_{e, i}\right)-\hat{\boldsymbol{x}}\left(t_{e, i}\right)}{\left\|\boldsymbol{X}\left(t_{e, i}\right)-\hat{\boldsymbol{x}}\left(t_{e, i}\right)\right\|} \tag{3.48}
\end{equation*}
$$

If a set of $N$ directions of pseudo line-of-sight directions, $\left\{\hat{\boldsymbol{d}}_{i}\right\}(i=0,1, \cdots N-1)$, of $N$ measurements are not biased, it will provide accurate estimation. Define a matrix $\boldsymbol{D}$, as a set of pseudo line-of-sight directions as $\boldsymbol{D}=\left\{\hat{\boldsymbol{d}}_{i}\right\}$, where the matrix $\boldsymbol{D}$ is $6 \times N$. Calculate the basis vectors of matrix $\boldsymbol{D}$ by singular value decomposition. Define the left singular vector of matrix, $\boldsymbol{D}$, as $\boldsymbol{u}_{k}(k=1,2, \cdots 6)$ and define the singular value corresponding with the vector $\boldsymbol{u}_{k}$ as $\nu_{k}$. The vector $\boldsymbol{u}_{k}$ is orthonormal basis of a set of line-of-sight directions, and the singular value, $\nu_{k}$, represents the weight in the direction of $\boldsymbol{u}_{k}$. The sensitivity direction of the proposed method is defined as

$$
\begin{equation*}
\boldsymbol{b}=\sum_{k=1}^{6} \nu_{k} \boldsymbol{u}_{k}^{\prime}, \tag{3.49}
\end{equation*}
$$

where $\boldsymbol{u}_{k}^{\prime}$ is a vector in which each component is converted to be positive.

Since the value of sensitivity vector $\boldsymbol{b}$ is too large in the direction of the angular velocity, it is difficult to use $\boldsymbol{b}$ directly. We divided the sensitivity vector $\boldsymbol{b}$ into three components, $\boldsymbol{b}=\left[\boldsymbol{b}_{x}^{T}, \boldsymbol{b}_{\sigma}^{T}, b_{\omega}\right]^{T}$, in which the components reflect the position of the rover, the direction of the rotational axis, and the angular velocity, respectively. Component $b_{\omega}$ is a scalar value and thus needs no further consideration. If the sensitivity directions $\boldsymbol{b}_{x}$ and $\boldsymbol{b}_{\sigma}$ are biased, the estimation results will converge to a local minimum. We define index $U$ to explain the distribution of the sensitivity direction as

$$
U=\left\|\frac{\boldsymbol{b}_{x}}{\left\|\boldsymbol{b}_{x}\right\|}-\frac{1}{\sqrt{3}}\left[\begin{array}{l}
1  \tag{3.50}\\
1 \\
1
\end{array}\right]\right\|^{2}+\left\|\frac{\boldsymbol{b}_{\sigma}}{\left\|\boldsymbol{b}_{\sigma}\right\|}-\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
1
\end{array}\right]\right\|^{2} .
$$

Assuming that the components of the sensitivity direction, $\boldsymbol{b}_{x}$ and $\boldsymbol{b}_{\sigma}$, are independent and the averages are equal to $1 / \sqrt{3}[1,1,1]^{T}$ and $1 / \sqrt{2}[1,1]^{T}$, respectively, index $U$ corresponds to the sum of the variance of the distribution of the components $\hat{\boldsymbol{b}}_{x}$ and $\hat{\boldsymbol{b}}_{\sigma}$. The averages $1 / \sqrt{3}$ and $1 / \sqrt{2}$ show that each component in the sensitivity vector, $\boldsymbol{b}_{x}$ and $\boldsymbol{b}_{\sigma}$, is distributed uniformly. When index $U$ is close to 0 , the components of the sensitivity vector, $\boldsymbol{b}_{x}$ and $\boldsymbol{b}_{\sigma}$, are distributed uniformly, which suggests that the estimation result is close to the actual state. In this paper, $U$ is referred to as a uniformity index.

### 3.4.2 Evaluation of Sensitivity Direction

Numerical simulations were conducted to evaluate the performance of the sensitivity direction, $\boldsymbol{b}$, and the uniformity index, $U$. The parameters of the numerical simulations were the same with subsection 3.3.5, where the simulation results suggested that the value of index $J_{s} / N \sim 1$ is not sufficient to judge the accuracy of the estimated state.

The normalized sensitive vector $\boldsymbol{b}_{x}$ and $\boldsymbol{b}_{\sigma}$ are plotted in the above figure and the below figure in Fig. 3.12, respectively. The normalization was done at each $N$. One and the same noise pattern was used. The above figure in Fig. 3.12 suggests that when the number of measurement data was less than $40, z$ component had less sensitivity. It also suggests that when the number of measurement data was less than $10, \sigma_{y}$ component had less sensitivity. These trends of low sensitivity imply that the estimation may converge to a local minimum. In actual, the estimation error of this simulation results were relatively high in $z$ component and $\sigma_{y}$ when the number of the measurement data was less than 40 and less than 10, respectively, which corresponds with the suggestion of the sensitivity vector.

The values of uniformity index, $U$ (3.50) are plotted in Fig. 3.13. The average, the maximum and the minimum value of $U$ of 100 patterns of measurement noise are plotted. Fig. 3.13 shows that $U$ had relatively large value when $N \leq 40$, which indicates that the sensitive vectors were biased. As Fig. 3.10 shows, the estimation error was large when $N \leq 20$. Fig. 3.13 also suggests that once the uniformity index, $U$, decreased


Fig. 3.12: Sensitivity direction with number of measurement, $N$ : (above) normalized sensitivity in the position of the rover (below) normalized sensitivity in the direction of the rotation axis
at $N \sim 4$ then it was relatively large when $N \sim 80$ and $110<N<120$. From Fig. 3.10, when the number of measurement data was larger than 40 , the estimation error decreases gradually in accordance with the number of measurement data and decrease in estimation error was stationary around $N \sim 80$ and $110<N<120$. Thus, we can conclude that the uniformity index, $U$, can provide information about the convergence of the estimation to the actual state. The rover is ready to move when the uniformity index, $U$, is sufficiently small.

### 3.5 Conclusion

In this chapter, a method to estimate the rotational motion of the small planetary body together with the position of the rover has been proposed. The problem includes complex nonlinear and dynamical issues that it cannot be solved analytically. The estimation problem has been formulated as an optimization problem to minimize the loss function defined based on the estimation errors derived in comparison with actual measurement


Fig. 3.13: Uniformity index $U$ with number of measurement, $N$
data. Although this optimization problem can be solved following the gradient vector of the loss function, it takes numerous iteration for optimization because of different scales of sensitivity to each state variable. In this chapter, the optimization following the gradient vector has been divided into three steps. Simulation results proved that the solution of three-step gradient search is able to estimate both the positions of the rover and the rotational parameters with reasonable accuracy. In addition, the influences of measurement interval, $\Delta T$, and of observation period, $T_{N}$ on estimation accuracy have been evaluated. The sensitivity directions of the proposed method, $\boldsymbol{b}$, has been defined and the uniformity index, $U$, which represents the distribution of the sensitivity direction has been defined. Numerical simulations proved that the uniformity index represents whether the estimated state is close to the actual state or not.

In this chapter, precessional period was assumed to be much longer than the mission period that influence of precessional motion was neglected. For the problems of this assumption does not work, the index $J_{s} / N$ won't converge to 1 even sufficient number of measurement data are collected. Thus, the existence of the precessional motion is confirmed. If the influence of precessional motion is included in Eq. (3.4), then estimation considering the precessional motion is achieved.

## Chapter 4

## Radio-wave Based Accurate Localization of Space Rover without Calculation of Differentials

### 4.1 Introduction

In chapter 3, a method to estimate both the position of the rover and the rotational motion of the small planetary body using multiple measurements of round-trip propagation delay has been proposed. The method has been formulated as an optimization problem to minimize a loss function defined from the estimation errors derived in comparison with the actual measurement data. This method provides absolute position of the rover in planetary-body-centered frame and covers the whole surface, requiring only a transponder on the rover. Although it can be applied to rovers on any size of planetary bodies, the solution reported in chapter 3 is based on gradient, which requires an accurate and differentiable system model. Therefore, numerical or empirical formula of the motion of the mother spacecraft is not applicable.

In this chapter, a method to solve the estimation problem without calculation of differential is introduced. In spite of calculating differentials, the solution reported here requires a large amount of computation to search the conjugate direction of the loss function. To reduce the amount of computation without loss of estimation accuracy, a methodology to select the measurement data so that the sensitivity directions of the selected data to be conserved is reported in this paper. Numerical simulations assuming a rover is located on a small planetary body and experiments using range measurement tool are shown in this chapter, to evaluate the estimation accuracy and computation time of the proposed method. These results suggest that the proposed solution for localization of a rover on small planetary body using round-trip measurement is effective and generally available.

Mathematical definitions of the optimization problem, sensitivity directions of the proposed method, and the method to select measurement data to conserve sensitivity direction are described in section 4.2. Results from numerical simulations are reported in section 4.3. The experimental results are discussed in section 4.4 and section 4.5 concludes this chapter.

### 4.2 Accurate Localization of Rovers by Round-Trip Propagation Delay

### 4.2.1 Solution without Differentials

Powell has proposed a method to find a minimum of a function independent from derivatives [39], which is called Powell's conjugate direction method. The basic algorithm of Powell's conjugate direction method is as following [39], where the function to be minimized is $F(\boldsymbol{p})$, and $\boldsymbol{p}$ is a state vector. $\boldsymbol{\xi}$ has the same dimension with the state vector, $s \in \Re^{n}$.

1. Determine linearly independent directions $\left\{\boldsymbol{\xi}_{k}\right\}(k=1, \cdots n)$ and set the best known approximation to the minimum, $\boldsymbol{p}_{0}$ as the starting point.
2. For $k=1,2, \cdots n$, calculate $\lambda_{k}$ so that $F\left(\boldsymbol{p}_{k-1}+\lambda_{k} \boldsymbol{\xi}_{k}\right)$ is a minimum, and define $\boldsymbol{p}_{k}=\boldsymbol{p}_{k-1}+\lambda_{k} \boldsymbol{\xi}_{k}$.
3. Find the integer $m(1 \leq m \leq n)$, so that $\left\{F\left(\boldsymbol{p}_{m-1}\right)-F\left(\boldsymbol{p}_{m}\right)\right\}$ is a maximum, and define $\Delta=\left\{F\left(\boldsymbol{p}_{m-1}\right)-F\left(\boldsymbol{p}_{m}\right)\right\}$.
4. Calculate $F_{3}=F\left(2 \boldsymbol{p}_{n}-\boldsymbol{p}_{0}\right)$, and define $F_{1}=F\left(\boldsymbol{p}_{0}\right)$ and $F_{2}=F\left(\boldsymbol{p}_{1}\right)$.
5. If either $F_{3} \geq F_{1}$ or $2\left(F_{1}-2 F_{2}+F_{3}\right) \cdot\left(F_{1}-F_{2}-\Delta\right)^{2} \geq \Delta\left(F_{1}-F_{2}\right)^{2}$, use the old directions $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \cdots, \boldsymbol{\xi}_{n}$ for next iteration and use $\boldsymbol{p}_{n}$ as next $\boldsymbol{p}_{0}$, otherwise
6. Defining $\boldsymbol{\xi}_{n+1}=\boldsymbol{p}_{n}-\boldsymbol{p}_{0}$, calculate $\lambda_{n+1}$ so that $F\left(\boldsymbol{p}_{n}+\lambda_{n+1} \boldsymbol{\xi}_{n+\boldsymbol{1}}\right)$ is a minimum, use $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \cdots, \boldsymbol{\xi}_{m-1}, \boldsymbol{\xi}_{m+1}, \cdots, \boldsymbol{\xi}_{n}, \boldsymbol{\xi}_{n+1}$ as new directions and use $\boldsymbol{p}_{n}+\lambda_{n+1} \boldsymbol{\xi}_{n+1}$ as the starting point for next iteration.
7. Repeat from 2.

In our problem, the function to be minimized $J_{s}(3.14)$, and the state vector is $s$ (3.2), which consists of 6 variables, that is $n=6$. The optimization problem (3.15) is solved by using Powell's conjugate direction method repeatedly as follows:

1. Set the initial state as nominal $\boldsymbol{p}_{0}=\overline{\boldsymbol{s}}_{0}$ and $\boldsymbol{\xi}_{k}(k=1,2 \cdots n)$, to be unit vectors parallel to each axis of state space.
2. Calculate the conjugate direction of the loss function, $J_{s}$, following Powell's conjugate direction method. Stop when $\Delta$ at the step 3 in Powell's conjugate direction method is less than a threshold, which gives the conjugate direction, $\boldsymbol{\xi}_{n}$, of the loss function, (3.14) at $\boldsymbol{p}_{0}$.
3. Update the state $\hat{\boldsymbol{s}}_{0}^{+}$as $\hat{\boldsymbol{s}}_{0}^{+}=\overline{\boldsymbol{p}}_{0}+\alpha \boldsymbol{p}_{0}$ where $\alpha$ is small value so that $J_{s}\left(\hat{\boldsymbol{s}}_{0}^{+}\right)$to be minimum.
4. Set $\hat{\boldsymbol{s}}_{0}^{+}$as $\boldsymbol{p}_{0}$. Repeat from 2.

It is necessary to set the initial direction to be searched, $\boldsymbol{\xi}$, to be a set of unit vectors because the loss function has different scales of sensitivity to each state variable. Otherwise, the minimum search will require numerous iterations. In the simulation results and the experimental results, $\alpha$ is defined from line-search algorithm in order to guarantee that the loss function decreases monotonically.

### 4.2.2 Selection of Measurement Data to Reduce Calculation

Although Powell's conjugate direction method can solve the optimization problem (3.15) without calculation of differentials, it requires $n$ different directions of line-search at each iteration to find the conjugate direction of the loss function. Our problem has dynamic condition of the extended state (3.16) that $N$ forward calculations are required for each iteration. Thus, the solution based on Powell's conjugate direction method requires $O(n N)$ amount of computation. The solution described in chapter 3 requires $O(3 N)$ amount of computation, since the optimization following the gradient has been divided into three steps. In our problem, $n=6$ and $n<N$ in general that dominant parameters which increase the amount of computation is the number of measurement data, N. A method to selectively use the measurement data would be effective to reduce the amount of calculation. The problem is which measurement data to use to conserve the estimation accuracy.

In the section 3.4, the uniformity index, $U$ (3.50), has been defined so that the uniformity index represents the distance between the estimated and the actual state. If the measurement data is selected to conserve the value of uniformity index, $U$, the estimation using the selected measurement data is expected to keep the accuracy. The selection of the measurement data so that the value of uniformity index to be conserved is achieved by following the below steps:

1. Calculate the pseudo line-of-sight directions, $\overline{\boldsymbol{d}}_{i}$, for each measurement, $i=0,1$, $\cdots N-1$, from the nominal state, $\overline{\boldsymbol{s}}\left(t_{e, 0}\right)$.
2. Define a matrix $\boldsymbol{D}$ as $\boldsymbol{D}=\left\{\overline{\boldsymbol{d}}_{0}, \overline{\boldsymbol{d}}_{1}, \cdots \overline{\boldsymbol{d}}_{N-1}\right\}$. Derive the base vectors of $\boldsymbol{D}$ by singular value decomposition and define the left singular vectors as $\overline{\boldsymbol{u}}_{k}(k=1,2$, $\cdots 6$ ).
3. Rank the measurement data in order of the distance from each basis, $\left\|\overline{\boldsymbol{d}}_{i}-\overline{\boldsymbol{u}}_{k}\right\|$. The data which has the smallest distance is ranked in the top.
4. Select the same number of top measurement data from each ranking as representative data.

Although the estimation with less representative data will require less amount of computation for optimization, it is more sensitive to the measurement noise included in the representative data. It is necessary to determine an appropriate number of representative data.

### 4.3 Numerical Simulations to Evaluate Estimation Accuracy

### 4.3.1 Parameters for Numerical Simulations

Numerical simulations assuming a rover was located on a small planetary body were conducted to evaluate the proposed solution for the optimization problem. An asteroid was assumed to be spheroid with diameter of $300 \times 300 \times 600 \mathrm{~m}$, and with uniform density of $2500 \mathrm{~kg} / \mathrm{m}^{3}$. The positions of the mother spacecraft were calculated from orbit elements, which had inclination of 1 rad , semi-major axis of $3 \times 10^{3} \mathrm{~m}$ and eccentricity of 0.2 . The longitude of ascending node, the argument of perigee and the mean anomaly at the beginning of the simulation were all set to 0 rad . The nominal position of the rover at the beginning of the simulation, $\overline{\boldsymbol{x}}_{0}$, was set $[0,300,-100]^{T}$. The nominal direction of the rotational axis and the angular velocity of the small planetary body was $[0,0,1]^{T}$ and $1.4 \times 10^{-4} \mathrm{rad} / \mathrm{s}$, respectively. Ambiguity in the position of the rover was assumed to be 30 m in each direction, $x, y$ and $z$, which reflected the supposed distance between the target and the actual landing point. The ambiguity in the direction of the rotational axis, $\theta_{a}$, was 0.17 rad , and the ambiguity in the angular velocity, $\omega_{a}$, was $4.2 \times 10^{-6} \mathrm{rad} / \mathrm{s}$. These values reflect the information about the ambiguity in the rotational parameters of the asteroid Itokawa [35, 36]. The prior estimation of the initial state, $\hat{\boldsymbol{s}}_{0}$, was set to coincide with the nominal state. Measurement noise was assumed to be Gaussian with the average of 0 s and the variance of $10^{-16} \mathrm{~s}^{2}$, which reflected the performance of a recent transponder for space use. The interval of the measurement, $\Delta T$, was 600 s. Measurement data was collected when the rover could catch the mother spacecraft in sight. The range of view of the rover was assumed to be 1.4 rad from zenith. The


Fig. 4.1: Value of loss function with iteration
iteration was set to stop when the decrease in the value of the loss function was less than a threshold, $\Delta J<10^{-2}$. The following results were provided by the computer with Intel Core i7, 2.93 GHz , and Matlab 2009a software.

### 4.3.2 Validation of Convergence

To validate the convergence of the optimization by the solution based on Powell's conjugate direction method, 128 cases of initial error were assumed, which were the same cases in subsection 3.3.3, and the values of the loss function and the estimation errors in accordance with the iteration were analyzed. Duration of the measurement, $T_{N}$, was $2.16 \times 10^{5} \mathrm{~s}$.

The value of the loss function and the estimation error are plotted in Fig. 4.1 and Fig. 4.2, respectively. In these figures, the average, the maximum and the minimum values of 128 cases of initial error are plotted. Fig. 4.1 shows that the value of loss function decreased in accordance with the iteration, which suggests that the minimum search based on Powell's conjugate direction method worked for any case of initial error. Fig. 4.2 shows that the estimation error decreased in accordance with the iteration. The maximum error in the estimation among 128 cases of initial error was $\left\|\hat{\boldsymbol{s}}_{0}-\boldsymbol{s}_{0}^{*}\right\|=10.8$, which consists of position error of 10.8 m , direction error of $3.90 \times 10^{-2} \mathrm{rad}$ and error in the angular velocity of $8.34 \times 10^{-8} \mathrm{rad} / \mathrm{s}$. Thus, the rotational parameters of the small planetary body had been estimated with high accuracy. Using the estimated motion of the small planetary body, the method of localization based on Kalman filter can provide the position of the rover with sufficiently high accuracy in real-time. We can conclude that the optimization based on Powell's conjugate direction method provides sufficiently accurate estimation both for the position of the rover and for the rotational parameters of the small planetary body.


Fig. 4.2: Estimation error with iteration

### 4.3.3 Validation of Performance of Uniformity Index

In advance of validation of the proposed method to select the measurement data, the performance of the uniformity index calculated from the nominal state, $\bar{U}$, was verified. First, the estimation results of the proposed solution were evaluated in accordance with the number of measurement data, $N$. The actual state, $\boldsymbol{s}_{0}^{*}$, was set as

$$
\hat{\boldsymbol{s}}_{0}-\boldsymbol{s}_{0}^{*}=\left[\begin{array}{c}
\hat{x}_{0}-x_{0}^{*}  \tag{4.1}\\
\hat{y}_{0}-y_{0}^{*} \\
\hat{z}_{0}-z_{0}^{*} \\
\hat{\sigma}_{x, 0}-\sigma_{x, 0}^{*} \\
\hat{\sigma}_{y, 0}-\sigma_{y, 0}^{*} \\
\hat{\omega}_{0}-\omega_{0}^{*}
\end{array}\right]=\left[\begin{array}{c}
-30 \\
-30 \\
-30 \\
-\sin \theta_{a} \\
0 \\
-\omega_{a}
\end{array}\right],
$$

which was the worst case among the results of 128 cases of initial error. Estimation was simulated on 100 patterns of measurement noise.

The estimation error and the computation time required in the proposed solution are plotted in Fig. 4.3 and Fig. 4.4, respectively, together with the number of measurement data, $N$. The average, the maximum and the minimum results of 100 patterns of measurement noise are plotted. Fig. 4.3 suggests that estimation error decreased in accordance with the number of measurement data, $N$. Fig. 4.4 suggests that the required computation time increased largely in accordance with the number of measurement data, $N$.

The values of uniformity index calculated from the nominal state, $\bar{U}$, are plotted in Fig. 4.5. $\bar{U}$ was relatively large when $N \leq 20$, which coincides with large error shown in Fig. 4.3. $\bar{U}$ decreased in accordance with $N$, and was almost constant and was approximately $10^{-2}$ when $N \geq 200$, where the estimation error was relatively small as shown in Fig. 4.3. Thus, the values of uniformity index, $\bar{U}$, reflects the estimation error.


Fig. 4.3: Estimation error and number of measurement data


Fig. 4.4: Computation time and number of measurement data

We can conclude that the uniformity index, $\bar{U}$, even if it is calculated from the nominal state, can be used as a reference value to judge the distance between the estimated and the actual state: When $\bar{U}$ is small, the estimated state is expected to be close to the actual state.

### 4.3.4 Validation of Estimation Accuracy using Selected Data

The performance of the proposed method to select the measurement data was verified in estimation accuracy and computation time by numerical simulations. The actual state was set to be the worst case (4.1), and 100 patterns of measurement noise were simulated. The number of measurement data, $N$, was set to 200 , since the estimation error of the results described in subsection 4.3 .3 was sufficiently small and almost constant when $N \geq 200$. The estimation results based on the proposed method of selection were compared with the ones using the data with equal interval of time.


Fig. 4.5: Uniformity index, $\bar{U}$, with the number of measurement, $N$


Fig. 4.6: Uniformity index $\bar{U}$ of the proposed method of selection and of equal interval:

The values of uniformity index calculated from the nominal value, $\bar{U}$, are plotted in Fig. 4.6. The horizontal axis denotes the number of decimated data. The solid line denotes the uniformity index $\bar{U}$ calculated by the decimated data using the proposed method of selection and the dashed line denotes the one calculated by using the data with equal interval. Fig. 4.6 suggests that the difference of $\bar{U}$ with respect to the number of decimated data using the proposed method was smaller than the one using the data with equal interval. It proves that the proposed method to select the measurement data in order of the norm to the basis of sensitive directions, $u_{k}$, conserved $\bar{U}$ as expected.

Estimation error and the computation time using the decimated data are plotted in Fig. 4.7 and Fig. 4.8, respectively. In theses figures, the solid line and dashed line denote the estimation results using the decimated data by the proposed method of selection and ones using the data with equal interval, respectively. From Fig. 4.7, the results using the proposed method of selection had smaller error and required less computation time


Fig. 4.7: Estimation errors of decimated data.


Fig. 4.8: Computation time of decimated data
than the results using the data with equal interval. The estimation error in the results using the proposed method of selection was still $10^{\circ}$-order while it required less than a quarter amount of computation time of the calculation using the whole data. We can conclude that the proposed method to select data to conserve $\bar{U}$ can effectively reduce the computation time, even though it can provide as accurate estimation as the results using the whole data.


Fig. 4.9: Experimental equipments for range measurement : TOPCON Total Station GTS-810A

### 4.4 Experimental Results using Range Measurement Tool

### 4.4.1 Overview of Experiments

To show the feasibility of the proposed method, simple experiments using a range measurement tool had been conducted. One end of a straight stick was equipped to a pan-tilt unit (PTU), which simulated the rotational motion of the small planetary body. On the other end of the stick, a reflector of cylindrical shape with $1.1 \times 10^{-2} \mathrm{~m}$ in diameter and $1.0 \times 10^{-2} \mathrm{~m}$ in height was fixed, which was regarded as a transponder on a rover. Total station (GTS-810A) was used to collect range data. It emits infrared light to the reflector and measures the propagation time of light as well as the direction to the reflector and outputs the distance to the reflector as well as the position of the reflector. The experimental setups are illustrated in Fig. 4.9. In the experiments, output data of measured distance $\rho$ was transformed to round-trip propagation delay $\tau$ as

$$
\begin{equation*}
\tau=2 \rho / c_{a} \tag{4.2}
\end{equation*}
$$

where $c_{a}$ is the light speed in air. The total station was fixed and measured the distance to the reflector at 100 different angles of rotation, which were controlled by PTU. Such data was collected at four different points, each of them approximately 5 m away from PTU, and 400 measurement data was collected in total.

### 4.4.2 Calibration of Experimental System

Prisms were fixed at three different points, $\boldsymbol{O}_{1}, \boldsymbol{O}_{2}, \boldsymbol{O}_{3} . \boldsymbol{O}_{1}$ was located at the center of the rotational plane made by PTU. $\boldsymbol{O}_{2}$ and $\boldsymbol{O}_{3}$ were located so that $\boldsymbol{O}_{1}, \boldsymbol{O}_{2}$ and $\boldsymbol{O}_{3}$ were not in line. The center of the rotational plane is expressed as $\boldsymbol{O}_{1}=[0,0, z]^{T}$, where $z$ represents latitude element of the position of the rover. The system in this experiment,


Fig. 4.10: Estimation error using experimental data


Fig. 4.11: Computation time using experimental data
$z$ was defined as 0 and the other reference points were $\boldsymbol{O}_{2}=[0.7738,-0.6328,-0.0273]^{T}$ and $\boldsymbol{O}_{3}=[0.0959,0.9394,-0.3293]^{T}$.

The positions of the total station referred the positions of the prisms. 400 data of the positions of the reflector were used to calibrate the rotational plane. The first and the second component of principal component analysis of the data of the reflector's positions are parallel to the rotational plane, and the third component is parallel to the direction of the rotational axis. The calibrated direction of the rotational axis in the experiment was

$$
\boldsymbol{\sigma}_{c}=\left[\begin{array}{lll}
0.3067, & 0.1490, & 0.9401 \tag{4.3}
\end{array}\right]^{T},
$$

which was inclined 0.34 rad from the horizontal plane. The suffix $c$ denotes that the value is calibrated one. The angular velocity, $\omega_{c}$, was set to be $0.10 \mathrm{rad} / \mathrm{s}$. The position of the reflector at the beginning of the experiment, $\boldsymbol{x}_{c, 0}$, was determined to minimize the
error between the measured positions and the calculated positions using the calibrated values, $\boldsymbol{\sigma}_{c}$ and $\omega_{c}$. Consequently, the initial position of the reflector, $\boldsymbol{x}_{c, 0}$, was

$$
\begin{equation*}
\boldsymbol{x}_{c, 0}=[-0.7837,-0.09614,0.2709]^{T} . \tag{4.4}
\end{equation*}
$$

The difference between the measured and the calculated distance from the calibrated values was $2.383 \times 10^{-4} \mathrm{~m}$ in average and the variance was $4.042 \times 10^{-5} \mathrm{~m}^{2}$. The variance of the difference in distance was used in the estimation as the variance of the measurement noise as $\tilde{\gamma}_{i}^{2}=4.042 \times 10^{-5} / c_{a}^{2}$.

### 4.4.3 Estimation Results of Proposed Method

The range of the rover's view was assumed to be $\pi$ rad. Thus, the measurement data $\tau_{i}$, when the position of the reflector, $\boldsymbol{x}_{i}$, and the position of total station, $\boldsymbol{X}_{i}$, satisfy

$$
\begin{equation*}
\boldsymbol{x}_{i}^{T}\left(\boldsymbol{x}_{i}-\boldsymbol{X}_{i}\right) \geq 0 \tag{4.5}
\end{equation*}
$$

was used for estimation. 223 range data out of 400 measurement data were used for estimation. The nominal state at the beginning of experiment was set as

$$
\begin{align*}
\overline{\boldsymbol{x}}_{0} & =\boldsymbol{x}_{0}^{*}+\left[\begin{array}{ll}
0.1, & 0.1,
\end{array} 0.1\right]^{T}  \tag{4.6}\\
\overline{\boldsymbol{\sigma}} & =\left[\begin{array}{lll}
0, & 0, & 1
\end{array}\right]^{T}  \tag{4.7}\\
\bar{\omega} & =\omega^{*}-0.03, \tag{4.8}
\end{align*}
$$

where the calibrated values, $\boldsymbol{x}_{c, 0}, \boldsymbol{\sigma}_{c}, \omega_{c}$, were used as $\boldsymbol{x}_{0}^{*}, \boldsymbol{\sigma}^{*}, \omega^{*}$, respectively, and $\overline{\boldsymbol{x}}_{0}$ and $\bar{\omega}$ were defined so that the error rate $\left(\hat{\boldsymbol{x}}_{0}-\boldsymbol{x}_{0}^{*}\right) /\left\|\boldsymbol{x}_{0}^{*}\right\|$ and $\left(\hat{\omega}-\omega^{*}\right) /\left\|\omega^{*}\right\|$ to be almost the same with the ones in the numerical simulations.

Estimation error and computation time required in estimation are plotted in Fig. 4.10 and Fig. 4.11, respectively. In these figures, the estimation results using the whole 223 measurement data and the ones using the decimated data by the proposed method of selection are plotted. The iteration was set to stop when the value of the loss function per number of measurement, $J / N$, is less than a threshold, $10^{-3}$. Fig. 4.10 suggests that the estimation results using more than 30 data provided as accurate estimation as the estimation using 223 data. Fig. 4.11 suggests that estimation using $18 \sim 60$ data required only a quarter amount of computation time of the calculation using the whole data, while estimation using 6 or 12 data required much more iterations. The reason is that influence of measurement noise became larger, which made it more difficult to optimize. The experimental results proved that the method to select measurement data based on the uniformity index, $\bar{U}$, can reduce the amount of computation if the decimation is not too much.


Fig. 4.12: Value of loss function per number of data, $J_{s} / N$ calculated by using 223 measurement data

In actual, we cannot know the estimation error shown in Fig. 4.10. The index $J_{s} / N$, which has been described in subsection 3.3.4, is useful to judge whether the estimation $\hat{\boldsymbol{s}}$ is close to the actual state or not. If the estimation $\hat{\boldsymbol{s}}$ equals to the actual state, then expected value of $J_{s} / N$ is 1 . In case of optimization using the decimated data, the optimal state $\hat{\boldsymbol{s}}^{\text {opt }}$ provides the minimum value of index $J_{s}$ only for these decimated data. If $J_{s} / N$ using the whole data is close to 1 , the optimal state $\hat{\boldsymbol{s}}^{\text {opt }}$ of the decimated data would be close to the actual state. This is so called cross-validation. In Fig. 4.12, the values of index $J_{s} / N$ using the whole 223 data and the estimated state using decimated data are plotted. From Fig. 4.12, the index $J_{s} / N$ is sufficiently close to 1 when $N \geq 30$, which coincides with the small error in estimation plotted in Fig. 4.10. We can conclude that the index $J_{s} / N$ using the whole data is effective reference value to check whether the estimated state is close to the actual state.

### 4.5 Conclusion

In this chapter, a method to estimate the position of the rover together with the rotational motion of the small planetary body has been described. The estimation problem has been formulated as an optimization problem and a solution for the optimization problem has been proposed, which used Powell's conjugate direction method for local search. Although the proposed solution does not require any calculation of differentials, it requires large amount of computation. As the influence of number of the measurement data is significant for the amount of computation, a method to select the measurement data has been proposed in this paper. In order to decimate the measurement data with-
out loss of estimation accuracy, a method to select the measurement data so that the uniformity index, $U(3.50)$ to be conserved is proposed. Numerical simulations assuming a rover was located on a small planetary body and experimental results have proved that the proposed solution can provide sufficiently accurate estimation both for the position of the rover and for the rotational parameters of the small planetary body. The performance of the method to select the measurement data to conserve the uniformity index, $U$, has been also evaluated. The estimation results using the decimated data by the proposed method of selection have been compared with the results using the decimated data with equal interval. They have proved that estimation using the decimated data by the proposed method can provide more accurate estimation than the estimation using the data with equal interval of time, even it requires less computation time. The experimental results support the feasibility of the proposed method of estimation using round-trip propagation delay of radio waves. The experimental results also proved that the index $J_{s} / N$ can be used as a reference value to check whether the estimated state is close to the actual state.

## Chapter 5

## Man-Machine System for Cooperative Control in Uncertain Environment

### 5.1 Introduction

In the above chapters, a method to estimate the position of the rover on the small planetary body together with the rotational parameters of the small planetary body is described. and estimation accuracy of the proposed method was evaluated by numerical simulations and experimental results. In this chapter, a method to guide a rover on a small planetary body is proposed.

In general, a partly autonomous rover on a small planetary body is guided by an operator on Earth. The operator is able to acquire global information of the small planetary body but the resolution is limited while the rover is able to collect detail information from the on-board sensors but the range of view is limited. Although a method to guide a rover on Mars [40] has been evaluated, it assumes a rover is large and move by wheels. As Yoshimitsu [5] suggested, rovers with wheels are useless on the surface of small planetary body because the gravity is too small to provide enough friction-force to the wheels. Hopping is a promising way to investigate the surface of asteroids, however, the uncertainties in motion prediction is much higher than locomotion by wheels because of ambiguity in the condition of contact and modeling error of the terrain. It is difficult to apply conventional methods to guide a rover such as velocity control and position control. To reach the destination points, the rover and the operator have to merge the information they have and have to cope with the uncertainties of the hopping motion.

In this chapter, a model to guide a hopping rover is proposed. The proposed model is consists of three sub-models, a sub-model of the operator's decision making, a sub-
model of the rover's autonomous control and a sub-model of state prediction. The operator's decision making is modeled as optimization problem of multi-criteria and the operator's preferences of the criteria are shared with the hopping rover. The autonomous control is designed based on multi-criteria problem to select an action which reflects the operator's preference. To cope with the uncertainties in hopping motion, interruptions by an operator is necessary. It is important to present the predicted state of the autonomous robot for the operator so that the operator can understand whether the current strategy in control is appropriate or not. The state prediction of the rover is calculated based on probabilistic approach, which makes easier for the operator to understand the state of the autonomous robot. The section 5.2 describes the proposed model to guide a hopping rover.

The proposed model is applied to a guidance problem of a space rover, and simulation results assuming a hopping rover is located on a small asteroid are reported to show the performance of the proposed system. A hopping rover referred the rover Minerva is assumed and terrain models obtained by the observations of Hayabusa probe are used. These are summarized in section 5.3. The section 5.4 concludes this chapter.

### 5.2 System Model to Guide Hopping Rover

A mobile robot on remote environment and an operator is assumed and a model to guide the mobile robot under full of uncertainties is proposed. The mobile robot is assumed to be partly autonomous and not to be able to accomplish the task goal without assistance by the operator. The operator is assumed to be able to acquire the information of onboard sensors on the robot, however, limitations on the range of the view of the sensor and on communication capacity makes it difficult for the operator to provide appropriate commands.

Guidance by the operator is regarded as to select a path from numerous paths which link the current state and the goal state of the mobile robot. This type of problems to select a single solution from numerous alternatives is formulated as multi-criteria optimization problems. In multi-criteria optimization problems, a selection of one solution among numerous alternatives depends on a decision maker, which comes from difference in the preferences of each decision maker. By sharing the preferences of the operator with the mobile robot, adaptive action by the autonomous robot will be achieved reflecting the operator's intention. In this chapter, a mobile robot is assumed to be embedded with autonomy to select action which reflect the operator's preferences.

A mobile robot can obtain more detail information than the operator that the action made by the mobile robot may differ from the path-design by the operator. It is important for the operator to interrupt the autonomy when the selected action is not ad-
missible one. So, it is necessary to present the predicted state of the autonomous action of the robot to the operator. The predicted state of the autonomous robot is calculated depending on the selected action and uncertainties in information from on-board sensors. The operator can understand whether the current policy of control is appropriate or not. Especially, it is important to present the uncertainties in prediction to judge whether the influence of uncertainties in environment is admissible or not. So, in addition to the predicted state, the variance in prediction is presented in the proposed system of cooperate control. If the variance in prediction is inadmissible, the operator makes an interruption to change the control policy by changing preferences, and urge the robot to change the action.

The system which includes above ideas is illustrated in Fig. 5.1, which consists of three sub-models. The overview of each sub-system is summarized in below:

## Sub-model for Path-Planning by Operator

In general, the control policy of operators does not depend on single criterion but multi-criteria, which in many cases, conflict with each other. Operators have to design priorities in criteria. The decision process of designing priorities is modeled as optimization process of multi-criteria optimization problem. Input of this model is information on environment, which the operator can obtain and outputs are the selected solution and the preferences of the criteria.

## Sub-model for Action-Planning by Robot

This model is also based on multi-criteria optimization approach and the optimal solution based on the the operator's preference balance is selected as autonomous action. Inputs are the selected solution by the operator, the preferences and information by on-board sensors. Outputs are action plan of the mobile robot and information obtained by the on-board sensors.

## Sub-model for State Prediction

In this model, the state of the mobile robot is calculated using the selected action and the information from on-board sensors, and predicted values of the action for each criterion are also calculated. In many cases, information of environment obtained by on-board sensors contains ambiguities because of performance limitation, it is important to tell the operator the uncertainties included in the estimation explicitly. Inputs are selected action by the mobile robot and the information obtained by the on-board sensors, and outputs are the predicted state of the robot and its variance.


Fig. 5.1: System model to guide a mobile robot with ambiguities in locomotion

### 5.3 Simulation Results of Guidance Applying Proposed Model

The proposed model to control a mobile robot was applied to a guidance problem of a hopping rover on a small planetary body. The rover Minerva [6] was referred as a hopping rover. In the following, an active jump made by the rover is called a hop, and a passive jump when the rover hit the ground is called a bound.

### 5.3.1 Preliminaries for Terrain Information

3D shape model of asteroid Itokawa consists of approximately 50,000 data [41] was used for the information for on-board sensors. Taking the average of every 10 data from these data, low resolution of terrain information consists of approximately 5,000 data was used as the information for the operator. The resolution of the information for on-board sensors was 2 m on an average, and the resolution for the operator was almost 20 m . The range of the view of the on-board sensors was set to be 30 m without considering the bump of the surface for simplicity, which was larger than the resolution of the information for the operator. The resolution of the information for the on-board sensors and for the operator are illustrated in Fig. 5.2.

### 5.3.2 Model of Hopping Motion

By using initial hop-velocity, $\boldsymbol{v}_{0}$, the facet direction, $h(\boldsymbol{p})$, where $\boldsymbol{p}$ denotes a certain point of terrain, the velocity of the bound of mass point, $\boldsymbol{v}^{\prime}$, is parallel to the direction


Fig. 5.2: Examples of path-design by operator (above) threedimensional model (below) top view : Dots in figure above represents actual terrain. + represents operator's low resolution maps. (p1) and (p2) represent path-plan by operator. While (p1) prefers shorter path, (p2) prefers smoother terrain.
of specular reflection. $\boldsymbol{v}^{\prime}$ is expressed as

$$
\left[\begin{array}{c}
\boldsymbol{v}_{h}^{\prime}  \tag{5.1}\\
\boldsymbol{v}_{v}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
\mu_{h}(\boldsymbol{p})\left(\boldsymbol{v}_{0}+\boldsymbol{v}_{0}^{T} \boldsymbol{n}(\boldsymbol{p})\right) \\
\mu_{v}(\boldsymbol{p}) \boldsymbol{v}_{0}^{T} \boldsymbol{n}(\boldsymbol{p})
\end{array}\right],
$$

where suffixes $h$ and $v$ denotes the horizontal and vertical direction to the surface in the plane including $\boldsymbol{v}_{0}$ and $\boldsymbol{n}(\boldsymbol{p})$, respectively. $\mu$ denote the coefficient of restitution of the surface at point $\boldsymbol{p}$.

In a real world problem, predicting a hopping motion, even if the terrain is not uneven, is difficult, because of uncertainties in conditions of contact of the rover and the terrain. A simple model for the bound with uncertainties is given by a diffuse reflection, with average direction $\boldsymbol{v}^{\prime}$ and a certain variance, $\psi_{a}$.

Simulation results of a hopping motion on a flat plane are plotted in Fig. 5.3, assuming diffuse reflection in bound direction. The initial hopping velocity was $\boldsymbol{v}_{0}=$


Fig. 5.3: Hopping motion with ambiguity in bound direction: Hopping motion using simple model has been calculated. Initial and final position, and the positions of 1st, 2nd, 4th bound are plotted. The uncertainty in position of the rover increased in accordance with bound, even if plane was assumed to be flat and smooth.
$[0.1,0,-0.1]^{T} \mathrm{~m} / \mathrm{s}$, coefficient of restitution was universe, $\mu_{h}(\boldsymbol{p})=\mu_{v}(\boldsymbol{p})=0.8$, and the variance in the bound direction was $\psi_{a}=0.35 \mathrm{rad}$, where axis $z$ was defined as the gravitational direction. The gravitational force was defined to be $2.6 \times 10^{-5} \mathrm{~m} / \mathrm{s}^{2}$, which reflects the micro-gravity on the surface of asteroid Itokawa at 300 m radius assuming that the mass of the asteroid identically-distributed. The hopping motion was set to stop when the velocity against to the gravitational direction was less than $0.01 \mathrm{~m} / \mathrm{s}$. One hundred particles were calculated and the initial and final position, and the positions of 1st, 2nd and 4th bound are plotted in Fig. 5.3. Distribution of the predicted state increased enormously in accordance with the bound even in this simple model, which illustrates the difficulty of precise prediction of the hopping motion.

### 5.3.3 Feasible Method for State Prediction

As the example described in the subsection, 5.3.2, it is unrealistic to estimate the state of the hopping rover with high accuracy. The paper [42] reported feasible method to calculate non-linear conversion, which is called unscented transformation. It uses representative points called sigma points to deal with the uncertainties included in the state quantitatively. The predicted state of the hopping rover using unscented transformation is plotted in Fig. 5.4, where the same simulation parameters were used with the results illustrated in Fig. 5.3. Four sigma points were used for state calculation considering uncertainties in two axes, $x$ and $y$. In Fig. 5.4, the average of the state prediction are plotted. Fig. 5.4 shows that the unscented transformation can represent the variance of


Fig. 5.4: State prediction based on unscented transformation: Four sigma points and average state are plotted, where the simulation parameters are the same with Fig. 5.3. Although the Unscented transformation requires small amount of calculation, it illustrates variance in state prediction effectively.

Table 5.1: Comparison of results from unscented transformation and Monte Carlo analysis : the number denotes number of particles used in the analysis.

| methodology | average $(\mathrm{m})$ | variance $(\mathrm{m})$ |
| :---: | :---: | :---: |
| Monte Carlo:10 | $(150.8,5.0)$ | $(59.7,54.2)$ |
| Monte Carlo:100 | $(160.6,7.0)$ | $(32.8,62.9)$ |
| Monte Carlo:1000 | $(161.8,-1.5)$ | $(28.5,62.7)$ |
| Monte Carlo:10000 | $(161.2,-0.7)$ | $(28.3,61.5)$ |
| Unscented Trans. | $(160.7,-0.0)$ | $(28.7,62.1)$ |

error in the state prediction effectively, which is easier for the operator to understand the ambiguities in prediction than Fig. 5.3. The results using from 10 to 10,000 particles for state prediction and results from unscented transformation are listed in Table 5.1. Although unscented transformation requires a smaller amount of calculation than that of multiple particles, the results were close to the results from 10,000 particles.

### 5.3.4 Parameters for Multi-Criteria Optimization

The path-plan made by the operator was represented by a set of way points using terrain information of low-resolution. In the simulations, 100 paths were randomly prepared, which had different way points and link the initial and goal state. The number of way points was from 0 to 3 .

For the rover's action-plan, 100 alternatives were prepared. Each action-plan specified a hopping velocity, so that the first bounding point made by the hop motion differed with each other. The bounding points were randomly selected by the terrain information of high resolution within the range of view of the on-board sensors.

Three conflicting criteria in guidance were assumed.

## 1. minimize uncertainties in state

In Fig. 5.5, values at each point on the terrain are plotted, which were defined from the variance of facet directions in local, that is, roughness of terrain. The left figure in Fig. 5.5 shows the distribution of the values calculated from the terrain information of high resolution, while the right figure represents the values calculated from the information of low-resolution. These values at point $\boldsymbol{p}$ are represented as $c_{1}(\boldsymbol{p})$ and $\tilde{c}_{1}(\boldsymbol{p})$, for the high-resolution and for low-resolution, respectively. The point with thick color represents uneven region and the point with thin color represents smooth region. If the rover bound at the point with thick color, the bounding direction contains large ambiguities that uncertainties in hopping motion will increase, which reduces the accuracy of state prediction.

The value of each alternative for the operator was defined as sum of the parameter values of way points, $\boldsymbol{p}_{i}$, that is, $\sum_{i} \tilde{c}_{1}\left(\boldsymbol{p}_{i}\right)$. The value of each action-plan of the rover was defined as the value at the first bounding point $\boldsymbol{p}$, that is, $c_{1}(\boldsymbol{p})$.

## 2. maximize acquirable information values in path

The asteroid Itokawa is spheroidal body and had specific terrains where the curvature was high. SO, another parameter was defined based on the distance from the origin, whose values are plotted in Fig. 5.6. In Fig. 5.6, the left and the right figure represent values calculated from high-resolution and from low-resolution information, respectively, which are denoted as $c_{2}$ and $\tilde{c}_{2}$. The point with thick color represents that it has valuable information to be investigated and the point with thin color represents that it has less value.

The value of each alternative for the operator was defined similar to the criterion 1 as sum of the values of way points, $p_{i}$, that is, $\sum_{i} \tilde{c}_{2}\left(p_{i}\right)$. The value of each action-plan for the rover was defined as sum of the points $p_{i}$, that is, $\sum_{i} c_{2}\left(p_{i}\right)$, where $p_{i}$ is a set of points consists of projection of the hop motion from the current point to the first bounding point.

## 3. minimize path-length to goal

The last criterion is simple; the shorter is the better. The value of each alternative for the operator was defined as number of way points, since each alternative links


Fig. 5.5: Values Defined from Roughness : (left) detail information for rover, $c_{1}$, (right) ambiguous information for operator, $\tilde{c}_{1}$


Fig. 5.6: Values Defined from Absolute Position : (left) detail information for rover, $c_{2}$ (right) ambiguous information for operator, $\tilde{c}_{2}$
the initial state and the goal state. The value for the action-plan of the rover was defined from the distance between the first bounding point $\boldsymbol{p}$ to the goal state.

### 5.3.5 Application Result

Two examples of path-plans made by the operator are plotted in Fig. 5.2, where the initial state and the goal point of the rover are denoted by $S$ and $G$, respectively. The path p1 reached to the goal state linearly, where the preference balance, w1, had high weight on criterion 3, to minimize the path length. The path p 2 was in smooth area and went through the region with high value in $\tilde{c}_{2}$, where the preference balance, w2, had high weight both on criterion 1, to minimize the uncertainties in prediction, and on criterion 2 , to maximize information value.

Two trajectories of autonomous action-plan by the rover without interruption by the operator are plotted in Fig. 5.7. a1 and a2 are the trajectories with the preferences w 1 and w 2 , respectively. The initial velocity, coefficient of restitution and ambiguity


Fig. 5.7: Trajectories of Autonomous Hopping Control by a Rover: (a1) represents a trajectory when path-plan (p1) and preferences (w1) were given and (a2) represents a trajectory when (p2) and (w2) were given. While hop direction of (a1) directly aimed at goal point, G, (a2) selected smoother region, reflecting operator's preferences (w1) and (w2), respectively.
in bound directions were the same with the simulation parameters on smooth plane described in subsection 5.3.2. The gravitational direction was defined to pass through the center of mass. In Fig. 5.7, the locomotion between bounds were projected to $x y$ plane and the projected trajectories are denoted as lines, and the hopping points are denoted by dots. Autonomous action was stopped when the distance to the goal state G was smaller than a threshold, or when the number of hopping was larger than a threshold. The initial hopping motion of the trajectory a1 headed to the goal state, G, reflecting the preference balance, w1, which had high weight on the criterion 3, to minimize the path length. However, the bounding motion made it away from the goal state. The similar motions were found in the subsequent hopping motion, however, the rover was close enough to the goal state, G, in the end. The trajectory a2 reflects the preference balance, w2, where the first hop tried to move smoother regions and the region with higher values to be investigated. It reached to the region with high values in $c_{2}$, however, it did not reach the goal state because the number of hop reached to the maximum threshold. This is because the preference on criterion 3, to minimize the distance to the goal point, had low weight that the rover selected the hop velocity which resulted to make the rover to jump toward smooth region and region with high values in information to investigate, instead of heading the goal point. Thus, the action-plans reflected the operator's preferences partially, however, the actual path took a long way or did not reach the goal point, because of the ambiguities in bounding direction.

The state predictions of the rover's actions were calculated by unscented transformation, which are plotted in Fig. 5.8. In the prediction calculations, six sigma points were used assuming that the uncertainty in rover's position distributes in three dimensions. In Fig. 5.8, state predictions of rover's action a1 with the preference w 1 are plotted, which suggest that the predicted state covered wide area. Presented these predicted states, the operator made an interruption to the autonomous action: The operator changed the preference balance from w1 to w1', which made change in rover's action from a1 to al'. The preference balance had lower weight on the criterion 3 , to minimize the path length, and had higher weight on criterion 1, to minimize the uncertainty in prediction. State predictions of the rover's action a1' with the preference balance, w1', are plotted in Fig. 5.9. Compared with Fig. 5.8, although the distance to the goal state was longer, the distribution of the predicted state reduced.

Trajectories with interruptions by the operator are plotted in Fig. 5.10 and Fig. 5.11. The trajectory a1' shown in Fig. 5.10 was given starting with the preference balance w1, however, the preference balance was changed to w1', which had higher weight to minimize the uncertainties when the operator obtained the state prediction of Fig. 5.8. Given the preference balance w1', the rover selected the action a1', which was expected to have smaller uncertainties in motion than the action a1. The trajectory a1' was shorter in total compared with the trajectory without interruption, a1. As a result, the trajectory a1 meets the operator's preference. The other example, the trajectory a2' is plotted in Fig. 5.11, where the initial preference balance was w2. At the beginning of the guidance, there was no interruptions and the operator changed the preference balance from w2 to w2' at the middle of the guidance, where the locomotion by the hopping motion was small. The preference balance w2' had lower weight on the criterion 1, to minimize the uncertainties in the motion prediction, and higher weight on the criterion 3 , to come to close to the goal state. Another interruption was made at the end of the guidance, after the rover reached to the region with high values in $c 2$, the weight on the criterion 3 became higher. In total, the trajectory a2' passed through smoother region, and the region with higher values in $c 2$ then reached to the goal state.

Thus, simulation results proved that the proposed model to share the preferences of multi-criteria and to change the preferences dynamically is able to guide a mobile robot with full of uncertainties in locomotion. Unscented transformation was used for complex prediction of the hopping motion, and simulation results suggested that the unscented transformation provides operator-friendly presentation in state prediction and it reduces the amount of computation, which assists the operator to make appropriate interruptions to the autonomous actions.


Fig. 5.8: Predicted State from initial action (when preference balance w1 were given) : Hopping direction faces at goal position, G, however, uncertainties in predicted state covers large area.

### 5.4 Conclusion

In this chapter, a model to guide a mobile robot with full of uncertainties in locomotion has been proposed. The proposed system consists of three sub-models; a sub-model for decision making by an operator, a sub-model for action-plan by an autonomous robot, and a sub-model for state prediction of the robot. The operator's decision making problem has been formulated as an multi-criteria optimization problem and the preferences of criteria were regarded as abstract objective in guidance. In the proposed model, these preferences were shared with the mobile robot so that the autonomous action-plan can reflect the operator's intuition. Even the robot shares the preferences of control criteria, the action made by the robot may differ from the operator's expectation because of uncertainties in locomotion. It is necessary to provide the operator not only the predicted state of the robot by the action-plan but also the variance of the prediction, so that the operator can understand whether the current control policy is appropriate or not. The proposed system was applied to a guidance problem of a hopping rover on a small planetary body. Since the hopping motion is complex because of uncertainties in bounding motion, unscented transformation was used to estimate the predicted state of each action-plan made by the rover together with the variance of estimation, to reduce the amount of computation. The application results have proved that the proposed model effectively realizes a guidance of a hopping rover by realizing appropriate interruptions by an operator.
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Fig. 5.9: Predicted state from initial action (when preference balance changed to ( w 1$\left.)^{\prime}\right)$ : preference balance was changed to ( w 1 '). Predicted state when preferences were slightly changed from (w1) to (w1'). Hopping direction still aimed at goal position, G, however, distance is much smaller, which reduces uncertainties of position of rover.
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Fig. 5.10: Guidance of a rover with interruption by an operator starting with preference balance (w1): (a1') and (a1) represent trajectories of a rover with and without interruptions by operator, respectively. (a1') prefers smaller hopping motion than (a1) reflecting preference change from (w1) to ( w 1 ') which succeeded in reducing total path length as a result.


Fig. 5.11: Guidance of a rover with interruption by an operator starting with preference balance (w2): (a2') and (a2) represent trajectories of a rover with and without interruptions by operator, respectively. (a2') was the same trajectories with (a2) in beginning, however, preferences turned from (w2) to (w2') in middle stage of guidance and succeeded in guiding rover to goal position, G.

## Chapter 6

## Conclusion

In this paper, a rover on a small planetary body has been focused on and a method to localize the rover by a simple device has been proposed. A method to guide a hopping robot, that is, a mobile robot with large uncertainties in locomotion, has been proposed.

A method of localization for a micro robot on small planetary bodies has been proposed, which uses measurements of round-trip propagation delay of radio-waves. The mother spacecraft is used as a single source of radio-waves. The proposed method is similar to GPS [27] in the point that it uses propagation delay of radio waves, though, the proposed method measures the distance between the rover and the mother spacecraft repeatedly to make pseudo-multiple reference points by a single source of radio-waves. The method is able to 1) provide absolute positions of the rover in the planet-centered inertial frame, 2) cover the whole surface of the target planetary body, and 3) be applicable for any size of a planetary body, only requiring a transponder on the rover. Moreover, no synchronization of clocks is needed and no accurate clock is needed on the rover because the proposed method uses the measurements of round-trip propagation delay. The proposed method can be applied to rovers on any size of planetary bodies, while the conventional methods of localization cannot be applied to the rovers on small planetary bodies of less than 1000 m in diameter.

Firstly, the proposed method has been formulated as a recursive method by applying Kalman filter. The calculation of the measurement is non-linear requires two steps of calculation; down-ward and up-ward propagation delay. Each calculation requires to solve equations numerically, and one of them requires to solve simultaneous equations of Kepler's orbit. A method to use the actual position of the mother spacecraft instead of using the estimated position has been proposed, which reduces the amount of computation in measurement into less than half. The simulation results proved that this method to reduce the calculation amount provides as accurate localization as the original method. Secondly, the method of localization has been expanded to a method, which estimates the rotational parameters of the small planetary bodies together with the position of the
rover. The expanded problem includes complex nonlinear and dynamical issues that it cannot be solved analytically. So, the estimation problem has been formulated as an optimization problem to minimize the loss function defined based on the estimation errors derived in comparison with actual measurement data. This optimization problem has been solved by following the gradient vector of the loss function, where the minimumsearch based on the gradient had to be divided into three steps. Simulation results proved that the solution based on the variation method is able to estimate both the positions of the rover and the rotational parameters with reasonable accuracy. Thirdly, a method for accurate localization of a space rover on a small planetary body without requiring calculation of differentials has been derived, which can be applied even if the system model contains numerical or empirical formula. The method for the optimization was based on Powell's conjugate direction method [39] and it requires a larger amount of calculations since several forward calculations of the state vector are required for a minimum search [39]. An idea to selectively use the measurement data has been proposed to reduce the computational amount so that the selected data conserves the sensitivity directions. Simple experiments using a range measurement tool validated the estimation convergence and the estimation accuracy of the proposed method of localization.

A model to guide a mobile robot with large uncertainties in locomotion has been proposed. In the proposed model, the decision making of the operator has been modeled as a multi-criteria optimization problem and the preferences of the operator are shared with the robot so that the autonomous action-plan reflects the operator's intuition. In order to provide appropriate interruptions to cope with uncertainties, the probabilistic representation is used for the state prediction of the robot in the proposed model. The proposed model was applied to a guidance problem of a hopping rover on a small planetary body. The application results have proved that the proposed model is effective to guide a hopping rover with ambiguities in hop directions.
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2．Hiroaki NAKANISHI，Sayaka KANATA，Tetsuo SAWARAGI and Yukio HORIGUCHI， Prize on Excellent Presentation 2008 in System Integration of The Society of In－ strument and Control Engineers，Environment adaptive heading control for an autonomous unmanned helicopter and its Improvement，March 2009.
（中西弘明，金田さやか，椹木哲夫，堀口由貴男，SI 優秀講演賞，「自律型無人ヘリ コプタの適応方位角制御とその改善法」，2009年3月）

3．Selected and completed the Young Scientists Summer Program in International Institute for Applied Systems Analysis，August， 2008

4．Sayaka HIGO，Prize on Excellent Master＇s Thesis in 2006 from University of Tokyo， Radio Based Localization on Small Body Surface，February， 2006.
（肥後さやか ${ }^{1}$ ，平成 17 年度優秀修士論文賞，「電波を用いた小惑星探査ローバの位置同定」，2006年3月）


[^0]:    ${ }^{1}$ HIGO is birth name of Sayaka KANATA

